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ABSTRACT Energy consumption in buildings contributes to over a third of global energy consumption and
28% of greenhouse gas emissions. With urbanization and population growth, rising building energy demand
can lead to environmental degradation. While significant renewable resources are used to generate electricity
to mitigate environmental problems, demand-side management remains crucial for achieving net-zero
emissions and enhancing energy efficiency. Accurate building load forecasting is pivotal in devising optimal
demand response schemes to shift or reduce the demand on power grids. Recent studies have achieved
progressive breakthroughs in building energy forecasting through machine learning algorithms. However,
most studies focused on building-level energy forecasting rather than individual load forecasting, which
cannot support controlled demand response programs. In this study, we propose a multi-task learning model
incorporating Patch, Temporal Convolutional Network and Time-Series Transformer (PatchTCN-TST)
based on the channel-independent strategy for floor-level multiple electricity loads and indoor environmental
forecasting. The PatchTCN-TST model is implemented to predict future data ranging from one-step ahead
to three-step ahead on a real-world office building in Bangkok, Thailand. The experiment results indicate
that the prediction performance of our model outperforms the prevalent methods, including LSTM, GRU,
TCN, Transformer, Informer and Autoformer. The PatchTCN-TST model demonstrates superior accuracy
in three forecasting scenarios, significantly reducing MAE, MSE, RMSE, and aSMAPE by 34%, 23%, 12%,
and 36.4%, respectively, compared to the best baseline model.

INDEX TERMS Deep learning, demand response, time-series forecasting, smart buildings.

I. INTRODUCTION warming, sea-level rise, and ocean acidification [2], [3], [4].

Over the past two decades, global annual energy consumption
has risen by 41%, attaining 178,889 TWh due to accelerated
industrial, infrastructure, and economic growth [1]. The pre-
dominant reliance on non-renewable energy sources, coupled
with the rising energy demand, has resulted in an exponential
increase in greenhouse gas emissions. Such emissions con-
tribute to anthropogenic environmental issues such as global
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Considering the finite reserves of non-renewable resources
and heightened environmental concerns, there has been an
augmented integration of Renewable Energy Sources (RESs)
into the power grid [5].

While RESs present an eco-friendly, abundant, secure, and
scalable solution, their power generation can be fluctuating,
intermittent, and non-dispatchable. The high penetration of
RESs can cause disparities between power generation and
consumption, threatening power system stability [6], espe-
cially with the large-scale installation of wind turbines and

© 2024 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License.

VOLUME 12, 2024

For more information, see https://creativecommons.org/licenses/by/4.0/ 19553


https://orcid.org/0000-0002-8635-8112
https://orcid.org/0000-0002-2295-568X
https://orcid.org/0000-0002-8098-8906

IEEE Access

S. Cen, C. G. Lim: Multi-Task Learning of the PatchTCN-TST Model

photovoltaic (PV) panels. To overcome the limitations of
RESs, an array of Energy Storage Systems (ESSs) have
been employed in the microgrid. ESSs enable energy storage
and subsequent discharge when required, which meet energy
demand, improve power quality, and augment grid flexibil-
ity [7]. Additionally, Demand-Side Management (DSM) is
also crucial in ensuring power grid stability and improving
energy efficiency [8], [9].

The International Energy Agency (IEA) indicates that
the building sector accounts for 30% and 28% of global
energy consumption and greenhouse gas emissions in 2022
[10]. Consequently, building energy management is a critical
component of DSM for global energy-saving and carbon
neutrality [11]. Generally, building types can be broadly cat-
egorized into residential, commercial, office, and industrial.
It should be noted that energy usage patterns in buildings vary
due to the building types and operational schedules. Accu-
rate forecasting of building energy demand is crucial within
DSM, facilitating the implementation of optimal control
strategies and promoting energy efficiency. Building energy
consumption forecasting can be categorized into ultra-short-
term, short-term, medium, and long-term, with forecasting
horizons ranging from hours to years [12].

In recent years, numerous methods based on Machine
Learning (ML) models have been used for building energy
forecasting [13]. However, most scholars and pundits have
concentrated on building-level energy consumption forecast-
ing, which predicts the entire building’s energy consump-
tion. Although the forecasting performance improved with
advanced algorithms, achieving optimal energy efficiency
control is still challenging due to the limited knowledge of
individual load consumption forecasting. To fill this gap,
we propose a PatchTCN-TST model for floor-level multiple
loads consumption and indoor environmental forecasting in
smart buildings. Compared with previous studies, our pro-
posed model forecasts multiple loads consumption rather
than total building energy consumption for energy manage-
ment and optimal scheduling. Among previous multivariate
forecasting, our proposed model is based on the channel-
independent strategy, assuming each load pattern is unrelated.
The main contribution of this study can be summarized as
follows:

1) We applied TCN residual block for scalar projection
rather than traditional CNN projection in input rep-
resentation. The main difference between TCN and
CNN is that TCN uses casual convolutions to ensure
the model extracts features from previous and current
information, which is more reasonable in sequential
modeling.

2) Our multiple loads consumption and indoor environ-
mental forecasting method is based on multivariate
data, which belongs to multi-channel input and multi-
channel output. Most models that extract features
through adopt the channel-dependent strategy from
all time-series data. However, it is proven that the
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performance of cross-channel fusion in time-series
forecasting is worse than channel-independent [14],
[15]. Hence, the channel-independent strategy is
adopted to extract features from single-channel infor-
mation but share the same parameters.

3) In order to understand the relationship between sub-
series, patching is applied before feeding into the
attention mechanisms, which split the input sequence
into several sub-series. Unlike most previous mod-
els, patching allows the model to extract locality
and comprehensive information from sub-series rather
than point-wise dependency from entire series like
Transformer. Moreover, the patching operation could
significantly reduce the computational complexity of
the attention mechanism.

The remainder of this paper is organized as follows.
Section II introduces the recent literature on building energy
forecasting. Section III presents the PatchTCN-TST model
for multi-task learning in multiple loads and indoor envi-
ronmental forecasting. In Section V, the case study and
hyperparameter configurations are presented. Section VI ana-
lyzes the forecasting performance of our model and other
benchmark models, and Section VI summarizes our study.

Il. LITERATURE REVIEW
Traditional building load forecasting methods rely on
physical-based models, which simulate the building energy
consumption based on physical properties and environ-
mental parameters without historical energy consumption
data. Various simulation software tools, such as Energy-
Plus, eQUEST, and ESP-r, have been developed for building
energy consumption forecasting [16], [17]. However, con-
structing physical-based models is time-consuming, requires
numerous variables, and the forecasting performance relies
on domain expertise, which constrains real-time DSM. With
the advocacy of smart buildings, advanced sensors and energy
monitoring units are deployed to harvest indoor environ-
mental and energy consumption data [18], [19]. In light of
the abundant data availability and the rapid advancement of
ML and Deep Learning (DL) techniques, data-driven models
have recently attracted more attention for building energy
forecasting [20]. Data-driven models forecast future energy
consumption using historical time-series energy consump-
tion and exogenous variables without any intricate building
specifics. The data-driven methods of building energy con-
sumption forecasting can be divided into univariate and
multivariate based on the number of input features in the
model [21]. Univariate methods predict energy consump-
tion only using energy consumption data, while multivariate
methods forecast energy consumption by incorporating addi-
tional energy-related features, such as humidity, temperature,
and wind ambient light.

Early data-driven models utilize statistical methods for
building energy consumption forecasting, which primar-
ily include Autoregression (AR), exponential smoothing,
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Autoregressive Integrated Moving Average (ARIMA),
and Seasonal Autoregressive Integrated Moving Average
(SARIMA). Vu et al. introduced an AR model with
time-varying components for short-term energy demand fore-
casting, which gained the best performance compared with
five benchmark models [22]. Sen et al. employed the ARIMA
model to forecast the energy consumption in India’s iron
sector [23]. Fang and Lahdelma applied SARIMA combined
with linear regression to predict the heat demand based on
multivariate data [24].

Although statistical models perform well in stationarity
and linear time-series forecasting scenarios, they cannot
accurately predict building energy consumption in nonlinear
and intricate temporal patterns. To discover the nonlinear
energy consumption patterns, ML-based models have been
widely adopted to forecast building energy consumption,
such as Random Forest (RF) [25], Artificial Neural Networks
(ANNs) [26], and Support Vector Regression (SVR) [27].
Wang et al. used RF to predict the hourly building energy
consumption on two institutional buildings at the University
of Florida [28]. It showed superior forecasting performance
compared with the regression tree model and SVR. Lahouar
and Ben Hadj Slama forecast day-ahead load consumption
in Tunisian Power Company through refined inputs and
RF [29]. The experiment results showed that the expert fea-
ture selection method improved the RF forecast performance.
Ahmad et al. developed an ANN model for hourly HVAC
energy consumption forecasting in a hotel using multivariate
time-series data, including outdoor air temperature, humidity,
and wind speed [30]. Yang et al. combined the SVR with
k-shape clustering to improve the forecasting accuracy in
different types of ten institutional buildings [31].

Furthermore, advanced algorithms with more sophisticated
structures have been proposed to enhance building energy
consumption forecasting accuracy, such as Convolutional
Neural Network (CNN) [32], Recurrent Neural Network
(RNN), Long short-term memory (LSTM), Gated Recur-
rent Unit (GRU), Temporal Convolutional Network (TCN).
Aurangzeb et al. grouped energy customers via the DBSCAN
clustering algorithm and built a Pyramid-CNN model to
forecast the power load [33]. The proposed Pyramid-CNN
obtained the best score on MAPE compared with other ML
algorithms. Tan et al. carried out Multi-task Learning via
the LSTM (MTL-LSTM) model for predicting total load and
electricity, heat and cooling loads [34]. Kim and Cho pro-
posed a CNN-LSTM model based on multivariate time-series
data to predict residential energy consumption [35]. Com-
pared with other methods, the evaluation results showed
the best performance in CNN-LSTM under different time
resolutions. Sajjad et al. proposed a CNN-GRU framework
for short-term building energy prediction and evaluated the
model in two datasets [36]. Lemos et al. applied the TCN
model for monthly energy consumption forecasting in eight
different types of buildings [37]. TCN uses dilated causal
convolutions to extract features from past information and
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FIGURE 1. The framework of single-task learning.
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FIGURE 2. The framework of multi-task learning.

a broader range, which are more reasonable for time-series
tasks [38].

Moreover, various Transformer-based models have been
proposed for sequential tasks in the past five years [39],
[40], [41], [42], [43], which performed better than pre-
vious algorithms. In the building energy forecasting area,
Zhao et al. employed a Transformer model combined with
K-Means and Light-GBM for day-ahead load forecast-
ing [44]. In [45], authors proposed a Multiple-Decoder
Transformer (MultiDeT) model for day-ahead multienergy
load forecasting, which comprises one encoder and multi-
ple decoders. Jiang et al. proposed a Deep-Autoformer that
decomposed the series into seasonal and trend parts and
designed an auto-correlation mechanism that enables the
model to discover the series-wise dependencies for day-ahead
residential load forecasting [46]. Their proposed method
achieved the best results compared to the five basic models.
Given the superior performance of Transformer-based mod-
els in building energy consumption forecasting, this paper
proposes a PatchTCN-TST framework, providing State-Of-
The-Art (SOTA) results for a baseline model in smart building
multi-load and indoor environments forecasting.

lll. PROPOSED METHOD
This section proposes a novel PatchTCN-TST model for mul-

tiple loads and indoor environment forecasting. Our proposed
model comprises three main parts: patching operation, TCN
embedding, and a TST-based stacked encoder structure. For
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FIGURE 3. The PatchTCN-TST framework.

multivariate time-series forecasting task, given a fixed length
L of M dimensional time-series data X = {x{,xp,...,x.} €
RM*L representing individual loads and indoor environmen-
tal features. The goal is to predict the subsequent values
for a time horizon T, denoted as ¥ = 1, Y2, ..., Yy}
The corresponding actual values are denoted as ¥ =
(X141, X142, ..., X 7} where ¥ and ¥ € RM*T Multiple
loads and indoor environmental forecasting can be defined as
Multi-task Learning (MTL). The Single-task Learning (STL)
and MTL frameworks are depicted in Fig. 1 and 2, respec-
tively. As illustrated in Fig. 1, STL requires several models
for each task, which can be time-consuming and computation
resource waste. In contrast, MTL is an efficient method by
shared parameters to train a unified model for multiple tasks
concurrently.

Focusing on the multi-load energy consumption and
indoor environmental forecasting, we propose an end-to-end
DL-based PatchTCN-TST model without external feature
selection and extraction. The framework of the model is
shown in Fig. 3, which consists of instance normalization and
De-normalization, patching, embedding, and encoder-only
structure. PatchTCN-TST predicts multi-load energy demand
and indoor environments based on the channel-independent
strategy, which individually forecasts multi-load demand for
each univariate series. First, the univariate load data is nor-
malized by mean and standard deviation, then segmented into
several sub-series. In the embedding stage, the TCN block
extracts temporal features and transforms each sub-series to
align with the desired model dimensions. Then, positional
information is incorporated into the embedded sequence to
facilitate the model in discovering the relative positions.
Subsequently, stacked Transformer encoders and a linear
layer are employed for predicting the normalized single-load
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Univariate Input Data

energy demand. Finally, multiple individual univariate data
are De-normalized and concatenated to generate the multi-
variate outputs.

A. INSTANCE NORMALIZATION AND DE-NORMALIZATION
In real-world scenarios, most energy load consump-
tion exhibits non-stationarity characteristics. Many studies
intended to transfer the series data to stationarity to improve
forecasting performance. However, recognizing and account-
ing for the inherent non-stationarity is essential for accurate
forecasting, as it enables the model to capture tempo-
ral dependencies effectively. To mitigate the impact of
non-stationarity, our model incorporates normalization and
de-normalization modules: transfer the non-stationarity
series to stationarity at first and revert the initial
non-stationarity at the end to obtain the final outputs, respec-
tively. For multi-load and indoor environmental data X =

{x1,x2, ..., xz|lx; € RM*1} is transformed into the nor-
malized data X' = {x//,x2/,...,x;/|x, € RM*!} The
normalization operation can be defined as follows:
L
nx = %Zizl X e
R el 2
o= G ) @)

X' =X —px)/ox +¢€ A3)

where uy,ox € RM*! represent the mean and standard
deviation of each measurement unit.

As shown in Fig. 3, the normalized outputs Yy =
{5/L+] , 5]/L+2’ . ,5)}‘+T} € RMXT are de-normalized to
recover the original distribution, which can be formulated as:

= (Y x Gx) + ux )
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B. PATCHING

Most Transformer-based models commonly employ atten-
tion mechanisms to extract point-wise dependencies, which
mainly focus on the relationship between points and easily
disregard the past series-wise dependencies. Consequently,
the scale of point-wise attention has limitations in time-
series tasks, as the current data is related to historical data.
Considering the constraint of attention mechanisms, we adopt
the patching operation to segment the input sequence into
several patches regarded as partial features, as shown in
Fig. 3. For univariate input sequence X' € R!*L, patch length
P and stride S are used to segment the padded univariate
data X;ia dding € R!*E+5) where the last boundary valqe was
repeated S times at the end of the input sequence X'. The
generated patches can be denoted as lev atch € RPN where
N = [(L—"P)/S] + 2 represents the patch number. The
patching process is visualized in Fig. 4. Moreover, patching
accelerates the computation in attention mechanisms, which
shortens the input length L to L/S, approximately.

C. TOKEN EMBEDDING AND POSITIONAL ENCODING

In the token embedding stage, the vanilla Transformer and
its variant employ 1D-CNN to transform the input sequence
into the embedding dimension d,;,,4.;. However, it should be
noted that the output of ID-CNN at time ¢ is a mapping from
the past, current and future data, which is inappropriate for
forecasting tasks. To exclude future data, we select the TCN
block for token embedding, which consists of two casual
convolutional layers, and the detailed structure is shown in
Fig. 5. The TCN block operation can be defined as:

TCN(X) = ReLU(F(X) + Convix1(X)) (&)

where F (-) and Convix(-) represent the casual convolu-
tional and residual connection part. ReLU(-) is the Rectified
Linear Unit (ReLLU) as an activation function.
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FIGURE 5. The TCN block for embedding.

The TCN block uses casual convolution that the output of
time ¢ is only mapping from the elements of time ¢ and past 7.
In order to speed up the training process and improve general-
ization, weight normalization is applied to reparameterize the
weights within a fixed range after each casual convolutional
layer [47]. The casual convolution operation at time ¢ and
weight normalization can be defined as follows:

FO=@sHn=3 fiyui  ©
Wnorm = lg )
vl

where * denotes the convolutional operation, k is the kernel
size in casual convolution, w, wy,, denotes the original and
normalized weight, ||v|| and g are the Euclidean norm and
scalar of the original weight.

In Transformer-based models, attention mechanisms are
used to capture the relevant relation to different elements but
neglect temporal information. However, the inherent igno-
rance of temporal information in attention mechanisms can
degrade the model performance in sequence tasks. To address
this issue, we use sine and cosine functions as positional
encoding to add sequential information in time-series inputs,
which can be formulated as follows:

PE (1. 1) = sin(t/ IOOOOi'//‘Z"”d"’ ) lf l l:S even ®
cos(t /100007 @modely - if i is odd
where ¢ is the time ¢ position and i € {0, 1, ..., dypoder — 1}
represents i dimension.
The above equations can be summarized as:
Xdpoar = TCN (X) + PE(lx, dmodel) ©)

where Ix is the length of input X, and TCN(-), PE(-) represent
token embedding and positional encoding, respectively.

D. TRANSFORMER ENCODER

As depicted in Fig. 3, our model consists of Nepcoder Stacked
encoder blocks. Each block comprises two sub-layers with
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residual connection followed by layer normalization: multi-
head attention mechanism and feed-forward layer. Hence, the
output of i sub-layer in n" encoder can be expressed as:

i1 = LayerNorm(X}' + SubLayer} (X;")) (10)

where X7, X/ | denote the input and output of i sub-layer
in n' encoder, i € {1, 2} represents the attention mechanism
and feed-forward layer, respectively.

In the first sub-layer, we select the multi-head self-attention
mechanism to capture the dependencies between different
points, and the structure is shown in Fig. 6. The embedded
input Xempedding € Rémodet XN ig transformed into queries
Q" € RN*4q keys K" € RV*%, and values V' € RN*%
for each head h € {1,2,...,H} where d; = dy. For hh
head, the weights on values are obtained from the dot-product
between Qh and K". While the large value of di increases
the value of the dot-product, which causes small gradients
after the softmax function. To fix this impact, we rescaled
the outputs of attention scores by divide ~/d. The outputs
of h™" scaled dot-product attention can be formulated as:

hih!

O" = Attention(Q", K", V') = softmax( < W (11)

Vi

The outputs of each attention head are concatenated and
projected by WO to obtain the final outputs of multi-head
attention, which can be calculated as follows:

O = MultiHead (Q, K, V)
= Concat(0", 0%, ..., O"HW? (12)

where WO e RH*&xN ig the trainable projection parameter
matrix.

The second sub-layer is the feed-forward network, and the
internal structure of the feed-forward network is shown in
Fig. 7. It contains two 1 x 1 convolutional feed-forward layers
that process each position separately with different convolu-
tional filters. The equation of the feed-forward network can
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be expressed as:
FeedForward(x) = o (xW; + b))Ws + by (13)

where W1, by and W», b, represent the parameters of the first
and second convolutional layer, o (+) is the activation function.

After the stacked encoders, the outputs are flattened
and pass through the linear layer to obtain the normal-
ized single-load demand forecasting results )7"/ e RIXT,
Afterward, each normalized single-load demand forecast-
ing data is concatenated and De-normalized into the final
multi-load forecasting results ¥ € R™*T_ The pseudocode
of the PatchTCN-TST forecasting model is summarized in
Algorithm 1.

IV. CASE STUDY

In this section, we compare the other data-driven bench-
mark models, including LSTM, GRU, TCN, Transformer,
Informer, and Autoformer to verify the performance of the
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Algorithm 1 Pseudocode for the PatchTCN-TST model

B W o=

10
11
12
13
14
15
16
17
18
19
20
21
22
23

24
25
26
27
28

29

30
31
32
33
34
35

36
37

38
39

Input: Mini-batch B of historical M features of multiple loads and indoor environmental data for previous L times, X € RBxMxL,
Output: Mini-batch B of predicted future T time steps data of corresponding M features, Y € REXMxT,

1 — D Instance Normalization
Calculate the mean u, and standard deviation oy. iy, Oy
Instance Normalization transform X' = (x; — utx) //ox + €

RBXMXL

6RB><M><]

return normalized mini-batch data X’ e

5 Patching
6 Pad boundary value on the right side with the size S, X’ padding € REXMX(L+S)
7 Patching X p adding using patch length P and stride S to obtam the N patches sequence
8
return Xpmch € REXMxPxN

(BxM)xPxN
<« TCN (X/,) + PE(P, dioder) return X/

input

Channel-Independent return X, ' eR

Embedding and positional encodlng X/

. € RB*M) X dpmoder XN
inpu

Transformer encoders
Hyperparameters: encoder number E, multi-head number H, dimension of query dy, key di and value d,, where d; =
dr = dy = diodel /H, feed-forward dimension dg
Parameters:
Fori € [E]:
For h € [H]: /+ h™ head attention parameters for i encoder */
‘ Wh c qudeadel bhq e qu Wh c de X dmodel bh c de Wh c Rdedmodel bh c Rdt
W € R(H #dy) X dmodel ,bio € R *d ) , parameters of concatenated multl head for i encoder
Vz , ,3 i Vz , ,Blz € Rdmode/ s layer normalization parameters of two parts
Wi € R4 *dmodel bi1 € R4, Wio € R¥model < dfy bis € R%model | parameters of feed-forward
fori =1, ..., E do /«* Encoder number %/
forh=1,2,...,H do /« Multi — Head Attention =/

Qh «— Wlthl/npm + bh 4 queries Qh € RB*M)xdgxN . ICh « Wh Xl’npm + bl}.fk, keys ICf" € RB*M)xdgxN

Vi <« WhX/ + Values Vih € RB+M)xdyxN . Of‘ <« Anentzon(Qf’, ICf’, Vl-h), Of’ € RB=M)xdyxN

input

end

Concate multi-head 1nformat10n 0; «~ [01 02 el OLH], 0; € RBM)x(Hxdy)xN
T BiM d,m,,e N

Xz/alten W 0 +b1 0> tatlen € R( e fel X

Add & LayerNormX N1 LayerNorm(Xl atten X1 1|yl ,;‘3 )

Feed-forward Xi’ﬂ <~ Wia(o ( Sy Wil + b,,l)) +bin

Add & LayerNorm X/ < LayerNorm(X/ T X! N 1|Vi2’ ﬁiz)

v’

end
return the last encoder output X "E €
Obtain normalized forecasting results
Reshape and flatten X}, € RE*M X(dmodel*N)
Linear layer. Parameters: W; € R(@modet*N)XT ', ¢ RT, V<X 1/5 W, + by
return the normalized result, ¥/ € RE*MxT
Obtain the final result by De — normalization
‘ De-normalize the ¥’ according to the corresponding mean ., and standard deviation o, from Step 1
return forecasting results ¥ e REXMxT

R(B*M) Xdmodel XN

proposed TCN-PatchTST. To demonstrate the excellence of
the model proposed in this study, an experimental workflow
was established as shown in Fig. 8. This workflow mainly
includes preprocessing, data splitting, and model training and
evaluation.

A. DATA DESCRIPTION AND PREPROCESSING

The experimental data (CU-BEMS) were obtained from
a large-scale seven-story office building in Bangkok,
Thailand [48]. It collected electricity consumption and indoor
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environmental data at one-minute intervals from 33 zones
between July 1, 2018 to December 31, 2019. Each zone
includes the electricity consumption data for individual light-
ing, plug loads, and air conditioning (AC) units, along with
indoor environmental measurements of ambient light (lux),
relative humidity (%), and temperature (°C) by multi-sensors.
Fig. 9 (a) and (b) present the floor plans on Floor 1-2 and
Floor 3-7, respectively. The red dots on floor plans denote the
installation of multi-sensors, except for Floor 1, without envi-
ronmental sensors. The overall measurements of the office
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FIGURE 9. The floor plans of smart office building.

.
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(b) Floor plans on Floor 3-7

TABLE 1. The number of measurements on different floors.
Number of Power Loads Indoor
. Sensors Total
AC Light Plug load
Floor 1 (Zonel-4)  [0,4,0,0] [1,1,1,1] [0,1,1,1] [0,0,0,0] 11
Floor 2 (Zonel-4)  [1,14,0,1] [1,1,1,1] [1,1,1,1] [3,3,3,3] 36
Floor 3 (Zonel-5)  [4,1,0,1,1] [1,1,1,1,1] [1,1,1,1,1] [3,3,0,3,3] 29
Floor 4 (Zonel-5)  [4,1,0,1,1] [1,1,1,1,1] [1,1,1,1,1] [3,3,0,3,3] 29
Floor 5 (Zonel-5)  [4,1,0,1,1] [1,1,1,1,1] [1,1,1,1,17 [3,3,0,3,3] 29
Floor 6 (Zonel-5)  [4,1,0,1,1] [1,1,1,1,1] [1,1,1,1,17 [3,3,0,3,3] 29
Floor 7 (Zonel-5)  [4,1,0,1,1] [1,1,1,1,1] [1,1,1,1,17 [3,3,0,3,3] 29

— Zonel — Zone2 — Zone3 — Zone4 Zone5

o o

Load (kW)

%MM
I 00 Waa W 1 W e W s U
1 MMM
= U U YU UL
N

0.0 T T T T T T T
Sunday  Monday  Tuesday Wednesday Thursday  Friday  Saturday

(a) Light power during one-week preiod on Floor 5, Zone 1-5.

~—Zonel —Zone2 — Zone3 — Zone4 Zone5

Sunday ~ Monday  Tuesday Wednesday Thursday  Friday  Saturday
(b) Plug load power during one-week preiod on Floor 5, Zone 1-5.

FIGURE 10. The electricity consumption of lighting and plug load in one week.

building contain 55 AC units, 33 lights, 32 plug loads, and
72 sensors, and the corresponding distribution are summa-
rized in Table 1.

Data preprocessing plays an essential role in achieving
accurate forecasting owing to the presence of outliers and
missing values data during measurement, transmission, and
storage. The extreme outliers are identified and removed
using box plot analysis, followed by replacement through
linear imputation. Missing values are also filled by the lin-
ear imputation method. However, Floor 6 is excluded from
our research due to the significant amount of missing data.
Subsequently, the one-minute interval data are upsampled to
an hourly interval. Fig. 10 (a) and (b) display the weekly
electricity consumption patterns for lighting and plug load on
Floor 5, Zone 1-5. For each zone, the electricity consumption
trends for lighting and plug loads are similar on weekdays but
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with varying magnitudes, while the electricity usage patterns
are slightly different on weekends. After that, the first 70%
of the data is used for the training set, and the remaining 10%
and 20% are used for the validation and test sets, respectively.
Additionally, to eliminate the magnitudes of measurements,
z-score normalization is applied to rescale the original data
into a fixed range, which can be expressed as:

’ Xr—H
X =
o

(14)

where x represents the original measurement data and x’ is the
normalized data, u and o are the mean and standard deviation
values of each measurement.

Moreover, the sliding window method is utilized to obtain
the corresponding historical and future data to satisfy the
form of input and output in the forecasting model, as shown
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FIGURE 12. The results of hyperparameter selections. (a) the input length, (b) the encoder
number, (c) the dimension of model, (d) the initial learning rate, (e) the dimension of

feed-forward network, and (f) dropout rate.

in Fig. 11. At time T, sliding window method takes the past
d hours of multi-load and environmental data as the input and
takes the future N hours data as the actual data. The window
slides with the stride s until collect the all data.

B. EXPERIMENTAL SETUP AND HYPERPARAMETER
TUNING

In this study, we select the Mean Absolute Error (MAE),
Mean Squared Error (MSE), Root Mean Squared Error
(RMSE), and adjusted Symmetric Mean Absolute Percent-
age Error (aSMAPE) metrics to evaluate the forecasting
performance, which can be expressed as follows:

1 N L
N L 2ict 2o
RS SO
RMSE = \/ Y Z, 12, 1 (y] —y]) a7

(‘—y
aSMAPE = XLZHZ_ !

(il + i+ e
X 100% (18)

MAE =

5)
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where y;, )7]". € RM*! represent the predicted and actual
values at time j, N denotes the number of forecasting data,
L is the multi-step forecasting length, and the positive coef-
ficient ¢ =1 is added to eliminate the limitation when both
forecasted and actual values are close to zero.

In the model training phase, we employ the Adam opti-
mizer with adaptive learning rates to update the model
parameters based on MSE loss. In order to avoid overfit-
ting and accelerate the training process, we apply the early
stopping method with the patience of 3 epochs and set the
batch size to 32. Furthermore, to achieve the best forecast-
ing performance, we conduct experiments to investigate the
impact of several hyperparameters and identify the optimal
value of hyperparameters. These hyperparameters include
input length Ly, encoder number Neycoder, model dimen-
sion dypqe1, initial learning rate Ir, dimension of feed-forward
network dg, and dropout rate r. The experimental results for
various hyperparameters and configurations are presented in
Fig. 12. It is evident that both MAE and MSE exhibit simi-
lar trends as the hyperparameter values vary, except for the
number of encoders. As the incremental length of the input,
the reduction of MAE and MSE indicates improved fore-
casting performance and obtained the best results at an input
length of 30. Additionally, the forecasting accuracy improves
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TABLE 2. The hyperparameters of comparison models.

Models Hyperparameters

LSTM LSTM layer=1, hidden size=100, batch size=32,
learning rate=0.01, dropout rate=0.1, optimizer=
Adam, loss function=MSE, epoch=20

GRU GRU layer=1, hidden size=100, batch size=32,
learning rate=0.01, dropout rate=0.12, Optimizer=
Adam, loss function=MSE, epoch=20

TCN TCN block=2, TCN channel size=[64,64], kernel
size=1 X 2, batch size=32, learning rate=0.01, dropout
rate=0.1, optimizer= Adam, loss function=MSE,
epoch=15

Transformer | encoder number=2, decoder number=1, model
dimension=512, label length=12, batch size=32,
learning rate=0.0001, dropout rate=0.1, Optimizer=
Adam, loss function=MSE, epoch=20

Informer encoder number=2, decoder number=1, model
dimension=512, label length=12, prob factor=3,batch
size=32, learning rate=0.0001, dropout rate=0.15,
Optimizer= Adam, loss function=MSE, epoch=20

Autoformer | encoder number=2, decoder number=1, model

dimension=512, label length=12, factor=3, batch
size=32, learning rate=0.0001, dropout rate=0.12,
Optimizer= Adam, loss function=MSE, epoch=20

with the larger model dimensions, while increased model
complexity results in computational resource wastage and
time-consuming. Moreover, in Fig. 12 (d) and (f), forecasting
results deteriorate with higher learning rates and dropout
values. Consequently, a combination of optimal hyperparam-
eters, Linpur= 30, Nencoder = 2, dmoder= 512, Ir=0.0001,
dy= 64, r=0.05, is utilized in our proposed model.

V. COMPARATIVE ANALYSIS

To verify the forecasting performance of PatchTCN-TST, six
deep learning models are conducted for comparison, namely
LSTM, GRU, TCN, Transformer, Informer and Autoformer.
The hyperparameters of comparison models are listed in
Table 2. Concretely, LSTM and GRU are recurrent models,
and TCN is a variant architecture of the convolutional model
that allows parallel computation. Transformer, Informer, and
Autoformer belong to the encoder-decoder structure with
different attention mechanisms. All of the mentioned models
are trained and tested on an Intel Xeon CPU, 64 GB RAM,
and NVIDIA A100 40GB GPU using Python 3.8.18 with
Pytorch 2.0.1 framework.

Fig. 13 (a)-(c) present a comprehensive evaluation result
of various models’ forecasting capabilities across different
prediction horizons, which contains one-step ahead, two-step
ahead, and three-step ahead predictions, respectively. As evi-
denced by Fig. 13, the minimal metric error values of
PatchTCN-TST indicate that our proposed model surpasses
the other benchmark models across the three scenarios with
all three metrics. This can be attributed to the usage of
channel-independent strategy and patching operation. For
two-step ahead predictions, the forecasting performance of
the TCN model is better than other compared models. The
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FIGURE 13. Evaluation results of forecasting in different models.

recurrent models, namely LSTM and GRU, obtain the highest
error rates across three forecasting horizons. Meanwhile, the
encoder-decoder models of Transformer, Informer, and Aut-
oformer demonstrate similar errors in each scenario, which
might be inappropriate for MTL. Quantitatively, compared
to the best benchmark model, PatchTCN-TST yields 34%,
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TABLE 3. Performance evaluation of one-step-ahead multi-load and indoor environmental forecast in different models.

Models Metrics Floor 2 Floor 2 Floor 3 Floor 4 Floor 5 Floor 7
(11 features) (36 features) (29 features) (29 features) (29 features) (29 features)
PatchTCN-TST MAE 0.1866 0.1193 0.1247 0.1157 0.1274 0.1698
MSE 0.1454 0.0684 0.133 0.0744 0.0876 0.136
RMSE 0.3813 0.2615 0.3648 0.2728 0.2961 0.369
aSMAPE (%) | 10.5853 6.7697 6.8137 6.4153 7.04 9.1812
LST™M MAE 0.2584 0.3042 0.2532 0.2392 0.2613 0.3434
MSE 0.1857 0.2341 0.215 0.175 0.211 0.3161
RMSE 0.4309 0.4838 0.4637 0.4183 0.4594 0.5622
aSMAPE (%) | 15.0483 17.1041 14.33 13.2685 14.3993 18.4114
GRU MAE 0.3239 0.3037 0.2514 0.239 0.2695 0.3426
MSE 0.2122 0.2155 0.2124 0.1593 0.2103 0.3123
RMSE 0.4606 0.4642 0.4609 0.3992 0.4586 0.5588
aSMAPE (%) | 18.8371 17.1876 14.3393 13.3691 14.9636 18.4448
TCN MAE 0.2442 0.2446 0.2502 0.1989 0.2163 0.2954
MSE 0.1571 0.155 0.1899 0.1065 0.1384 0.2282
RMSE 0.3964 0.3938 0.4358 0.3264 0.3721 0.4777
aSMAPE (%) | 14.2918 13.7891 14.6275 11.3769 12.0592 16.1043
Transformer MAE 0.2325 0.2389 0.2111 0.1914 0.2196 0.2865
MSE 0.1507 0.1291 0.1485 0.0976 0.1334 0.2087
RMSE 0.3882 0.3593 0.3854 0.3124 0.3652 0.4568
aSMAPE (%) | 13.5363 13.6725 12.2867 10.8769 12.2332 15.5222
Informer MAE 0.2338 0.2606 0.2342 0.2189 0.2358 0.2987
MSE 0.1511 0.1547 0.1622 0.1147 0.1555 0.2214
RMSE 0.3888 0.3933 0.4028 0.3386 0.3943 0.4705
aSMAPE (%) | 13.5785 14.8848 13.6539 12.5092 13.1198 16.0675
Autoformer MAE 0.277 0.2559 0.2192 0.2178 0.263 0.2737
MSE 0.1877 0.1423 0.1484 0.115 0.1569 0.169
RMSE 0.4332 0.3772 0.3853 0.3391 0.396 04111
aSMAPE (%) | 16.1244 14.9852 12.755 12.7627 15.2881 15.4058
TABLE 4. Performance evaluation of two-step-ahead multi-load and indoor environmental forecast in different models.
Models Metrics Floor 2 Floor 2 Floor 3 Floor 4 Floor 5 Floor 7
(11 features) (36 features) (29 features) (29 features) (29 features) (29 features)
PatchTCN-TST MAE 0.2265 0.1456 0.1522 0.1414 0.2099 0.2063
MSE 0.1931 0.099 0.1734 0.1076 0.1593 0.1815
RMSE 0.4394 0.3146 0.4164 0.328 0.3992 0.426
aSMAPE (%) | 12.8229 8.1935 8.3403 7.7926 11.8899 11.1227
LST™M MAE 0.3225 0.3584 0.2748 0.2683 0.2826 0.373
MSE 0.2568 0.3256 0.2465 0.2065 0.2406 0.3688
RMSE 0.5067 0.5688 0.4965 0.4544 0.4905 0.6073
aSMAPE (%) | 18.9429 20.0851 15.598 15.0033 15.6331 20.072
GRU MAE 0.3303 0.3507 0.2758 0.2733 0.2795 0.3836
MSE 0.2531 0.2992 0.2444 0.2055 0.227 0.3771
RMSE 0.5031 0.547 0.4944 0.4533 0.4765 0.6141
aSMAPE (%) | 19.4653 19.8402 15.6891 15.2805 15.6146 20.8008
TCN MAE 0.2901 0.28255 0.2553 0.2184 0.2333 0.3163
MSE 0.2148 0.2099 0.2143 0.1341 0.1569 0.2642
RMSE 0.4634 0.4582 0.463 0.3663 0.3961 0.514
aSMAPE (%) | 17.0441 16.0203 14.6938 12.3893 13.2899 17.0982
Transformer MAE 0.2861 0.2712 0.2449 0.221 0.3376 0.3325
MSE 0.2044 0.1745 0.1825 0.132 0.2775 0.277
RMSE 0.4521 0.4177 0.4272 0.3634 0.5268 0.5263
aSMAPE (%) | 16.7758 15.6293 14.2954 12.465 18.9916 17.9999
Informer MAE 0.2806 0.287 0.2574 0.2325 0.3326 0.3347
MSE 0.2009 0.1858 0.1904 0.1339 0.2775 0.2736
RMSE 0.4482 0.431 0.4363 0.3659 0.5268 0.5231
aSMAPE (%) | 16.4262 16.4984 15.0014 13.2268 18.7606 18.0898
Autoformer MAE 0.3366 0.3002 0.2957 0.2724 0.2829 0.3525
MSE 0.2553 0.1884 0.2283 0.1735 0.1874 0.2663
RMSE 0.5052 0.4341 0.4778 0.4165 0.4359 0.516
aSMAPE (%) | 19.5663 17.5177 17.0316 15.7058 16.1435 19.6014

23%, 12%, and 36.4% averaged improvement on MAE, MSE,
RMSE, and aSMAPE, respectively.
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Furthermore, the detailed evaluation results of each floor
with all forecasting horizons are listed in Table 3-5, and the
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TABLE 5. Performance evaluation of three-step-ahead multi-load and indoor environmental forecast in different models.

Models Metrics Floor 2 Floor 2 Floor 3 Floor 4 Floor 5 Floor 7
(11 features) (36 features) (29 features) (29 features) (29 features) (29 features)
PatchTCN-TST MAE 0.2578 0.1643 0.1729 0.1612 0.1715 0.2349
MSE 0.2321 0.1228 0.1999 0.1363 0.1575 0.221
RMSE 0.4818 0.3504 0.4472 0.3692 0.3969 0.4701
aSMAPE (%) | 14.6055 9.2353 9.4904 8.8438 9.354 12.6546
LSTM MAE 0.3692 0.4035 0.3088 0.2969 0.3521 0.4244
MSE 0.3122 0.3946 0.3089 0.2501 0.3226 0.4599
RMSE 0.5587 0.6282 0.5558 0.5001 0.5679 0.6782
aSMAPE (%) | 21.7988 22.5122 17.3549 16.6274 19.6886 22.836
GRU MAE 0.3739 0.3848 0.3099 0.2993 0.3273 0.4169
MSE 0.3075 0.3522 0.2911 0.2461 0.299 0.4371
RMSE 0.5546 0.5934 0.5395 0.4961 0.5468 0.6611
aSMAPE (%) | 22.1992 21.7464 17.8405 16.8884 18.1917 22.6585
TCN MAE 0.3205 0.313 0.264 0.2364 0.2435 0.3462
MSE 0.2502 0.2483 0.2264 0.1543 0.1796 0.3032
RMSE 0.5002 0.4983 0.4758 0.3928 0.4238 0.5506
aSMAPE (%) | 18.8389 17.7277 15.1356 13.4165 13.7962 18.8073
Transformer MAE 0.3137 0.2942 0.2645 0.2449 0.2706 0.3534
MSE 0.2383 0.2014 0.2092 0.1605 0.2071 0.3059
RMSE 0.4882 0.4488 0.4573 0.4007 0.455 0.5531
aSMAPE (%) | 18.3959 16.9376 15.3707 13.7594 15.0607 19.1368
Informer MAE 0.3154 0.3131 0.2833 0.2522 0.285 0.3744
MSE 0.2399 0.2193 0.2241 0.1606 0.2172 0.33
RMSE 0.4899 0.4683 0.4734 0.4008 0.4661 0.5745
aSMAPE (%) | 18.4909 18.0348 16.4979 14.2757 15.9761 20.3142
Autoformer MAE 0.3766 0.351 0.2901 0.3169 0.287 0.3775
MSE 0.3107 0.2477 0.2285 0.2311 0.2008 0.2976
RMSE 0.5574 0.4977 0.478 0.4807 0.4481 0.5455
aSMAPE (%) | 21.7413 20.5705 16.7367 18.3648 16.3668 20.9123
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FIGURE 14. Comparative results of one-step-ahead AC1 power forecasting in two weeks on Floor 2, Zone 1.

best results are highlighted in bold. Among three forecasting
scenarios, our model consistently outperforms others across
different floors. In Table 3, the PatchTCN-TST model demon-
strates superior performance on floor 2 with the most
feature numbers compared to other floors, which indicates
that the forecasting capability of our model is unaffected
by the number of features. In contrast, LSTM and GRU
obtain similar errors across the floors but generate the worst
results, especially on floor 2, which may have potential
difficulties in handling multi-channel data. The TCN and
Transformer-based models are improved because of the more
sophisticated structure and residual connections. Generally,
as the prediction horizons increase, the forecasting accu-
racy diminishes accordingly. From the results of two-step
ahead to three-step ahead forecasting in Tables 4 and 5, the
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metric errors of our model and Transformer-based models
increase slightly. Moreover, the three-step ahead forecasting
performance on floor 5 of PatchTCN-TST, Transformer and
Informer are better than two-step ahead forecasting.

To present the forecasting result, Fig. 14 and 15 show
the one-step-ahead power forecasting on AC1 and indoor
temperature in two weeks under the different forecasting
models. Among different color curves, the bold purple and
red curves represent the actual data and forecasting results of
our proposed model, respectively. From the two-week AC1
power utilization in Fig. 14 (a), the electricity consumption
pattern is based on a daily period with minor variations in
electricity consumption magnitude. Among all forecasting
results, our proposed PatchTCN-TST model is more accurate
than all comparison models. Regarding recurrent models and
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FIGURE 16. Comparative results of two-step-ahead light power forecasting in two weeks on Floor 4, Zone 1.
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FIGURE 17. Comparative results of two-step-ahead AC1 power forecasting in two weeks on Floor 4, Zone 4.
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FIGURE 18. Comparative results of three-step-ahead light power forecasting in two weeks on Floor 5, Zone 1.

TCN, they follow the daily trend but cannot precisely predict and 10" days in Fig. 14 (a). In terms of Transformer-based
the power magnitude, which overestimates and underesti- models, it can be observed that the overestimated predictions
mates the power demand, especially on the 5%, 6th, 7th gth. disappear in Fig. 14 (b), but underestimates still exist on
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FIGURE 19. Comparative results of three-step-ahead temperature forecasting in two weeks on Floor 5, Zone 4.

the 9t and 10t days. Moreover, the undesired fluctuations
occur when the AC1 is powered off, while the Autoformer
exhibits the most severe. The corresponding indoor temper-
ature forecasting results on Floor 2, zone 1 are shown in
Fig. 15. The temperature degree varies within a certain range
and decreases as the air conditioner powers on. Obviously,
the predictions of our model could still closely follow the
actual temperature trend and obtain the 0.067 MSE score
during the plotted two weeks. TCN model also exhibits
the admired temperature forecasting results and reaches a
0.0889 MSE score, which is superior to other comparison
models.

Fig. 16-19 depict the randomly chosen two-week fore-
casting results under two-step-ahead and three-step-ahead
forecast horizons. Overall, six benchmark models demon-
strate drastic deviations from the actual data, while the
PatchTCN-TST model could still follow the real variation.
For two-step-ahead forecasting, the recurrent models and
TCN show sharp fluctuations during the power-off period
in Fig. 16 and 17, which does not occur in one-step-ahead
forecasting. In Fig. 16 (b), the forecasting results of Informer
and Autoformer indicate that the models cannot capture the
weekly energy usage pattern. In the predictions of these two
weeks, the MSE values of the informer and autoformer mod-
els are more than ten times higher than the PatchTCN-TST.
From Fig. 18 and 19, the forecasting drawbacks of benchmark
models are more evident than two-step-ahead forecasting,
especially during the power-off period.

VI. CONCLUSION

This paper proposes an encoder-only PatchTCN-TST model
based on the channel-independent strategy for floor-level
multi-load and indoor environmental forecasting of an office
building in Bangkok, Thailand. The experimental results of
hourly forecasting, ranging from 1-h to 3-h ahead, demon-
strate that the proposed PatchTCN-TST outperforms six
baseline models with smaller evaluation metrics in terms of
MAE, MSE, RMSE and aSMAPE. Based on the forecasting
performance and evaluation metrics among different models,
the superior performance of PatchTCN-TST can be summa-
rized as follows:
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1) The channel-independent strategy enables the model
to predict multivariate data separately but with shared
parameters for multivariate forecasting.

2) Patching operation is applied to segment the input
sequence into several sub-series, which enhances the
extraction of local dependencies and reduces computa-
tional complexity in the attention mechanism.

3) Additionally, the TCN block is used to extract the
temporal features rather than the original CNN in
embedding.

The poor performance of the baseline models proves
that the channel-independent strategy is the main contri-
bution to our methodology. Most models, especially the
previously proposed Transformer-based models, primarily
focus on multi-step ahead forecasting while neglecting the
impact of the mixed channel information, which signif-
icantly hinders the forecast performance in multivariate
forecasting.

As our method achieves favorable results in multivariate
forecasting, one of the most pivotal aspects is the uti-
lization of the channel-independent strategy. On the other
hand, the channel-independent strategy disregards inter-
channel relationships, such as the strong correlation between
AC power and temperature. In future work, we plan to
enhance our models by considering high-correlation fea-
tures rather than relying solely on a channel-independent
approach.
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