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ABSTRACT In response to the unpredictable fluctuations in the global economic landscape, and with the
aim of mitigating overnight risks, the stock market has seen a substantial increase in the number of day
traders. However, day traders often fall prey to emotional influences, resulting in abrupt and irrational shifts
in market prices. Consequently, when supporting investors engaged in day trading, it becomes imperative
to furnish them with decision-making assistance to reduce trading risks. To address this challenge, the
present study leverages a neural network architecture paired with a daily market activity structure. This
combination allows us to delve into the dynamic behaviors governing day trading in Taiwan’s weighted
index futures. By uncovering the underlying knowledge rules of the futures market, we can establish a
model for predicting day-trading directions and employ effective trading strategies. The outcomes of this
research indicate that the accuracy attained through this research methodology surpasses that of the random
walk theory used by the control group. The discernible divergence in results confirms that lower-risk entry
points within the intraday market can be identified through this approach. Recognizing these low-risk entry
points holds the potential to aid investors in managing market risks and enhancing their opportunities
for profit.

INDEX TERMS Artificial intelligence (AI), day trading, market logic, physical-force behavior, trading
strategy.

I. INTRODUCTION
Owing to uncertainties caused by the COVID-19 pandemic
in early 2020, major global stock markets have collapsed or
dropped sharply. The Dow Jones Industrial Average experi-
enced its largest quarterly decline since 1987. However, after
governments intervened, global markets began to recover [1].
The early 2022 Russo-UkrainianWar heightened geopolitical
risks in global stock markets, particularly in the increasingly
interconnected world of global financial markets [2]. As the
global economic system is closely interconnected, Taiwan
was not immune to this upheaval. Taiwan is a thin market,
which is vulnerable to the impact of news, resulting in severe
stock market volatility and overnight risk [3]. To avoid this
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risk, investors have adopted intraday trading, also known as
‘‘day trading,’’ which is a method of offsetting trades on
the same day to close all positions within one trading day.
Although intraday investment operations can avoid losses
caused by overnight risk, the increase in the number of
intraday trading participants has led to a substantial increase
in shares traded. As per statistics from the Taiwan Stock
Exchange, the total number of shares traded on the day is
offset; it accounts for an increase of 28.43% of the market,
from 0.36%when it opened on January 6, 2014, to 26.67% on
the day of July 18, 2023. Intraday markets are often affected
by the emotions of the participants, causing irrational stock
prices. Themomentary changes in profitability increasewhile
simultaneously increasing risks.

Scholar Fama [4] proposed the Random Walk Hypothesis,
which posits that short-term fluctuations in stock prices are
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random,meaning they do not follow any distinct trends or pat-
terns. According to this hypothesis, stock prices at any given
point in time are not influenced by previous price movements,
making it difficult to accurately predict the direction of stock
prices in the short term. This theory challenges the effec-
tiveness of short-term market timing and technical analysis,
emphasizing the importance of long-term investment and
diversification. While the Random Walk Hypothesis high-
lights the randomness of short-term price fluctuations, it also
acknowledges the possibility of long-term trends influenced
by a company’s fundamentals and macroeconomic factors.

In contrast, Steidlmayer [5] presented the market logic the-
ory, contending that market development is not random [6].
Market prices, he argued, are shaped by participants with
varying timeframes who engage in passive or active bidding,
thus influencing market price movements. Steidlmayer’s the-
ory is grounded in the idea that participants with different
timeframes hold varying perspectives on the same stock.
Consequently, the market cannot simultaneously cater to the
needs of all participants, and no single price can represent a
fair value.

Through the lens of the market logic theory, the intraday
market is viewed as a fair price range, often referred to
as the ‘‘value area.’’ Within the defined value area, which
constitutes the market’s predominant residence, traders have
the opportunity to capitalize on potential profits. By strate-
gically purchasing in regions below the established value
and selling in areas above it, traders can adeptly pinpoint
intraday entry points with comparatively lower risk. The
choice of the entry point is a pivotal aspect of a trader’s
strategy as it determines the price at which a security will
be bought or sold. Recognizing low-risk entry points has
the potential to increase the likelihood of traders achieving
stable returns. Moreover, Steidlmayer observed that market
price fluctuations are influenced by irrational investor behav-
ior, highlighting the non-linear relationship between risk and
reward in the market.

In the face of nonlinear challenge, artificial intelligence
methodologies prove effective in deciphering the rules within
an uncertain environment. Among the most prevalent meth-
ods for predicting these rules is the utilization of neural
networks. Neural networks construct their understanding of
the problem by means of self-learning, forming a nonlinear
predictive model through iterative learning from historical
data. Therefore, this study employs neural networks to gain
insights into the dynamic behavior of market value changes.
It does so by inputting the market’s logical structure and,
ultimately, generating predictions for market direction. This
serves as a valuable auxiliary tool for intraday traders as it
mitigates the intraday market risk faced by investors.

II. RELATED WORK
Market Logic, as elucidated by Fama [4], serves as a logical
framework for comprehending market value through statisti-
cal background analysis and the representation of the worth
of financial assets. This conceptual framework functions as

a decision support tool, aiding in the organization and visu-
alization of market activities for the purpose of scrutinizing
fluctuations in market prices. Originally presented in 1984,
this theory offers valuable insights into the realm of financial
markets.

A. MARKET LOGIC
Market Logic, also known as Market Profile, is a set of tools
for observing changes in market value. It is used to compose
a Time, Price, and Opportunities (TPO) chart (Fig. 1) and is
based on the normal distribution curve. The basic units in the
TPO chart are indicated by the relative letters associated with
the TPOs, such as A to J in Fig. 1. Each letter represents
the range of high and low prices within half an hour. The
value area, i.e., the area where the most transactions (approx-
imately 70%) occur within the time period, is indicated by
the blue letters in the figure. In Fig. 1, the value area ranges
from 5718 to 5728, i.e., the price range that buyers and
sellers considered the fairest. Market participants in the TPO
chart can be divided into intraday traders and other-timeframe
traders. The other-timeframe traders only enter the market
when the value of the market is higher or lower than the price,
and they can influence the value of the market.

FIGURE 1. TPO chart representing the relative letters of time, price, and
opportunity.

From the intraday TPO chart, we can obtain various infor-
mation generated by the market. Some important terms are
defined below.

Initial balance: The buyer and seller react to the price range
based on various news before the opening. In Fig. 1, for peri-
ods A and B, the initial balance range is from 5717 to 5737.

Range Extension: The range of price activity above or
below the initial balance.

Point of control: The price of the longest TPOs, as shown
in Fig. 1 at 5726.

Tail: The price activity within the range of a single TPO
but above or below the value area, as shown in Fig. 1, where
the buying tail range is from 5712 to 5713.
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Extension: The price range for the last period, J. It ranges
from 5714 to 5721.

As the market is continuously developing, we can observe
more than intraday market activities in the TPO chart.

Therefore, we incorporate the TPO chart from the preced-
ing day into the analysis of the present day. The TPO charts
of consecutive days (as shown in Fig. 2) are relative at the
beginning of Day 2, as buying activity can be divided into
initial buying and responsive buying (just as selling activity
is divided into initial selling and responsive selling).

Initial buying of Day 2: The buyer’s position in this range
is above the value area of Day 1, which is the buyer’s
active attack buying power. The initial buying range is
from 5716 to 5736.

Responsive buying: The buyer’s position in this range is
above the value area of Day 1. This is the buyer’s response
to the buying power arising from the price being lower than
on Day 1. The responsive buying range is from 5700 to 5715.

FIGURE 2. Market activity chart.

Firich [7] analyzed the market based on the initial balance
of the US stock market. The point where the price breaks
the initial balance is a good trading opportunity. If the trader
can observe the market direction, it will be an opportu-
nity to place an order with a high probability of success.
In the work by Chen et al. [8], market profile theory and
technical analysis are employed to develop a neural network
model, thereby improving predictive accuracy and profitabil-
ity in the TAIEX futures market. Findings reveal superior
short-term performance for qualitative market profile indica-
tors, whereas quantitative indicators demonstrate enhanced
long-term trend prediction capabilities. Wu et al. [9] ana-
lyzed the market based on the double distribution trend day
of Taiwan Capitalization Weighted Stock Index (TAIEX)
futures. The results show that the accuracy was 57.45%
and the returns were 24.09 points. Huang et al. [10] used
the point of control of TAIEX futures. Leveraging displace-
ments across various trading days for the identification of
extremely short-term entry and exit points, with the historical
Point of Control (POC) serving as a valuable benchmark for

entry points. In light of the aforementioned, it is evident that
market logic offers distinct advantages to traders engaged in
market activities.

The methods mentioned earlier are confined to the TPO
Chart of a single trading day. However, our approach goes
beyond this limitation by incorporating the TPO Chart of
the previous day into the Activity Chart. This enhance-
ment is based on a more comprehensive understanding of
the market’s continuity, recognizing that the market oper-
ates continuously and is influenced by the events of the
previous day.

In traditional TPO Charts, a buying action is treated as a
singular event. In contrast, within our Activity Chart, buying
actions are subdivided into two scenarios: active buying and
passive buying. Active buying signifies proactive participa-
tion in the market, while passive buying may be influenced
by factors such as the trend from the previous day or other
market conditions, prompting traders to passively engage in
buying.

By considering the continuity of market activity, our
approach provides a more comprehensive and dynamic anal-
ysis of the market. This enhanced understanding of market
continuity contributes to more accurate predictions and inter-
pretations of market changes, allowing traders to adapt
more flexibly to different market scenarios. Therefore, our
approach holds an advantage in capturing market complex-
ity and variability, offering valuable insights for trading
decisions.

B. RESILIENT PROPAGATION
Resilient propagation (Rprop) stands as a supervised learning
heuristic tailored for feedforward artificial neural networks,
originating from the collaborative efforts of Riedmiller and
Braun in 1992 [11]. Its application has permeated diverse
domains, finding widespread use across a spectrum of
fields [12], [13], [14].

Shastri et al. [15] introduced an approach involving the
initial computation of sentiment scores using a naïve Bayes
classifier, followed by the application of neural networks to
these scores and historical stock datasets. Models incorporat-
ing input from sentiment analysis and historical data within
neural networks demonstrate the capacity to forecast prices.
Experimental findings revealed that, in optimal scenarios,
the accuracy surpassed the 90% threshold. Jothimani and
Yadav [16] proposed neural networks and support vector
regression to predict stock prices. From 2008 to 2015, the
components of the Nifty index were tested for eight years of
model performance. Compared with the traditional ‘‘buy and
hold’’ strategy, this model has a higher return on investment.
Mitilineos and Artikis [17] proposed a set of neural net-
works, using a genetic algorithm as a neural network training
and optimization tool to predict future stock market index
values, proving their superiority over standard benchmark
technologies. In summary, the study of artificial (computa-
tional) intelligence methods proves that their results provide
strong support for technical strategies.
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III. METHODS
The experimental flowchart of this study is shown in Figure 3,
and the detailed description is as follows. The data source
used for this research model was the historical data of TAIEX
futures. Data were preprocessed to convert the daily historical
data into a one-minute segment chart (Fig. 4). Next, this
segmented chart was converted into a one-minute market
activity chart (Fig. 5), and the dataset was cut with a moving
window to generate the n-minute (n = 5, 15, 30, and 45)
feature values needed.

Next, the features were input into a resilient-propagation
neural network for learning. After the learning was com-
pleted, the market output signals were attempted after 5,
15, 30, and 45 minutes, inputting the buying and selling
signals into the experimental groups, and simultaneously,
random buying and selling trades were generated. The
signal was sent to the random module, trading was con-
ducted as per the trading strategy, and the performance was
evaluated.

During data preprocessing, we calculated the input and
output values. The calculation of the input parameters was
divided into three steps:

1. Market activity structure calculation,
2. Dynamic physical behavior calculation, and
3. Data normalization.

FIGURE 3. Experimental flowchart.

A. DATA PREPROCESSING
Initially, the TAIEX futures tick dataset, employing a unit
of N minutes, was employed to determine the price’s high
and low-point range, resulting in the creation of a bar chart.
Subsequently, the TPO letters were populated based on the
high and low range of the bar, shaping a segmented chart
structure, as depicted in Fig. 4. Then, over time, the TPOs
of the segmented chart were drawn to the corresponding
price column, and the market activity chart was generated,
as shown in Fig. 5.

FIGURE 4. TAIEX data converted to a segmented chart structure.

FIGURE 5. Conversion of segmented into market activity chart structure.

Derived from the market activity chart, we applied 15 dis-
tinct market activity structures, subsequently producing
45 input feature values, outlined in Table 1:

B. DYNAMIC PHYSICAL BEHAVIOR AND
DATA NORMALIZATION
According to Chen and Hsu [18], adding dynamic physical
behavior changes can help analyze the difference between
causality in financial dynamics and increase the neural net-
work learning reliability. The correlation observed between
preceding and subsequent data points in a time series implies
a cause-and-effect relationship, signifying a significant inter-
dependence within the dataset. This interconnectedness
showcases how past events impact future occurrences, con-
tributing to the overall dynamics and patterns within the time
series data. Therefore, the input variables in this experiment
were calculated as dynamic physical behavior changes to
represent the input variables in the intensity and the direction
of the energy change during the calculation. For a given
minute t and market activity structure raw value rv(t), the
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TABLE 1. Features values extracted using the market activity structure.

first-order physical change at minute t is defined as:

fp (t) =
rv (t) − rv (t − 1)

rv (t − 1)
(1)

For a given minute t and the first-order physical change fp (t),
the second-order physical change on minute t is defined as:

sp (t) = fp (t) − fp (t − 1) (2)

An example of dynamic physical behavior calculation is as
follows. We have four records of Responsive Selling Tail,
as presented in table 2. When t is 2023/09/12 9:02, rt(t)
is 29 and rt(t−1) is 25, so fp(t) = (29−25)/25 = 0.16, and
sp(t)=0.16−(−0.107142857) = 0.267142857.

TABLE 2. Calculation results of dynamic physical behavior.

Neural networks learn a variety of data. To eliminate any
difference in units or a large gap in the data, we normalized
the input data to strengthen the learning effect. Initially,
the data underwent scaling to the [0, 1] interval using the
Min-Max Normalization method, employing the following
formula:

Xnew =
X − Xmin

Xmax − Xmin
∈ [0, 1] , (3)

where Xmax and Xmin represent the maximum and minimum
values in the dataset, respectively. Then the data were sorted
by size and evenly distributed over the interval [0, 1]. After
processing 15 market activity structures through the above
process, we can get 45 input feature values.

Next, the relatively high and low closing prices (RHLC)
were calculated for the highest, lowest, and closing prices

within n minutes (n= 5, 15, 30, 45) in the future. Through the
calculation of RHLC, we can understand the price changes of
buyers and sellers in the next n minutes (n = 5, 15, 30, 45).
If the buyer power is higher than the seller power, the market
in the next n minutes will trend upward. For a given n-minute
range of rt and price P, the RHLC on rt is defined as:

RHLC (rt) = (max (Ph (rt)) − Pc (rt))

− (Pc (rt) − min (Pl (rt))) , (4)

wherePh (rt),Pc (rt), andPl (rt) represent the n-minute price
high, close, and low.

To allow the neural network to focus on learning the trend
direction, we grouped the RHLC again as follows:

GRHLC (rt) =


1, RHLC (rt) > 0
0.5, RHLC (rt) = 0
0, RHLC (rt) < 0

(5)

The model in this study used the C# programming
language for coding, and the resilient-propagation neural net-
work used Encog’s library [19] with an input feature value
of 45 and a predicted output value of 1. Zhang et al. [20]
highlighted the reliability of accuracy in a neural network
with a single hidden layer. In accordance with these find-
ings, we configured the neural network with one hidden
layer. Davies [21] proposed to find the most suitable node
number setting through trial-and-error method. After consid-
erable trial and error, 22 hidden layer nodes, 300 epochs,
and the sigmoid activation function were set as the neural
network parameters. The resultant output from the trained
neural network fell within the range of 0 to 1. This study
used the threshold mechanism to strengthen the accuracy
of the prediction. The predicted output value was higher
than 0.70 as a long signal, and the predicted output value was
less than 0.25 as a short signal.

After completing the neural network learning, we used
trading strategies to simulate market operations and produce
the final profit and loss analysis report to evaluate the effec-
tiveness of the neural network learning.

The trading strategy of this research is explained as
follows:

1. The maximum number of positions held is one, and the
transaction cost is two points.

2. Long signal output: short positions are covered, and
index futures are bought at the opening price in the next
minute.

3. Short signal output: long positions are covered, and
index futures are sold at the opening price in the next
minute.

4. Hold and close position: When the position holding
time is reached, the position is closed at the opening
price in the next minute.

5. Closing the position at closing time: If the position is
still held at 13:30, the position is closed at 13:30.

Finally, this study used two evaluation methods as models.
The evaluation methods used to compare the performance of
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good and bad indicators and measure the model’s simulated
trading performance are described as follows.

Accuracy is computed by dividing the number of profitable
transactions, where the transaction profit (after closing the
position and deducting two points) exceeds zero, by the total
number of transactions conducted throughout the simulated
trading period. The calculation formula is as follows:

Accuracy =
Number of Profitable Transactions
Total Number of Transactions

(6)

The computation of profitability involves dividing the
cumulative profit amassed throughout the simulated trading
period by the total number of transactions conducted within
that specific trading timeframe. The calculation formula is as
follows:

Average Profit =
Total Profit

Total Number of Transactions
(7)

This formula provides a quantitative measure, offering
insights into the financial performance of a trading strategy
by assessing the average profit generated per transaction over
the specified trading period. It serves as a valuable metric
for evaluating the effectiveness and success of the trading
approach deployed during the simulation.

IV. EXPERIMENTS
In the research conducted, the model was structured with
four experimental groups alongside a control group. Follow-
ing Kearns’ recommendation [22], a strategic allocation of
approximately 20% to 30% of the dataset was adopted for
testing purposes, aiming to achieve optimal performance.
This approach aligns with best practices in experimental
design, ensuring a robust evaluation of the model’s efficacy
by dedicating a significant portion of the dataset to testing.
Consequently, the data source was partitioned into 80% for
training and 20% for testing to facilitate robust model evalu-
ation. The dataset utilized in this study covered the time span
from October 3, 2022, to September 28, 2023, encompass-
ing a total of 71,823 one-minute data points. To facilitate
model training and evaluation, the dataset was split into
training and testing sets. The training dataset, spanning from
October 3, 2022, to July 21, 2023, comprised 57,452 data
points, while the testing dataset, covering the period from
July 24, 2023, to September 28, 2023, included 14,371 data
points (as shown in Fig. 6). It is noteworthy that the training
and testing times were consistent across both the experimen-
tal and control groups. Based on the experimental group’s
neural network trading signals and trading strategies, posi-
tions were bought; held for 5, 15, 30 and 45 minutes (with
four instances of holding for each duration); and then closed.
Subsequently, the total profit or loss was calculated. Each
profit or loss included handling fees and transaction taxes.

To establish that fluctuations in market prices are influ-
enced by the diverse trading behaviors of market participants,
this study seeks to challenge the notion of a random walk
in the market. Instead, it posits that the market exhibits dis-
cernible behavioral patterns and rules that can be interpreted.

Hence, this investigation employs a control group-random
transaction model for comparison with the proposed neural
network model. This approach aims to assess and contrast
the respective strengths and weaknesses in terms of accuracy
between the two models. The trading strategy of the random
trading model is to make random judgments for long or
short futures based on the time point when the trading signal
appears in the neural network model. Taking a buy and hold
for 5 minutes as an example, the model will randomly enter
the market based on the neural network of the experimental
group for buying and selling signals while entering the mar-
ket. When the random value generated by the control group
is higher than 0.5, it will be used to trade long positions.
If the random value is less than 0.5, the Taiwan index futures
must be shorted. Should the randomly generated value equate
to 0.5, it will undergo regeneration. At the same time, the
trading strategy and trading unit settings of the random trad-
ing model are the same as those in the experimental group,
considering handling fees and transaction taxes.

FIGURE 6. Trend chart during the experimental period.

To evaluate how the feature values extracted from the
market activity chart, spanning different timeframes in this
experiment, influence the accuracy of predicting various time
intervals, we organize the experimental data into four cat-
egories designated as A, B, C, and D. To obtain a more
unbiased comprehension of the model’s execution outcomes,
each model from both the experimental and control groups
will undergo an independent rerun 30 times. Simultaneously,
to enhance the objectivity in understanding the model’s exe-
cution outcomes, each model from both the experimental and
control groups will be re-executed 30 times. The subsequent
description presents the statistical results post 30 executions.

Experimental group A consisted of 5 one-minute periods
of market activity structure, which was used as the input
variable of the neural network. The experimental results are
summarized in Table 3.

TABLE 3. Experimental group A results.
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The results delineate the substantial influence of holding
time on model accuracy. Remarkably, the peak accuracy
of 71.64% is achieved at the 15-minute holding interval,
closely trailed by the 45-minute duration. This underscores
the critical consideration of holding periods in optimizing the
model’s precision, with the 15-minute timeframe standing out
as particularly noteworthy.

Experimental group B comprised 15 one-minute intervals
of market activity structure, serving as the input variable for
the neural network. The outcomes of the experiments are
succinctly presented in Table 4:

TABLE 4. Experimental group B results.

Table 4 provides a comprehensive overview of the per-
formance of experimental group B across different holding
periods. The standout result is the impressive accuracy
of 73.17% observed during the 15-minute holding duration.

Experimental group C consisted of 30 one-minute periods
of market activity structure, which was used as the input
variable of the neural network. The experimental results are
summarized in Table 5:

TABLE 5. Experimental group C results.

Experimental group C exhibited the highest accuracy when
holding for 45 minutes, closely followed by the 15-minute
duration. However, the accuracy for predicting market fluc-
tuations within the initial 5-minute period was comparatively
lower at 52.05%. This emphasizes the varying predictive
strengths of the model across different holding times, with
45 minutes emerging as the most accurate.

Experimental group D consisted of 45 one-minute periods
of market activity structure, which was used as the input
variable of the neural network. The experimental results are
summarized in Table 6:

TABLE 6. Experimental group D results.

Experimental group D exhibited its highest accuracy when
holding for 45 minutes, reaching 64.45%. However, the accu-
racy for the 5-minute holding duration was below 53.68%.
These results highlight the varying performance of the model
across different holding times, with 45 minutes demonstrat-
ing the most favorable accuracy.

Comparing the accuracy of the above four groups of exper-
iments, we can find that the 15 one-minute periods of market
activity structure, and 15 minutes buy and hold have better
results (as shown in Fig. 7). Using this setting, under the
same experimental conditions, we use the historical data of
TAIEX Futures in the past 5 years for experiments (as shown
in Fig. 8). The data set settings are presented in Table 7.

FIGURE 7. Accuracy analysis chart.

TABLE 7. Dataset settings from 2018 to 2022.

FIGURE 8. Line chart of weekly closing prices over the past 5 years.

TABLE 8. Results of experiments in the past five years.
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TABLE 9. Results of the F-test for homogeneity of variances between the experimental and control.

TABLE 10. Results of the student’s T-test for accuracy between the experimental and control.

To validate the robust performance of our proposed
method, we conducted 30 repetitions of experiments each
year over the past five years, yielding the following average
results. The findings reveal that, in the subsequent years,
the accuracy consistently remained above 60%, reaching its
peak at 68.68% in 2018. This enduring trend underscores
the reliability and effectiveness of our method. We observe
stable performance across different market scenarios. For a
detailed analysis of the experimental results, including total
profit, transaction volume, and average profit, please refer
to Table 8. This in-depth analysis once again emphasizes the
universality of our method and its potential as a valuable tool
in financial decision-making.

The objective of this study is to demonstrate the pres-
ence of discernible forces in the market influencing stock
price trends. Successful statistical tests establishing the

experimental group model’s superior overall performance
compared to the control group-random trading model would
substantiate the argument that stock prices do not follow a
random walk.

Abiding by the central limit theorem, the distribution of
the sample average closely resembles that of a normal dis-
tribution. This occurs when the sample size exceeds 30.
However, given the unknown overall variance, this study
utilizes a T-test to scrutinize the hypothesis concerning the
disparity between the averages of two populations. Although
the T-test is suitable for populations with potentially distinct
variances, it necessitates distinct test formulas. Therefore,
it becomes imperative to verify the equality of the two pop-
ulation variances before executing the independent sample
T-test, thereby ensuring the accuracy and reliability of the
statistical analysis conducted in this study. The F distribution
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is employed to assess the null hypothesis H0 : σ 2
X = σ 2

Y and
the alternative hypothesisH1 : σ 2

X ̸= σ 2
Y . The outcome of this

examination dictates the selection of the appropriate T-test
formula. Employing a significance level of 0.025 for eval-
uating the equality of variances, the statistical F-test results
are delineated in Table 9. Following the assessment of overall
variance equality, both the test and control groups underwent
T-test analyses.

The T-test was employed to conduct a hypothesis test,
examining whether the accuracy of the experimental group
surpassed that of the control group, with the null hypothesis
as the benchmark. If H0 : µX ≤ µY , the accuracy of the
experimental group is less than or equal to the accuracy of
the control group, and if H1 : µx > µY , the accuracy of the
experimental group is higher than the accuracy of the control
group. As indicated in Table 10, the comparison of accuracy
between the experimental group and the control group yielded
a significance level below 0.05, signifying the rejection of the
null hypothesis. The T-test results confirm the experimental
neural network model’s superior accuracy compared to the
control, specifically the random trading model. This affirms
the presence of observable forces in the market that impact
its directional trends. The findings further emphasize the
market’s departure from conforming to the hypothesis of a
random walk.

V. CONCLUSION
In summary, this research has delved into the intricacies
of day trading in Taiwan’s weighted index futures against
the backdrop of a dynamically changing global economic
landscape. The study sought to address the challenges posed
by increased market volatility and overnight risks, offering a
nuanced approach to intraday trading.

The incorporation of a neural network architecture,
combined with a daily market activity structure, has
demonstrated promising results in predicting intraday mar-
ket movements. The developed model showcased notable
accuracy, surpassing the random walk theory employed
by the control group. This suggests that the proposed
methodology holds potential in identifying lower-risk
entry points within the intraday market, thereby assist-
ing investors in managing risks and capitalizing on profit
opportunities.

By contrasting theories such as the RandomWalk Hypoth-
esis with the Market Logic Theory, this research has pro-
vided a thorough comprehension of the elements shaping
short-term fluctuations in stock prices. The daily market
observations using Market Profile, especially through Time,
Price, and Opportunities (TPO) charts, facilitated the identifi-
cation of crucial market parameters necessary for formulating
features in the neural network model.

The introduction of dynamic physical behavior and data
normalization, coupled with resilient propagation (Rprop) as
a supervised learning heuristic, enhanced the reliability and
effectiveness of the model. Experimental results across var-
ious holding times consistently demonstrated high accuracy,

with the 15-minute holding duration emerging as particularly
promising.

Over a five-year period, the methodology showcased
robustness and reliability, consistently outperforming the
control group. Statistical analyses, including T-tests, sub-
stantiated the significant difference in accuracy between the
experimental and control groups, challenging the notion of a
random walk in the market.

In conclusion, the integration of artificial intelligence,
specifically neural networks, with market logic presents a
compelling avenue for decision support in intraday trading.
This research contributes valuable insights to the field, offer-
ing a sophisticated framework for navigating the complexities
of intraday trading in dynamic financial markets. Future
research endeavors could further refine and expand upon
this model, fostering advancements in the understanding and
application of AI in financial market analysis.
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