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ABSTRACT Designing Convolutional Neural Networks (CNNs) for a specific task requires not only
Deep Learning expertise but also knowledge of the problem. The goal of Neuroevolution is to find
CNN architectures automatically through evolution. The search time, however, is a critical problem in
Neuroevolution since multiple CNNs must be trained in the evolutionary process. In this work, we propose a
Neural Architecture Classifier (NAC) to avoid training architectures that would not have good performance,
based on knowledge of previously trained architectures. The NAC evaluates each CNN using the CNN
architecture encoding as the input. A genetic algorithm (GA) is used for evolution, and a search space with
few restrictions; hence, CNN architectures can have any width, depth or shape as well as the suitable number
of skip connections.We applied this methodology to solving pattern recognition problems on six well-known
datasets: five subsets of the MNIST-Variations (MNIST-V) dataset and the CIFAR-10 dataset. Experiments
demonstrated that integrating the NAC in the GA reduces the search time by up to 44% compared to
conventional GAs. Additionally, the architectures found by evolution with our classifier achieved a better
performance (4.6% on average) than those found by traditional evolution. Our results improved the state-
of-the-art by 5.2% (0.33% error reduction) on the most difficult dataset of the MNIST-V (MRDBI), and an
average of 4% (0.24% error reduction) on the MNIST-V datasets. Additionally, our results on CIFAR-10 are
close to those of the state-of-the-art but with significantly reduced search time. The application of a classifier
can be relevant and useful not only for genetic algorithms, but also for other evolutionary algorithms.

INDEX TERMS Convolutional neural networks, genetic algorithms, neuroevolution, neural architecture
classifier, search time.

I. INTRODUCTION
Convolutional Neural Networks (CNNs) consist of two main
parts: the feature extractor or backbone and the classifier [1],
[2], [3], [4]. The backbone extracts the most important
features from an input image hierarchically, while the
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classifier corresponds to a fully connected neural network
(NN) [4], [5], [6], [7]. This general design was inspired by
the mammalian visual system since some of the main blocks
can be identified with its early and intermediate processing
stages [8], [9], [10], [11].
Designing an optimum architecture for a specific task is

still an open problem, even for experienced researchers in
Deep Learning (DL) [12], [13], [14]. In 1979, Fukushima
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introduced the Neocognitron model [9]. This CNN was
capable of solving pattern recognition problems including
translation invariance [9], [15], [16], [17]. LeCun designed
LeNet [10] to solve the handwritten digit recognition problem
in 1998. In 2012, Krizhevsky et al. introduced AlexNet [18],
which was the first CNN that won the ImageNet Large Scale
Visual Recognition Challenge (ILSVRC), and significantly
improved the state-of-the-art (SOTA) compared to traditional
machine learning and computer vision methods [19]. In 2014,
Simonyan and Zisserman introducedVGG [20]. This network
used receptive fields smaller than AlexNet, and the small-size
filters allowed VGG to increase the number of layers. These
early approaches consisted of a stack of convolutional and
pooling layers, followed by fully connected layers [2], [21].
However, modern architectures, such as GoogLeNet [22],
ResNet [23], DenseNet [24], and PyramidNet [25], are not
only deeper, but are also more efficient than the early
models. More details about these architectures are provided
in section II-A.

As stated previously, the mammalian visual cortex evolved
over millions of years to perform pattern recognition
tasks with remarkable precision [26], [27], [28], [29].
The evolutionary concept has been applied to CNNs to
design better architectures that best fit a particular problem.
Neuroevolution embodies the concept of evolving neural
networks [30], and it is part of the Neural Architecture
Search (NAS) [31], which consists of searching CNN and
NN architectures automatically using various algorithms,
including Reinforcement Learning [32], [33], [34], [35], [36],
Gradient Descent [37], [38], and Evolutionary Computation
(EC) [39], [40], [41], [42]. Furthermore, Neuroevolution can
find better CNN architectures for a specific task efficiently,
allowing researchers without DL experience to find optimum
CNN architectures for their fields of study [14], [43].
Neuroevolution has been applied to image classification [14],
[31], [43], [44], [45], [46], [47], [48], [49], [50], [51],
medical imaging segmentation [52], [53], and human activity
recognition [54], among other problems [55], [56], [57], [58],
[59], [60], [61].

However, the main bottleneck in Neuroevolution is search
time because it is a population-based method, and multiple
CNNs must be trained to converge to a solution. In order to
reduce the CNN training time, and consequently the search
time, various studies have proposed fitness approximation
techniques in the following ways: training for a few
epochs [45], [46], [47], [48], using a subsampled dataset [62],
working with low-resolution images [63], evolving cells or
blocks instead of the complete architecture [64], evolving
architectures with a small dataset and then transferring
to a larger dataset [65], or by using a combination of
them [66].

Recently, new approaches to fitness acceleration were
proposed, such as 2-level Genetic Algorithm (2LGA) [14]
and performance predictors [67], [68], [69], [70], [71],
[72], [73], [74], [75], [76]. In the 2LGA [14], two levels

were proposed: in the first one, the whole population is
trained for a few epochs, whereas at the second level,
the best individuals are trained for more epochs after a
certain number of generations. Genetic operations were
performed at both levels, and the offspring of the second
level replaced a part of the first-level population. Performance
predictors are designed to predict the fitness value of CNNs
using a regression model based on the partial learning
curve [67], [68] or architecture encoding information (end-
to-end performance predictor) [69], [70], [71], [72]. Other
performance predictor methods are shared-weights based,
in which the weights are not directly trained but are updated
using trained weights from other architectures [73], [74],
[75], [76].

The search space is a crucial part of Neuroevolution
because it defines all possible architectures that can be found.
Some authors have used fixed-length encoding [47], [62],
[77], in which the architecture depth is fixed and depends
on the designer’s criterion. However, it is impossible to
know the suitable depth of the CNN needed to solve a
new task. In contrast, other authors have proposed variable-
length encoding, but nevertheless, the genetic operations
must be redefined according to the encoding used. For
instance, in [78] and [79] only mutation operations were
performed; in [14], [43], and [80] crossover and mutation
were defined for cells, blocks, and layer-based variable-
length encoding, respectively. Layer-based encoding space
considers a layer (convolutional, fully connected, activation,
or batch normalization, among others) as a basic unit, and
it only considers connections among adjacent layers (plain
CNNs) [62], [80]. Block-based encoding spaces combine
different layers in a block as a basic unit; traditional blocks
are residual blocks [23], dense blocks [24], or inception
blocks [22]. These encodings also require fewer parameters
than layer-based encoding [43], [81]. Cell-based encoding
is a special case of block-based encoding, in which all the
blocks in the CNN are the same [14], [49], [82]. Although
cell-based encoding reduces the number of parameters for
encoding deep networks significantly, stacking the same
block several times is not necessarily the best solution [82],
[83]. Additionally, some studies have included training
hyperparameters, such as batch size, optimizer, and learning
rate, in their proposed encoding [14], [62].

In this work, we propose improving the search in
Neuroevolution by using a Neural Architecture Classifier
(NAC) to avoid training the entire population, training only
those individuals that are classified with potential for good
performance by the NAC. The GA progresses to the next
generation reducing the number of CNNs trained, and thus
reducing the search time. The NAC is a binary classifier
trained using previously evaluated CNNs. We integrated
the NAC into a genetic algorithm (GA) to classify each
individual of the population as either 1 (indicating a
potential for good classification performance, and thus, that
individual is trained), or 0 (indicating a potential for poor
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classification performance, and therefore, that individual is
not trained).

The main contributions of this paper are the following:
(1) Development of a NAC based on the CNN architecture
encoding, and integration of the NAC in a GA to avoid
training the entire population. Thus, only those individuals
that are classified by the NAC with potential for good
performance are trained. In this way, the NAC reduces
the search time in Neuroevolution, (2) Introducing a new
block-based encoding to represent a complete CNN, and
(3) Applying the proposed method to six datasets of which
the MNIST-Variations (MNIST-V) and CIFAR-10 datasets
showed improvements relative to results of the SOTA.
Also, data augmentation and anti-aliasing (AA) filters are
considered in the results.

The rest of this paper is organized as follows: Section II
contains a background on CNNs and Neuroevolution and
summarizes related methods. The proposed method is
provided in Section III. In Section IV the experiments are
described. In Section V, the results and discussion are
presented. Finally, Section VI contains the conclusions and
future work.

II. BACKGROUND
In this section the fundamentals of CNNs, and the main
related work is presented, which helps to place our proposed
method in perspective.

A. CONVOLUTIONAL NEURAL NETWORKS
The results achieved with early CNN models had shown that
increasing the depth of the CNNs improved performance.
Nevertheless, it was not feasible to train deep networks
because of the vanishing gradient (VG) problem [84],
which refers to the gradient becoming insignificant during
backpropagation.

In 2015, Srivastava et al.. developed highway net-
works, and proved experimentally that connections between
non-adjacent layers (called skip connections) facilitated the
training process of deep neural networks [85]. In the same
year, He et al. used skip connections to develop residual
blocks that connected the input and output of a block by
addition [23]. Later, Hung et al. introduced dense blocks,
in which the output of each layer is connected to every
subsequent layer in the block by concatenation [24].
Recently, Zhang proposed combining a low-pass filter with

common down-sampling methods (max-pooling, average-
pooling, and stride-convolution) to create shift-invariant
CNNs [86]. This proposed approach increased the accuracy
of the ImageNet and CIFAR-10 classifications across several
commonly used CNNs. Furthermore, he observed that using
these filters provided better generalization [86].

Designing handcrafted-CNN architectures requires enor-
mous effort, and one cannot expect to obtain optimal
performance by applying the same architecture to different
tasks. To design a CNN architecture for a specific task

requires not only expertise in DL, but also knowledge of the
problem to be solved.

B. NEUROEVOLUTION METHODS
As mentioned previously, the goal of Neuroevolution is
to find CNN or NN architectures through EC methods,
such as Particle Swarm Optimization (PSO), Grammatical
Evolution (GE), Differential Evolution (DE), and Genetic
Algorithms (GAs). Examples of the PSO approach are
IPPSO [51] and psoCNN [48]; DECNN uses DE to evolve
CNN hyperparameters [46]; AE-CNN [43], 2LGA [14], and
evoCNN [45] are examples of GAs used to optimize CNN
architectures; E-CNN uses GA and GE to evolve CNN
Architectures [62]; HGAPSO is a hybrid method that uses
PSO to optimize convolutional hyperparameters, and a GA
to optimize the connections among convolutional layers in
block-based encoding [87].

The first studies in Neuroevolution used GAs with archi-
tectures and weights encoded to evolve simultaneously [77],
[88], [89]. However, this encoding did not support deep
architectures due to the number of parameters that needed
adjustment. To overcome this limitation, newer approaches
optimize either the weights or the architecture. In the first
case, the architecture remains fixed [90], [91]. In the second
case, the encoding includes only architecture hyperparame-
ters or both architecture and training hyperparameters, and
the weights are adjusted through training using backpropaga-
tion [39], [40], [41], [42].

An early study with LS-Evolution achieved promising
performance by evolving CNNs but required 2,730 GPU-
days [79]. Other EC methods were proposed, such as
GeNet [92], EIGEN [93], and CGP-CNN [94], which reduced
the employed computational resources significantly by com-
promising the classification accuracy. AmoebaNet [64] was
the first EC method that achieved the SOTA on the ImageNet
classification problem, employing 450 GPUs (Graphics
Processing Units) in 7 days. AE-CNN accelerated the process
and needed only 27GPU-days, but the classification accuracy
was compromised [43].
Recently, Sun et al. modified the AE-CNN by combining it

with an end-to-end performance predictor (E2EPP) [71]. AE-
CNN+E2EPP took only 8 GPU-days, but the classification
error increased compared to the original AE-CNN. The
time consumed by AE-CNN+E2EPP is caused mainly by
collecting the dataset to train the predictor model. In E2EPP
methods, it is impossible to collect more data to train
the predictor model because CNNs are not trained in the
evolution. The main differences with our proposed method
are: (1) we take advantage of the evolved-trained networks to
adjust our NAC, and (2) we optimize even the connections
inside blocks instead of using DenseNet or ResNet blocks as
in AE-CNN.

To reduce the search time, Wang et al. proposed
EffPNet [49] using a subset of the training set in the
evolutionary process and a surrogate model to search the
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FIGURE 1. Algorithm overview. The light blue rectangle depicts our
proposal for reducing the search time within the GA by means of the NAC.
The trained networks and their best validation accuracy are stored to fit
the NAC for further generations and other experiments.

optimal cell encoding. The surrogate model was a Support
Vector Machine (SVM), and its objective was to identify
whether or not a generated architecture should be trained
for more epochs. The cell encoding, accuracy, and loss
training history of ten epochs were used as input features
to the SVM, which was adjusted at each generation [49].
The main differences with our proposed method are: (1)
we encode the complete architecture instead of a cell to
reduce the human bias, and (2) we apply a NAC to identify
whether or not an architecture should be trained. Our NAC
is trained with the previously trained CNNs, using only the
architecture encoding. Li et al. proposed SHEDA-CNN [95]
to optimize the hyperparameters of a 20-layer ResNet
architecture. This method used a performance predictor. If the
predicted fitness of a CNN was greater than the average
fitness of the previously trained architectures, the CNN was
trained.

III. METHODOLOGY
A. ALGORITHM OVERVIEW
Figure 1 shows the framework of our proposed method.
We integrated the NAC into the GA. The NAC evaluates each
individual of the GA population, thus avoiding training those
individuals having been classified as low performing. There-
fore, in each generation, only those individuals identified
as promising by the NAC would be trained. Consequently,
the GA progresses to the next generation training fewer
individuals, and thus reducing search time.

B. SEARCH SPACE AND CNN ARCHITECTURE ENCODING
According to the methods previously used, there are various
ways to define the encoding of the CNN architecture.
Encoding can be applied using variable or fixed vector length,
and it can encode either the complete network or just a
cell that is stacked several times to build the final network.
In our study, we use the variable-length encoding of the
complete network in a search space with few restrictions,

FIGURE 2. Example of architecture encoding and its interpretation. (a) an
architecture encoding with 8 CBs and 3 RBs, (b) a CB with 5 convolutional
nodes encoding the following: the first array provides the number of
nodes in the block, and the number of filters and kernel size for each
convolution (CONV); the binary vectors represent the node
interconnection in the block, (c) A CB-n encoding interpretation.

since architectures can have any size, shape, or depth. The
encoding is based on blocks. There are two possible block
types: a convolutional block (CB), and a reduction block
(RB), but each block can be different because of the number
of nodes in each one, the hyperparameters of each node, or the
skip connections in each block.

CBs have two variable-length arrays. The first one encodes
the number of convolutional nodes (k), the kernel size, and
the feature map size of each node, while the second one
encodes the connections inside the block. The connections
inside the blocks are expressed as a list of k binary arrays,
as illustrated by Figure 2(b). The first node input is the input
of the block, and therefore, it is not necessary to represent
that connection. The l − th binary array corresponds to the
input to the l + 1 − th node. For example, the first binary
array represents the input for the second node, and the last
array corresponds to the output node. In a binary array,
the value 1 represents a connection from a specific node.
The first value represents a connection with the input of
the block, and the following values represent a connection
from the output of the following convolutional nodes, as is
illustrated in Figure 2(c). The feature maps of different nodes
are concatenated as in DenseNet [24]. Convolutional nodes
are composed of convolutional and batch normalization
layers [96], as well as the ReLU (Rectified Linear Unit)
activation function. RBs are encoded by 1 and 0 for max
and average pooling, respectively. RBs are used to sample the
feature maps based on Zhang’s proposal [86], which consists
of a pooling layer followed by an AA filter. The number of
convolutional blocks in the initial population is limited to
six, but it can increase during the evolution. In addition, the
number of reduction blocks is limited by the size of the input
images. Table 1 presents information on the proposed search
space.

Our proposed encoding represents the CNN backbone, and
a fully connected layer is added to obtain the whole CNN
architecture as in [14], [43], [44], [47], and [49].
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TABLE 1. Parameter domain in the proposed search space.

FIGURE 3. Crossover operation example in which the parents are divided
into two parts, and their offspring have one part from each parent.

C. GENETIC OPERATIONS
To generate a new population during the evolution process,
three operations are performed: crossover, mutation, and
selection [97], [98], [99]. The crossover generates offspring
from two selected parents. Then, mutation allows exploring
the search space and modifying the offspring individuals. The
selection finally defines the population for the next generation
from the current population and its offspring.

1) CROSSOVER
The offspring generated are expected to have greater fitness
than their parents [100]. However, selecting only the best
individuals as parents could reduce the diversity in the
population, and therefore, the best performance of the
population would not be achieved because of a premature
convergence of the GA [101]. For that reason, we used a
binary tournament selection to choose parents [102]. The
binary tournament selects two individuals randomly from the
population, and the one with better fitness is selected as a
parent [100].

In our proposed method, we use a one-point crossover
operation as in [43]. Each parent is divided into two parts,
and two offspring are generated by combining the first part of
one parent with the second part of the other. The combination
has a limitation: the number of RBs cannot be greater than
the maximum (see Table 1). Therefore, if an offspring does
not meet this constraint, another division point is selected.
Figure 3 illustrates an example of a crossover operation.

2) MUTATION
We use four possible mutation types: adding, deleting,
modifying, and mixing. The first three mutations are similar
to those used in [43], and we added the last mutation to
optimize the pooling layer position in CNNs. The added

FIGURE 4. Examples of each mutation operation. (a) adding CB-i in 5th

position, (b) deleting CB-4, (c) modifying the CB-2, and (d) changing the
position of RBs.

mutation increases the architecture length by adding a new
block in a random position. The deletingmutation reduces the
architecture length by removing a block in a random position.
The modifying mutation changes the parameters of a random
block. Finally, the mixing mutation changes the positions of
all RB blocks randomly. Figure 4 shows an example of each
mutation type.

It is worth mentioning that just one mutation type is
selected randomly. It was also verified that the number of CBs
was within the domain (see Table 1), and if it exceeded the
limit, the excess number of blocks was eliminated.

3) SELECTION
Given the current population Pt and the generated offspring
population Qt , I individuals are selected by the binary-
tournament selection, generating the population for the next
generation Pt+1. After that, it is necessary to check if the two
best individuals (elitism) are in Pt+1. Otherwise, the elitist
individuals replace the two randomly selected individuals of
Pt+1.

D. NEURAL ARCHITECTURE CLASSIFIER
An SVM was used as a neural architecture classifier to
decide if a CNN should be trained or not. An SVM was
used mainly for two reasons: first, the SVM does not require
a large dataset to achieve good performance compared to
other machine learning approaches, such as neural networks
(NN); and second, an SVM finds the optimal separation
hyperplane between the classes, even for non-linear problems
[103], [104].

The architecture encoding, accuracy, and the loss training
history of ten epochs were used as features to train SVM
models in [49]. By contrast, we propose using only the CNN
encoding as the input for the classifier. In this way, the
classifier will learn to distinguish between configurations in
the architectures generated by the GA that have the potential
for good performance, and those that have the potential for
poor performance. The NAC (SVM) classifies each generated
architecture into two categories by the GA: 1 (indicating
potential for good performance), or 0 (indicating potential for
poor performance). Architectures classified as 1 by the SVM
will be trained, while those classified as 0 are not trained.
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FIGURE 5. Transformation from architecture encoding to feature vector.
(a) An example of architecture encoding with 8 CBs and 3 RBs.
(b)Processing: in CBs, the binary arrays, which represent the
interconnections in the block, were transformed to decimals. For RBs, the
block position was added. (c) The final feature vector concatenates all the
CBs before the RB feature vectors.

1) FEATURE VECTOR
Due to the variable-length encoding, the feature vector is
normalized by filling those architectures with a smaller
number of convolutions per block with zeros, or a smaller
number of blocks than the limits defined in Table 1. The
original encoding is transformed into a feature vector as
follows:

First, the list of binary arrays that represent inside-block
connections is transformed to decimal values. Second, since
the RBs have only the type of pooling, the position of the
block in the complete network was considered as part of
the feature vector. The final feature vector concatenates the
feature vectors of all the CBs before the RB feature vectors,
as shown in Figure 5. Finally, the vector is normalized by
dividing it by the maximum value of each element according
to the domain.

The length of the feature vector is

length(Feat) = mCB(3mCN + 1) + 2mRB, (1)

where mCB, mRB, and mCN, are the maximum number
of CBs, RBs, and convolutional nodes, respectively. Factor
3 of mCN corresponds to the kernel size, feature map
size, and node connections. Factor 2 of mRD is assumed
because we consider the position of the RB, and the type of
pooling.

2) LABELING
The GA was run without the NAC for two evolutions
following a random initialization. After that, we ran our
proposed method, and we trained the NAC after each run.
We stored the architecture encoding and the best validation
accuracy achieved. We defined high and low thresholds
(TH ,TL) for assigning the trained CNNs to either class 1
(potential for good performance), or class 0 (potential for
poor performance). Class 1 was assigned to the architectures
with accuracies higher than TH , and class 0 to those with
accuracies lower than TL . Those architectures with accuracy

FIGURE 6. Validation accuracy distribution for initial (orange), and final
(blue), data used to train the NAC in MRDBI. The dashed and dotted lines
correspond to initial and final thresholds. For better visualization, the
figure is shown in the range 0.75 and 0.92, but there are CNNs with lower
performance.

TABLE 2. Final thresholds used in the NAC training.

between the two thresholds were not used to train the
NAC. Initially we used 25% of the best and the worst
trained CNNs to train the NAC. Then, the percentage of
CNNs used was reduced by 5% after every two evolutions
with the NAC. We adjusted the thresholds because the
trained CNNs modified the validation accuracy distribution.
This adjustment was necessary because the NAC eliminated
CNNs with the potential for low performance. Figure 6
shows the accuracy distribution, and the thresholds for
MRDBI, while Table 2 has the final thresholds for the six
datasets.

3) FITNESS EVALUATION
The fitness value of a CNN architecture depends on the
classifier response that will determine whether or not the
classifier will be trained. If the classifier identifies a CNN as
class 1, it is trained from scratch, and its validation accuracy
and training time are used to compute the fitness value.
Otherwise, a random fitness value between 0 and 0.5 is
assigned for those architectures that were not trained. The
fitness is computed according to

Fitness = max(accval) −
log(Ttime/Nepochs)

1000
, (2)

where accval is the validation accuracy, and Ttime and
Nepochs are the training time and the number of epochs,
respectively. The temporal component is used to prevent
searching networks with large training times. The fitness
function is similar to that proposed in [14].
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IV. EXPERIMENTS
We compared the classification accuracy of our proposed
method with GA, both with and without the NAC. The
first experiments with the GA did not include the NAC
for collecting data for the initial training of the NAC.
In experiments with the NAC, we collected additional data
(trained CNNs) to improve the NAC training.

A. BECHMARK DATASET
To test our proposed method, we used six well-known
datasets for image classification tasks: five subsets of
MNIST-V [105], and CIFAR-10 [106]. MNIST-V datasets
are modified versions of the original MNIST, and include:
MNIST Basic (MB) subset, MNIST with rotated digits
(MRD), MNIST with random noise as background (MRB),
MNIST with background images (MBI), and MNIST with
rotated digits with background images (MRDBI) [105].
MNIST-V contains 62,000 images (28 × 28 pixels), 12,000
for training and 50,000 for testing [105]. CIFAR-10 contains
32×32-color images of 10 common objects, and it has 50,000
and 10,000 images for training and testing, respectively [106].

B. METHODS FOR COMPARISON
Using MNIST variants, we compared our results to the
following SOTA evolutionary methods: DECNN [46],
EvoCNN [45], IPPSO [51], psoCNN [48], psoECNN [47]
HGAPSO [87], 2LGA [14], LF-MOGP [107], and
IDECNN [108]. These methods do not use any data
augmentation (DA). On CIFAR- 10, we compared our results
to the following NAS methods: Johnson [80], LargeEvo [79],
GeNet [92], CGP-CNN [94], CNN-GA [44], AE-CNN [43],
AE-CNN+E2EPP [71], EvoApproxNAS [91], SHEDA-
CNN [95], and NE-SGD [109]. All the methods selected use
the following common DA techniques for CIFAR-10: four-
pixel padding, random crop, and random flip [39], [40].

C. PARAMETER SETTINGS
In our proposed method, we set some of the parameters
according to the values commonly used in previous research
[39], [40]. The population size and the maximum number of
generations were both set to 20. The crossover and mutation
probabilities were set to 0.9 and 0.2, respectively, and the
elitism rate was set at 0.1. For population initialization, we set
the maximum number of blocks to six and the maximum
number of nodes per CB to seven for MNIST-V and nine for
CIFAR-10. Themaximum number of nodes in a CB remained
constant throughout evolution, but individual sizes could
increase by adding more blocks or nodes in a block through
genetic operations. Another restriction was the maximum
number of RBs, which depended on the image size. Since we
used a stride of two in each RB, the maximum number of RBs
was three for MNIST-V and four for CIFAR-10.

The training parameters for evolution were set as follows:
the training set was divided into 80% for training and 20% for
validation, the batch size at 128, and the number of epochs

TABLE 3. Summary of the parameter settings for evolution.

at 25 and 45 for MNIST-V and CIFAR-10, respectively.
To prevent overfitting, we used early stopping [110] of
10 epochs, and a dropout layer (p=0.1) [111], [112], after
each convolutional node. We used the cross-entropy loss
function [113] and Adam optimizer [114] with 1e-3 as the
learning rate. The validation accuracy was used to compute
the fitness, and the best individual in each run was retrained
for more epochs (long training), as in [14] and [49]. The
table 3 presents a summary of the parameters used during
evolution.

The parameters listed on Table 3 are static except for the
learning rate. We use the Adam optimizer and therefore,
the learning rate is adapted during the CNN training.
It is important to mention that the parameters defined
in Table 3 are commonly static in Neuroevolution, as in
[14], [43], [45], and [80].

In the long training, the best individual was trained from
scratch using the training set, and the error rate in the
test subset was reported on Tables 4 to 6. For MNIST-V
we retrained the models for 100 epochs with warm-up
and step decay learning rates. The warm-up increased
from 0 to 0.01 during 20 epochs, and on the step decay
scales, the learning rate divided by 10 in epochs 40 and 80.
Early stopping of 50 epochs was also used. For CIFAR-10,
we retrained for 250 epochs, with warm-up of 30 epochs,
adjusting the learning rate in epochs 90 and 180, and early
stopping of 100 epochs. Additionally, we retrained the best
individuals using random rotation and cutout as DA for
200 epochs onMNIST-V. Cutout randomlymasks rectangular
regions of the input images during training to improve
generalization and robustness [115]. We applied a 13 ×

13 mask. Random rotation with a range of 180 degrees in any
direction was applied for MRDBI and MRD, while for MRB,
MBI, and MB, the range was set at 20 degrees. For CIFAR-
10, the CNN that achieved the best results was also retrained,
adding cutout to theDA used in the evolutions.We applied the
samemask size (16×16) as in the original cutout paper [115].

The codes are implemented in Python 3.9.7 and PyTorch
1.11.0. The experiments on MNIST-V datasets were per-
formed on a Intel(R) Core(TM) i7-7700 CPU @ 3.60 GHz
and two Nvidia GeForce GTX 1080 GPUs, while the
experiments on CIFAR-10 dataset were executed on an
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TABLE 4. Comparison of test errors among our results and those of the
SOTA on MNIST-V (lower is better). The symbols (+) and (-) indicate that our
results are better, or worse, than the corresponding peer competitor, and
the symbol (=) means that there is no statistically significant difference.

Intel(R) Xeon(R) W-2123 CPU @3.6 GHz and three Nvidia
GeForce RTX2080Ti GPUs.

V. RESULTS AND DISCUSSION
A. OVERALL RESULTS
We compared our results to those of the SOTA using the
same datasets and testing conditions. All the experiments
were performed five times, and the mean and minimum
test error were reported as in the SOTA. Table 4 shows
the results on the five MNIST-V subsets, and One Sample
T-Test [116] was used to compare with the SOTA as in [46]
and [51]. Our method revealed the lowest error in all cases on
the most challenging datasets, (MRDBI, MRD, and MBR).
Our results demonstrated an improvement of 5.2% (0.33%
error reduction) on MRDBI, 13.71% (0.31% error reduction)
onMRD, and 0.77% (0.1% error reduction) onMBR, and our
results were comparable to the SOTA on the other datasets.
For CIFAR-10, studies from the SOTA reported just the
minimum error achieved. For this reason, no statistically
significant comparison is possible. However, on Table 5 we
compared our results with SOTA methods and reported the
relative improvement, with regard to [43], [44], [71], and [95].

Table 5 shows a comparison of our results on CIFAR-10
with those of the SOTA in terms of test error, number of
parameters, and computational cost. The latter was measured
in GPU-days as has been done in previous studies [43],
[44], [71], [95], even though different GPUs were used. Our
method achieved a 4.08% test error in 17.3 GPU-days, while
AE-CNN obtained a 4.3% test error using 27 GPU-days.
This result reduced the AE-CNN test error by 0.22% using
only 64% of the GPU-days. The E2PP method reduced the
search time to 8.5 GPU-days on AE-CNN, but the test error
increased to 5.3%, and therefore, our GA with NAC achieved
an improvement of 23% (1.22% error reduction). Some

TABLE 5. Comparison of test error, computational cost in GPU-days, and
number of parameters in our results and those of other Neuroevolution
methods on CIFAR-10 (lower is better).

TABLE 6. Comparison of test error (lower is better) among the best
individuals found on MNIST-V, trained with (w) and without (w/o) DA,
AA filter and cosine learning rate schedule (cos lr).

studies employed predefined CNN architectures, ResNet-20
and DPN-92 [117], that reach results with lower GPU-days,
but are not directly comparable [95], [109]. Additionally,
we trained the best architecture using cutout as additional data
augmentation, reducing the test error to 3.14%. It is worth
mentioning that the EffPNet, a method with an SVM as a
surrogate model, achieved 3.49% test error, but the authors
did not mention whether or not they applied any type of DA
in training [49].

B. ANTI-ALIASING FILTER AND DA FOR MNIST-V
For the ablation study, we trained the best CNNs with
and without DA, with and without AA filters, and with
the cosine annealing learning rate [118] instead of the step
decay learning rate on the MNIST-V datasets. As can be
seen on Table 6, DA improves the performance of our best
CNN significantly. The error was reduced by 2.1% (an
improvement of 33%) on MRDBI, and by an average of
0.7% (an improvement of 23%) when we trained with the
step decay learning rate. Moreover, the error was reduced by
2.6% onMRDBI and 0.8% on average when the models were
trained with a cosine annealing learning rate instead of a step
decay schedule. Figure 7 shows the boxplots of the test error
on theMRDBI dataset under the different training conditions.

Statistical tests were performed on the MRDBI results
for the different training conditions, using ANOVA and
Tukey HSD tests [119] to determine if the differences
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FIGURE 7. Test error on the MRDBI dataset of the best CNN with the
following training conditions, with (w) and without (w/o): DA, AA filter,
and cosine learning rate schedule (cos lr).

TABLE 7. Summary of the results of the Tukey HSD test for the best CNN
test error, trained with (w) and without (w/o): DA, AA filter, and cosine
learning rate schedule (cos lr) on MRDBI.

were statistically significant. The ANOVA test yielded a
pvalue = 7e − 20 (< 0.05), meaning that the results
are significantly different among test error scores. Table 7
shows a summary of Tukey HSD results, on which there
are significant differences in the test error between each pair
of experiments. Therefore, using the AA filters improves
the CNN performance significantly compared to performing
experiments without these filters. Also, the variance in test
errors is reduced in experiments with DA. Finally, the
cosine-schedule learning rate with suitable hyperparameters
helps in reducing the number of test errors.

C. ADVANTAGES OF USING NAC
Figure 8 shows the validation accuracy of the CNNs trained
by experiments with and without the NAC on six datasets.
Notice that the NAC avoids training architectures that could
result in low validation accuracy. For instance, the lowest
validation accuracy scores in experiments without the NAC
were 0.73, 0.81, 0.91, 0.76, 0.54, and 0.63 for the MB, MBR,
MBI, RD, MRDBI, and the CIFAR-10 datasets, respectively.
By contrast, when the GA integrated the NAC, the lowest
accuracy in each dataset increased to 0.987, 0.953, 0.95, 0.92,
0.811, and 0.832, respectively on the same six datasets.

Figure 9 shows the validation accuracy distribution of
the CNN trained in experiments developed on the MRDBI
dataset. In cases without NAC, only 25% of the CNN
achieved validation accuracy over 88%, and 36% obtained
accuracy lower than 85%. Additionally, less than 13% of

FIGURE 8. Validation accuracy achieved in experiments without (w/o)
and with (w) NAC on each of the six datasets (MB, MBR, MBI, RD, MRDBI,
and CIFAR-10).

FIGURE 9. Validation accuracy distribution of each run on the MRDBI
dataset. Two evolutions without (w/o) NAC, and five runs with (w) NAC.
The NAC avoids training architectures that result in low validation
accuracy.

the trained CNNs achieved performance under the initial
TL used to train the classifier, and more than 50% of the
trained CNNs achieved more than the initial TH in validation
accuracy.

We performed several experiments with and without NAC
to compare the search time on the same GPU. Table 8
shows the searching time in GPU-days, and the lowest test
error scores achieved in experiments with and without NAC,
respectively. The experiments demonstrated that including
the NAC in the GA reduced the search time by 41% on
average on six datasets. Moreover, as a result of our literature
review, we found that previous work reported the GPU-
days [43], [71], [92], [95] although they used different
GPUs for computations, and compared the computational
cost of various NAS methods. The measure in GPU-days was
performed in [43], [71], [92], and [95] even though comparing
GPU-days depends on the GPUs used.

D. EVOLUTIONARY TRAJECTORY
Figure 10 shows the evolutionary trajectory of an experiment
on the MRDBI set. The green line represents the fitness
of the best individual in each generation. The blue line
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TABLE 8. Comparison of search time in GPU-days and the best test error
in experiments with (w) and without (w/o) the NAC.

FIGURE 10. Evolutionary trajectory of a GA with a NAC on the MRDBI
dataset. In green, the fitness of the best individual for each generation; in
blue, the average fitness of trained CNNs during the evolution; and in
orange, the average fitness of the rejected CNNs trained once evolution
ends for analysis purposes.

represents the average fitness achieved by the trained
population (class 1) in each generation. In order to know
the behavior of the NAC during an evolution, individuals
rejected by the classifier in the initial population, and in
generations 5, 10, 15 and 20, were stored and trained with
the same hyperparameter as evolution (orange line). It is
clear that the GA with the NAC did not get stuck in a local
minimum and improved the population during the evolution
as shown in Figure 10. These results confirm that the NAC
performed well in rejecting these CNN architectures for
training.

Figure 11 shows the number of trained and non-trained
CNNs for each generation in an experiment with NAC
on the MRDBI dataset. In this evolution, 357 individuals
were generated by the GA, but only 168 of those CNNs
were trained. Additionally, it can be observed that less
than 10% of the population was trained (not rejected by
the NAC) in the first 25% of the generations. By contrast,
70% of the architectures were trained in the last 25%
of the generations. These results show that the NAC
helps improve the population performance over the gen-
erations. Starting with a random initial population, having
individuals with high performance in early generations
is not expected. Consequently, our NAC rejects most of
those individuals, and the number of trained architectures
increases with evolution because better individuals are
generated.

FIGURE 11. Number of trained (class 1) and non-trained (class 0)
architectures in each generation in an experiment with NAC on the
MRDBI dataset.

TABLE 9. Parameters of the best model in each dataset.

E. SEARCH SPACE
We used a search space with few restrictions, encoding
the complete architecture by two kinds of blocks, so that
the CNNs could have any width, depth, or shape. Table 9
presents the value of the parameters of the best model
in the search space domain. As can be seen on Table 9,
the number of convolutional nodes, which represent the
depth of the network, is 12 for the MB dataset (the easiest
subset of MNIST-V), but the best model for CIFAR-10 has
48 convolutional nodes.

VI. CONCLUSION
In this work, we propose a novel GA to improve search
in Neuroevolution. The new GA incorporates three main
contributions. The most important one is that the proposed
GA integrates the NAC into the conventional GA and
thereby reducing the search time. Additionally, our proposed
encoding and search space are different because we represent
the complete CNN in blocks instead of stacking the same
cell, as in [14] and [49]. Our proposed encoding allows
CNNs to have any size, width, and skip connections through
nodes. Furthermore, we included the skip connections in
the block instead of using DenseNet or ResNet blocks,
as in [43] and [71].

We applied the proposed method on pattern recognition
problems using the MNIST-V and CIFAR-10 datasets. Our
method achieved a significant reduction in the test error
compared to previously published results: 0.77% on theMBR
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set, 13.7% on the MRD set, and 5% on the MRDBI set
without using any DA. In addition, our results on the CIFAR-
10 are competitive with the SOTA, improving the error score
and reducing the search time reported for other evolutionary
methods using common DA.

We also trained the best model by applying rotation and
cutout as DA, improving the test error achieved without DA
by 12% on MB, 18% on MBR, 15% on MBI, 47% on MRD,
and 35% on MRDBI; cutout was added to common DA on
CIFAR-10 improving the test error by 23%.

We demonstrated experimentally that including a NAC
in a GA reduces the search time substantially, improving
the global results as well. By contrast, previous studies
used an E2EPP, which compromised the performance of the
GA. The idea of a classifier could also be useful in other
evolutionary algorithms applied to Neuroevolution, or to
other optimization problems.

For future work a search space in a multi-objective
optimization problem could be used to optimize not only the
accuracy of the CNNs, but also the number of parameters.
In addition, the effectiveness of the proposed method on
larger datasets, in other pattern recognition tasks, could be
assessed. Similarly, a recent proposed approach [120], [121]
to balancing exploration and exploitation could be included in
future research to assess possible improvements in the results
obtained by the GA.

Finally, some possible limitations of our proposed method
are the time required for evolution, and the number of
GPUs required for larger datasets. Integrating the NAC into
the GA reduces the search time, but the computational
time may increase and requires a large number of GPUs
if Neuroevolution is applied to larger datasets. Despite the
good results obtained in this study, the application of the
proposed method to real-world problems should be examined
and evaluated in the future.
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