
Received 3 January 2024, accepted 13 January 2024, date of publication 17 January 2024, date of current version 30 January 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3355137

Automatic Pseudo-LiDAR Annotation: Generation
of Training Data for 3D Object
Detection Networks
CHANGSUK OH 1, YOUNGSEOK JANG 2, (Graduate Student Member, IEEE),
DONGSEOK SHIM3, (Graduate Student Member, IEEE), CHANGHYEON KIM4,
JUNHA KIM2, AND H. JIN KIM 2, (Member, IEEE)
1Department of Aerospace Engineering, Seoul National University, Gwanak-gu, Seoul 08826, South Korea
2Department of Mechanical and Aerospace Engineering, Artificial Intelligence Institute, Seoul National University, Gwanak-gu, Seoul 08826, South Korea
3Interdisciplinary Program in Artificial Intelligence, Seoul National University, Gwanak-gu, Seoul 08826, South Korea
4Samsung Research, Seocho-gu, Seoul 06765, South Korea

Corresponding author: H. Jin Kim (hjinkim@snu.ac.kr)

This work was supported by the AI Institute at Seoul National University.

ABSTRACT Object detection in 3D is a key ingredient of various autonomous systems. Many 3D object
detection methods rely on LiDAR, as it is robust to illumination conditions and provides accurate distance
measurements. To apply LiDAR-based 3D object detection networks for new objects, we need new training
datasets. However, because labeling target objects with 3D bounding boxes in LiDAR point clouds requires
significant resources and open datasets contain annotations of only car-related classes, it is challenging to
deploy LiDAR-based 3D object detectors for detecting objects not related to cars. We propose a system
that automatically generates annotated pseudo-LiDAR (APL) data, which requires only stereo images to
synthesize 3D bounding box annotations and pseudo-LiDAR points. Using the proposed method, we can
dramatically reduce efforts and time for generating a LiDAR-based 3D object detection dataset. By utilizing
classes in 2D image datasets, the proposed framework can annotate diverse objects beyond limited classes
of existing LiDAR-based 3D object detection datasets. To verify the capability of the synthesized training
data, we train 3D object detection networks with the APL data of new classes. The experiments show that the
3D object detection networks trained on the APL data can detect objects of the new classes in LiDAR point
clouds, which demonstrates that the proposed method can help LiDAR-based 3D object detectors operate
for various objects not covered in existing LiDAR-based 3D object detection datasets.

INDEX TERMS 3D object detection, light detection and ranging (LiDAR), pseudo-LiDAR point cloud.

I. INTRODUCTION
Object detection in 3D, which involves perceiving surround-
ing objects or obstacles and estimating their position, is an
essential component for autonomous navigation [1], [2], [3],
[4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15],
[16]. For robust and accurate 3D object detection, many
methods [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11],
[12], [13], [14], [15], [17], [18] utilize LiDAR due to its
robustness to illumination conditions and accurate distance
measurements.

The associate editor coordinating the review of this manuscript and

approving it for publication was Senthil Kumar .

We need annotated 3D data to train 3D object detec-
tion networks in a supervised manner. Typically, training
datasets [19], [20], [21], [22], [23] for LiDAR-based 3D
object detector are generated by obtaining raw LiDAR point
clouds. Then, human annotators label the positions of the
target objects using 3D bounding boxes. As the current data
generation method demands laborious manual labeling and
LiDAR point cloud obtaining processes, the public 3D object
detection datasets [19], [20], [21], [22], [23] have annotations
of very limited classes related to automobiles. Therefore,
most of the LiDAR-based 3D object detectors [1], [2], [3], [4],
[5], [6], [7], [8], [9], [10], [11], [12], [13] are targeted to detect
car-related objects. If an automatic training data generation
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method exists, we can easily deploy off-the-shelf LiDAR-
based 3D object detection networks in various environments.

In order to automatically generate 3D object detector train-
ing data, [24] and [25], [26], [27] use deep learning methods
and virtual environments, respectively. However, the data
generation methods using deep learning models still have
limitations on the class diversity, as they relies on a pretrained
network trained on existing 3D object detection datasets.
In the cases of using virtual environments, we can obtain 3D
bounding box labels of various classes. However, creating a
huge set of virtual environments which follows scene gram-
mars of real environments still requires significant resources.

In this paper, we propose a data generation method which
can automatically generate 3D bounding box annotations of
various classes without considering scene grammars during
data generation processes. We design a two-stage framework
which requires only stereo images to automatically generate
the training data for LiDAR-based 3D object detector. The
proposed method can annotate various classes, as it utilizes
pretrained networks trained on readily available 2D image
datasets which cover a much broader range of labeled classes
compared to limited classes of the existing LiDAR-based
3D object detection datasets. The proposed method does not
require a module for mimicking real environments, as it uti-
lizes images captured in real environments to generate point
clouds.

In the first stage, the proposed framework yields two types
of region proposals: a 3D bounding box and 3D semantic
segmentation. Two 2D bounding boxes of stereo images are
utilized to generate a 3D bounding box initialization, and a
2D semantic segmentation and a disparity map are employed
to render 3D semantic segmentation. In the second stage, the
framework identifies whether region proposals can generate
reliable data. In the experiment, we synthesize annotated
pseudo-LiDAR (APL) data of new classes which are not
annotated in the existing LiDAR-based 3D object detection
datasets and train 3D object detection networks to detect the
target objects. The experimental results show the capability
of the proposed method to generate datasets that can be used
to train models for detecting classes not labeled in existing
LiDAR-based 3D object detection datasets.

The proposed framework has the following contributions:
• The proposed framework automatically generates 3D
bounding boxes from commonly available stereo images
without human intervention saving resources for creat-
ing a new dataset.

• The proposed method can create 3D bounding boxes for
diverse classes if recognized by a 2D semantic segmen-
tation network and a 2D bounding box network.

• The proposed cross-verification method improves the
data efficiency by removing unreliable data for training
3D object detection networks from two region proposals
(3D bounding box and 3D semantic segmentation).

• Training with additional data generated by the proposed
framework can improve the performances of LiDAR-
based 3D object detection networks.

II. RELATED WORKS
In this section, we introduce approaches aimed at simplifying
the generation of training data for LiDAR-based 3D object
detectors.

A. UTILIZATION OF DEEP NEURAL NETWORKS
References [24], [28], [29], [30], [31], and [32] employ
deep learning networks to reduce laborious tasks for gen-
erating training data for LiDAR-based 3D object detectors.
Reference [28] reduces a search space for the annotation
by removing points outside of the frustums obtained by a
pretrained 2D object detector. Reference [29] simplifies the
annotation process to a task of finding one point from a
target object. When a human annotator selects a point of
a target object, a pre-trained per-instance segmentation net-
work [30] segments the target object, and a box regressor
estimates 3D bounding boxes on the base of the segmenta-
tion results. Reference [24] proposes automatic training data
generation method without human intervention. It first gen-
erates cylindrical object proposals and refines the cylindrical
object proposals to obtain 3D bounding box annotations.
References [31] and [32] generate an annotation by refining
3D bounding box estimations of an object obtained from
consecutive frames.

While the aforementioned methods simplify the process
of 3D object detector training data generation methods,
they require more resources to create the training data of
new classes when compared to the proposed method. Ref-
erences [28] and [29] still need one or more human tasks to
generate an annotation, while the proposed method generates
the training data with no manual process. References [24]
and [32] cannot automatically synthesize annotations of new
classes, as it requires data with 3D bounding box annota-
tions for training the auto-labeling network. However, the
proposed method can generate training data for a much
broader range of classes compared to those using LiDAR-
based 3D object detectors, as our method leverages networks
trained on 2D image datasets with diverse labeled classes.
References [31] and [32] demand a high-performing odom-
etry system as they necessitate highly accurate estimation
of ego vehicle motion for labeling. The proposed method
requires only a stereo camera for data generation.

B. UTILIZATION OF CAD MODEL
References [25], [26], and [27] generate 3D annotation
using CAD models via graphic engines. The Dhaiba human
model [26] and YCB model [27] are placed in virtual envi-
ronments, and annotated data are acquired by virtual sensors.
As human annotations are not required and the data acquisi-
tion process is simple, they can easily render the training data.
However, the works do not contemplate the co-occurrence
relationship between a target object and its environment.
Therefore, it is difficult to say that the synthetic data accu-
rately contains the context or a probabilistic scene grammar of
a target object and its environment. This implies that domain
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FIGURE 1. Flowchart of the proposed framework. The framework uses stereo images as input. Then, incorporating image-based networks to generate
region proposals of target objects in the target object region proposal stage (Section III-A). In the next stage, the bounding box refinement module
updates the region proposals to reduce the geometric error between two different types of region proposals (Section III-B1). Finally, the reliability
check module determines whether the refined region proposals contain enough information to train 3D object detection networks (Section III-B2).

gaps between LiDAR point clouds obtained in real-world
environments and those obtained in virtual environments may
exists.

The proposedmethod utilizes real images containing target
class objects for data generation. We underscore that these
images adhere to scene grammar of target objects and their
environments. Thus, there is no need for additional considera-
tion of scene context during data generation. References [33],
[34], and [35] also use real images for data generation. Ref-
erences [33] and [34] precisely estimate the position of target
objects using CADmodels and employ the estimated position
as a label. However, as a CAD model typically represents
only one shape of an object, these methods can only be
applied when an object has a single pose and cannot generate
annotations of complex objects with various poses, such as
excavators or wheel loaders. Contrarily, the proposed method
can also generate training data for objects that can have
various postures by utilizing images containing objects in
diverse poses. Reference [35] trains statistics about object co-
occurrences and utilizes the statistics for generating training
data for 3D object detection network in indoor environments.
However, as [35] requires annotated 3D data for training, its
applicability to various environments may be limited.

III. APPROACH
The main objective of the proposed framework is to automat-
ically generate a dataset with 3D bounding boxes annotation
using stereo images. The flow of the proposed framework
is depicted in Fig. 1. In the first stage, two types of region
proposals for a target object are generated by incorporating
three types of existing image-based networks: 1) disparity
estimation, 2) 2D semantic segmentation, and 3) 2D object
detection networks. Then, in the cross-verification stage,
the bounding box refinement module updates positions and

heading angles of initial bounding boxes to reduce the esti-
mation gap between region proposals. The reliability check
module determines whether the updated region proposals
have sufficient and accurate data to train 3D object detection
networks.

A. TARGET OBJECT REGION PROPOSAL STAGE
In this stage, the proposed framework makes two different
types of region proposals: a 3D bounding box and target
object segmented points.

1) 3D BOUNDING BOX INITIALIZATION MODULE
To generate initial guesses of 3D bounding boxes using
stereo images, the 3D bounding box initialization mod-
ule utilizes 2D bounding boxes from stereo images. Using
high-performance off-the-shelf 2D object detection networks,
we can easily obtain accurate 2D bounding boxes of various
classes. The 3D bounding box initialization module utilizes
the Structural SIMilarity index (SSIM) [36] to associate
2D bounding boxes of a target instance from left and right
images. Then, we estimate the three-dimensional position
of an initial 3D bounding box using the disparity value
between the centers of the associated 2D bounding boxes.
As objects of the same class usually have similar dimensions,
we utilize the pre-set dimension prior for each class. And the
z-direction of the camera coordinate is used as the heading
angle of an initial bounding box. For the classes directly
related to autonomous vehicle environments, the image-based
3D object detection networks [37], [38] can be exploited as a
3D bounding box initialization module.

2) TARGET OBJECT SEGMENTATION MODULE
The target object segmentation module produces a point
cloud whose points from target objects are segmented. The
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FIGURE 2. The results of the cross-verification stage. The top figures show the 2D and projected 3D bounding boxes before and after the
cross-verification stage onto an image. The bottom figures represent point clouds and 3D bounding boxes with heading angles in the x-z plane of camera
coordinates. The black bounding box in (a) is removed in (b) because it is considered an unreliable label through the reliability check module. The
configurations of the other labels’ 3D bounding boxes are refined through the bounding box refinement module.

3D position of a pixel in the image plane can be inferred
when a disparity map and extrinsic parameters of a stereo
camera system are known. The pixels from target objects
can be back-projected into 3D points using a disparity map.
We can perform target object segmentation for various classes
by utilizing 2D semantic or instance segmentation datasets.

B. CROSS-VERIFICATION STAGE
The proposed framework distinguish the reliable 3D bound-
ing box annotations and the segmented 3D points among
region proposals in the cross-verification stage. Because the
framework does not have ground-truth that can be used to
supervise two region proposals, two region proposals become
each other’s supervisor.

1) BOUNDING BOX REFINEMENT MODULE
Note that the initial 3D bounding box and segmented points
from a target object are not perfectly matched as illustrated
in Fig. 2(a). Through a conversion process from the image
pixel domain [u, v]⊤ ∈ R2 to the continuous 3D space
[x, y, z]⊤ ∈ R3, a small error in a disparity map can be
inverse-proportionally propagated into a large 3D error:

x =
(u− cu,l) × b

D(u, v)
(1)

y =
fu,l × (v− cv,l) × b

fv,l × D(u, v)
(2)

z =
fu,l × b
D(u, v)

, (3)

where fu,l and fv,l are the horizontal and vertical focal
lengths of the left camera, and (cu,l, cv,l) is the left cam-
era’s principal point. b and D(u, v) are the baseline between
stereo cameras and the disparity of a left camera’s pixel

coordinates (u, v), respectively. The 3D bounding box ini-
tialization module cannot make bounding boxes that always
accurately wrap target objects. To suppress uncertainties
on region proposals, we propose a refinement step for
pruning out outlier points and fitting 3D bounding box to
inliers.

The refinement module searches the optimal position and
heading angle for a 3D bounding box tomaximize the number
of segmented points within the box.We limit the search space
of optimization parameters to a small region because when
the optimal position is not found near the initial position,
it implies that at least one region proposal has incorrect geo-
metric information of a target object. Therefore, we find the
optimal parameters within the limited search space. We dis-
cretize the continuous search space to solve the following
optimization problem:

k∗
= argmax

k∈{1,...,M}

card
(
Bi,k3D ∩ S i2D

)
,

where M = Nx × Ny × Nz × Nθ . (4)

Here, Nx , Ny, Nz, and Nθ are the numbers of bins dis-
cretizing continuous domains of the associated optimization
parameters, and k is the index of an optimization variable
set.
Bi,k3D is the set of points within the i-th 3D bounding box

determined by the k-th optimization variables, andS i,k2D is seg-
mented points inside of the i-th 2D bounding box determined
by the k-th optimization variables. card(·) is the cardinality
of the specific set.

The refinement module solves the optimization prob-
lem with the exhaustive search method and updates the
bounding boxes to the optimal positions and heading
angles.
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FIGURE 3. Qualitative results on the excavator and indoor datasets. We visualize point clouds and detected bounding boxes from the task network [4]
trained on the APL data. Green, white, and cyan bounding boxes indicate excavator, table, and chair classes, respectively. Images are not used for
inference and are included for visual purposes.

2) RELIABILITY CHECK MODULE
After the refinement of bounding boxes, the reliability check
module counts the number of points in the updated boxes to
identify whether the refined region proposals have sufficient
and accurate information to train 3D object detection net-
works. When the number of segmented points in the refined
bounding box exceeds a threshold Nth, the framework deter-
mines that the region proposals contain enough information.
Then, the reliability check module approves the two results as
reliable data; it enrolls the refined bounding box in the anno-
tation list and the segmented points inside of the bounding
box to a point cloud.

For the refined bounding boxes containing fewer seg-
mented points than a threshold, the framework determines
that the region proposals are defective to train 3D object
detection networks; at least one proposal may include inaccu-
rate geometric information of a target object, or the result may
contain too little information to train a network. When region
proposals from a target object are regarded as unreliable,
the reliability check module does not update the annotation
list and does not add segmented points to a point cloud.
Therefore, a target object existing in an image may not exist
in a point cloud when the region proposals from the target
object are filtered out in the cross-verification stage, as shown
in Fig. 2(b).

IV. EXPERIMENTS
We conduct two experiments to evaluate whether the pro-
posed framework can generate 1) data of a new class and

2) reliable data which can train 3D object detection networks.
In the first experiment, we generate 3D point clouds and
bounding boxes of new classes utilizing the proposedmethod.
We take stereo images of the two indoor and one outdoor
classes, and train 3D object detection networks using the
synthesized data to verify whether the trained networks can
find target objects in LiDAR point clouds. As there is no
open LiDAR-dataset containing the new classes, we test the
performance of the trained detectors with the self-obtained
LiDAR point clouds. In the second experiment, we train
a 3D object detection network with the APL data created
using the KITTI stereo images [21] to compare performance
differences between the network trained on a real-LiDAR
dataset and the network trained on APL data. Unlike previ-
ous pseudo-LiDAR-based 3D object detection networks [39],
[40], we do not use 3D annotations of the KITTI dataset, but
only stereo images are exploited to train 3D object detection
networks.

A. DATA GENERATION UTILIZING SELF-ACQUIRED
IMAGES
We synthesize training data of the indoor classes (chair and
table) and one outdoor class (excavator) using the proposed
method, and we use the synthesized data to verify whether the
trained 3D object detection network can detect target objects.

1) TRAINING DATA GENERATION
We acquired 8,708 sequences of stereo images using ZED-2
in indoor environments. We utilize MSeg [41] trained on
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TABLE 1. Performance of 3D object detection networks trained on the
new dataset. Average precision (in %) is used as performance metrics.

the MSeg dataset for semantic segmentation, GA-Net [42]
trained on the KITTI dataset for disparity estimation, and
derive 2D bounding boxes from semantic segmentation
images. The threshold Nth is set to 1,000. The proposed
framework synthesizes 6,296 chair labels and 2,000 table
labels using the images.

For the excavator class, we take 1,020 and 375 sequences
of stereo images of an excavator in a construction site
and public road, respectively. We take stereo images using
two mvBlueCOUGAR-X-104iC cameras. We employ GA-
Net and VideoProp-LabelRelax [43]. We finally generate
1289 excavator labels. We subsample points of a pseudo-
LiDAR point cloud to match the number of points of a
pseudo-LiDAR point cloud with the number of points of
a real-LiDAR point cloud. The number of pseudo-LiDAR
points is more than 273,000 while the number of real-LiDAR
points inside of the stereo camera’s field of view in the KITTI
dataset is around 25,000. We randomly select 20,000 pseudo-
LiDAR points to make training data.

2) TEST DATA GENERATION
We utilize Ouster OS1 GEN2 64-channel LiDAR for test data
acquisition. We obtain 272 frames with a chair, 124 frames
with a table and a chair, and 272 frames with a table
and chairs. For the excavator experiment, we take 21 and
15 sequences of LiDAR point clouds including an excavator
in the construction site and public road, respectively.

3) TRAINING
We train PointRCNN [44] and SECOND [4] on the APL data.
For PointRCNN, we use [45] for training. We set the anchor
generator size of the chair class to 0.5 m, 0.6 m, 0.9 m, the
table class to 0.7 m, 0.7 m, 0.9 m, and the excavator class to
4.4 m, 7.5 m, 4.4 m for width, length, and height, respectively.

4) RESULT
The quantitative test results are summarized in Table 1, and
the qualitative results are depicted in Fig. 3. For the indoor
objects, PointRCNN records more than 74% average preci-
sion, and SECOND marks more than 65% average precision.
For the excavator class, both detectors mark more than 86%
average precision. The qualitative results show that all points
considered to have been obtained from the target objects are
inside the corresponding bounding boxes. Human annotators
generate ground-truth bounding boxes of self-acquired test

set, and we judge that detection is successful when the inter-
section over union is over 0.5. The high average precision
rates and qualitative results indicate that the proposed frame-
work synthesizes reliable training data.

Through the experiment, we confirm that we can train a
new class to a 3D object detection network only with stereo
images, while existing pseudo-LiDAR-based 3D object
detection networks need stereo images and 3D labels for
training. As far as we know, there is no open LiDAR-based
3D object detection dataset acquired in indoor environments.
Also, there is no 3D annotation for an excavator among the
datasets. Therefore, it is not possible to train a LiDAR-based
3D object detection network that can detect indoor objects or
an excavator using existing 3D detectors and open datasets.

B. DATA GENERATION UTILIZING OPEN DATASET IMAGES
We analyze the performance differences between the 3D
object detection network trained on real-LiDAR point clouds
with human-made labels and the network trained on APL
data. We also verify if there is a performance improvement
when using the proposed method as a data augmentation
method.

1) DATA GENERATION
We create 3D points and 3D bounding boxes of the car
class with KITTI stereo images. We divide training data into
the train (3,712 frames) and validation (3,769 frames) sets
according to [46]. We employ GA-Net [42] for disparity
estimation and VideoProp-LabelRelax [43] for 2D segmen-
tation, and StereoRCNN [37] is utilized in the 3D bounding
box initialization module. The image-based subnetworks are
trained on the KITTI dataset separately. We randomly select
20,000 pseudo-LiDAR points to make training data.

When an updated bounding box contains more segmented
points than the threshold, the proposed framework uses the
bounding box and segmented points as the APL data. The
threshold Nth is set to 1,000. The framework yields 6,614
annotations in the training set. Considering that 14,359 anno-
tations exist in the training set, 46% of the target objects are
recreated in the APL data.

2) TRAINING
We train PointRCNN [44] on the APL data generated from
the KITTI stereo images. The open-code settings are used
without alteration, and the RPN stage and the RCNN stage
are trained for 200 and 70 epochs, respectively. Next, SEC-
OND [4] is trained on the KITTI dataset and additional data
(APL). We follow open-code settings, and the network is
trained for 50 epochs.

3) RESULTS
Detection results of the 3D object detection networks trained
on the KITTI dataset and APL data are summarized in
Table 2. The networks trained on APL data cannot out-
perform those trained on the real-LiDAR point clouds and
human-made labels. However, for IoU threshold 0.5, the task
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TABLE 2. Performance comparison of 3D object detection networks trained on the KITTI dataset and APL data, respectively. We report AP3D / APBEV and
how much degradations (in %) have occurred (D3D / DBEV ). The evaluation metric is average precision (in %) for 3D bounding boxes (AP3D) and BEV
boxes (APBEV ) with IoU over 0.7 and 0.5 for the car class. The largest and smallest degradation results are underlined with bold letters.

TABLE 3. Performance of 3D object detection networks trained on the KITTI and augmented data, respectively. The evaluation metric is average precision
(in %) for 3D bounding boxes (AP3D) and BEV boxes (APBEV ) with IoU over 0.7 for the car class. KITTI∗ stands for the augmented data consisting of the
KITTI dataset and APL data. We obtain the test set results by submitting inference results to the official test server.

FIGURE 4. Qualitative results on KITTI validation set. We compare inferences from the task network [4] trained on KITTI and the task network
using APL as additional training data. Bounding boxes in magenta are ground-truth and bounding boxes in cyan are predictions. Images are
not used for inference and are included for visual purposes.

networks trained on the APL data can perform about 99 % of
the networks trained on the KITTI dataset on low-difficulty

instances. The results show that synthesized point clouds and
automatically generated labels from stereo images can train
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TABLE 4. Performance of the 3D object detection networks [4] trained on the inferior APL data. AP3D represents average precision (in %) for 3D
bounding boxes of easy, moderate, and hard instances of the KITTI car class. The tests are conducted on the KITTI validation set.

TABLE 5. Performance of 3D object detection networks trained on the three different APL sets. The evaluation metric is average precision (in %) with IoU
over 0.7. The tests are conducted on KITTI validation set.

the task networks to detect target objects even in challenging
environments where various classes exist.

We also test the proposed framework as a data aug-
mentation method for training a LiDAR-based 3D object
detection network. When a LiDAR-based 3D object detec-
tion dataset [19], [21] provides stereo images, APL data can
be worked as additional data for training LiDAR-based 3D
object detection networks. We train task networks on the
KITTI 3D data and APL data, and the trained networks are
tested on the KITTI test set and validation set. The result is
presented in Table 3. The networks trained on the augmented
data mark higher performance in all six evaluation metrics.
Fig. 4 shows the qualitative results of the networks [4] train on
KITTI dataset and the augmented dataset, respectively. In the
first and second columns of Fig. 4, the task network trained on
the default KITTI cannot detect the farthest cars, but the net-
work trained on the augmented dataset can detect them. In the
third column, several cars are parked close to each other,
in which case the network trained on the KITTI fails to detect
the car located in the middle, but when using the additional
data, all cars are successfully detected. As both networks’
structure and training method are identical, the performance
difference is attributed to the training data. In other words, the
proposed framework can be utilized as a data augmentation
method for training the 3D object detection network.

V. ABLATION STUDIES
A. SENSITIVITY TO SUBTASK
The proposed framework is based on the 2D object detec-
tion, 2D segmentation, and disparity estimation network.
Therefore, we demonstrate how sensitively the quality of
synthesized data depends on the performance of subnetworks.
We exploit GA-Net [42], ResNet101 [47], and VideoProp-
LabelRelax [43] to generate default APL data. To evaluate
how sensitively the quality of data changes with respect to
the subnetworks performance, we select subnetworks which
have about 80% of the performance of the subnetworks used
in the proposed method.

We change the 2D object detection part from ResNet101
[47] to ResNet18 [47] to generate APL-R data. We utilize

Top-1 error (10-crop testing) on ImageNet validation [47]
to compare subnetwork performance. To create APL-P data,
we alter only the proposed method’s disparity estimation
part from GA-Net to PSMNet [48]. D1-all [49] is uti-
lized to evaluate the subnetwork’s performance. APL-S
is obtained by converting the 2D segmentation part from
VideoProp-LabelRelax [43] to SGDepth [50]. We use IoU
class score [51] for performance comparison. To calculate
detection degradation, we use the mean of APBEV and AP3D
in moderate cases as a representative of a detector’s perfor-
mance. The sensitiviy is obtained as follows:

sensitivity =
100 − Dd

100 − Ds
, (5)

where Dd and Ds are performance degradation (in %) of a
detection network and subnetwork, respectively.

When the task network is trained on the APL data
synthesized by the inferior subnetworks, the performance
degradation occurs. Among the subtasks, the 3D bounding
box initialization has the most impact on the quality of APL
data, as shown in Table 4.

B. EFFECTS OF THE CROSS-VERIFICATION STAGE
The proposed framework refines region proposals and selects
reliable data in the cross-verification stage. To verify the con-
tribution of the cross-verification stage, we compare the 3D
object detection networks trained on the two different APL
sets; one is generated without the refinement module and the
other without the reliability check module. We employ SEC-
OND as a task network and exploit KITTI stereo images to
generate APL sets. The result is shown in the Table 5.Without
the refinement module or reliability checkmodule, precisions
have fallen. This shows that the two modules improve APL
data’s quality to better train the task network.

When the reliability check module is not used, more
performance degradation has occurred, and in particular,
the average precisions of 3D bounding box decrease more.
We believe that this is because inadequate data for training
remains even if they passed the refinement module. With-
out the reliability check module, there remain points that
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TABLE 6. Performance comparison of 3D object detection networks [4]
trained on the excavator data with subsampling and without
subsampling. The evaluation metric is an average precision (%) of 3D
bounding box.

incorrectly represent the target objects’ appearance or do not
have sufficient information to train the task network. On the
other hand, when the refinement module is not used, the
number of labels passing the reliability check module will
decrease, but they have sufficient information and relatively
good representations of the target object’s appearance.

C. DOMAIN GAP BETWEEN PSEUDO- AND REAL-LIDAR
POINT CLOUDS
The major domain shift seems to occur when the number
of points between the training data (pseudo-LiDAR point
clouds) and the test data (real-LiDAR point clouds) is not
balanced. Without balancing the number of points between
the training and testing point clouds, the task network trained
on nearly 10 times more points than points provided by a
real-LiDAR sensor cannot detect instances on a real-LiDAR
point cloud, shown in Table 6. So the proposed method
randomly samples points of an APL point cloud so that the
number of points of an APL point cloud is similar to the
average number of points in the test set point clouds. Using
the sampled pseudo-LiDAR point clouds and automatically
generated annotations, the 3D object detector trained on the
APL data can detect the new class and achieves the high
average precision value.

Considering unique point patterns of a LiDAR point cloud,
the performance of a trained object detector can be improved
by mimicking the point patterns in test data (real-LiDAR
point cloud) during an APL point cloud generation. However,
since point patterns vary across LiDAR sensors, our study
does not include any method for generating point patterns.

VI. CONCLUSION
We propose a two-stage framework that automatically gener-
ates pseudo-LiDAR points and 3D bounding box annotations
using stereo images. Unlike existing pseudo-LiDAR-based
3D object detection networks which exploit 3D labels of an
open dataset for training, the proposed framework can synthe-
size 3D labels using image-based networks and stereo images
only. It removes the needs to obtain 3D LiDAR point clouds
and annotate 3D bounding boxes manually. Experiments
show that the networks trained on APL data can perform
about 99% of the network trained on the LiDAR point clouds
and human-made labels on low-difficulty instances of KITTI
dataset with IoU threshold 0.5, and the networks trained on
the APL data of the new classes achieve high precisions.
Moreover, we also verify that the proposed framework can be

utilized as a data augmentation method for training LiDAR-
based 3D object detection networks.

LiDAR-based 3D object detectors usually outperform
monocular or stereo-based 3D object detectors because
LiDAR-based methods can leverage highly accurate depth
measurements. Although LiDAR-based 3D object detec-
tors trained on the APL dataset may not outperform those
trained on real LiDAR point clouds and human-made labels,
we can easily train high-performing off-the-shelf LiDAR-
based models only with stereo images using our method.
Therefore, the proposed method facilitates the use of a
LiDAR-based 3D object detector as one option for perform-
ing 3D object detection in situations where creating new
human-made labels and acquiring real LiDAR point clouds
are challenging due to resource or time constraints.
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