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ABSTRACT Profit maximization and risk mitigation require good financial market predictions. Financial
markets have a correlated nature, which means that there are some shared patterns between them; therefore,
learning about one market might help understand the behavior of others. End-to-end training techniques have
proven successful in financial markets, but they have flaws, such as picking up noise and failing to account
for the complicated relationships across markets. We present a promising model for predicting financial
markets using the correlation between the two markets, which draws inspiration from the recent progress
in disentanglement learning. This model learns to disentangle representations of features shared between
markets from specific representations, and removes features that cause interference. We utilized a dilated
convolutional neural network as an encoder to extract features while using self-attention and cross-attention
to capture specifics and shared patterns. Our model uses Dynamic Time Warping (DTW) to minimize
the similarity between specific and shared patterns. It also combines DTW’s alignment-based similarity
with the Mean Square Error (MSE) to determine the optimal balance between alignment and prediction
accuracy. We conducted our experiments using datasets that included the closing prices of Apple, Samsung,
Bitcoin, Ethereum, Meta platforms, and the X platform. Spearman’s rank correlation coefficient was used
to evaluate the disentanglement by describing the relationship between the extracted representations. The
findings confirm that our model surpasses state-of-the-art approaches in prediction error, financial risk
assessment, correlation evolution, and prediction net curves, thereby giving market participants more trust
in their decisions.

INDEX TERMS Attention-mechanisms, cross domain, disentangled representation, financial market, time
series prediction.

I. INTRODUCTION
Financial markets have a dynamic and complicated nature.
Thanks to the ability of deep learning (DL) methods to
process large datasets and perform in-depth pattern analyses,
DL has attracted a great deal of interest and been put to
widespread use in the financial markets [1], [2]. The predic-
tion of financial time series, a key application of DL, involves
the use of past data to make informed future decisions. There
is a range of viable deep learning approaches, including
models (e.g., recurrent [3], convolutional [4], attention [5],
and hybrid networks), feature engineering (e.g., technical
indicators [6], economic indicators, and sentiment data [7]),
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regularization techniques (e.g., batch normalization and
weight regularization), and transfer learning [8]. The nature
of the time series (including complexity and non-linearity [9])
and the scarcity of data [10], among other reasons, may make
unsupervised time series prediction a challenge.

There have been many endeavors to identify potential
resolutions, but most have focused on only one market [11]
or used data from one market to predict results in another
works [12]. However, multiple-market predictionmay benefit
from the cointegration of data from numerous markets to
learn from different data distributions and discern patterns
and underlying dynamics, which will improve the training
dataset and make the model more stable [13]. In prediction
techniques that use end-to-end learning, algorithms use raw
input data, learn features, train the model, and then make
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predictions based on the trained model. This technique has
limitations in prioritizing meaningful representations [14]
that contribute to behavior and patterns, which is the main
objective of disentanglement learning. Harvesting the most
important factors may simplify subsequent modelling by
reducing the dimensions. Separating the various factors
helps construct optimized portfolios [15] that balance risk
and returns more effectively. These diverse merits moti-
vated us to investigate this approach for financial market
prediction.

In multiple-market prediction, it is beneficial to have
shared representations that capture similarities between
markets, alongwith domain-specific features. To successfully
achieve this task, a model must learn the representations
separated into three parts: (1) a shared pattern that captures
the similarities between the two data markets, and (2) two
domain-specific representations exclusive to each market.
This objective requires the consideration of two key points.
First, these representations must be disentangled, meaning
that they should be dissimilar from one another. Second, they
should be informative in a manner that accurately captures
each element of the pattern in the appropriate part of the
representation.

In this paper, we propose Cross-Domain Disentangle-
ment: A Novel Approach to Financial Market Prediction,
a prediction model that uses gains from two markets to
disentangle financial market movements into shared and
specific patterns. In essence, our work focuses on two main
questions: (1) the capability of cross-domain disentanglement
to improve prediction, which is our main objective, and
(2) howwe can attain robust disentanglement. Our framework
uses a dilated convolutional neural network (CNN) module,
since its proficiency enables the network to have a larger
receptive field [16] without increasing the number of
parameters [17] in order to capture the temporal feature
relationships between historical data. Subsequently, self-
attention and cross-attention are also used to capture the
specific representation and shared representation, that is;
(1) multi-head self-attention, taking advantage of its strength
in capturing long-term dependencies and focusing on differ-
ent aspects of temporal patterns [18], is used for specific
representation, and (2) multi-head cross-attention, based
on cosine similarity, is applied to represent the shared
representation.

The Dynamic Time Warping (DTW) technique, which is a
non-parametric method [19] based on dynamic programming
techniques [20], allows for the calculation of the distance
between two time series and the ability to handle complex
time series [21]. We adopted this technique to filter out
similar patterns between the specific and shared represen-
tations. To achieve equilibrium between the aligned values
and the accuracy of the prediction at each aligned time
point, we used the mean square error along with the DTW
loss function. Contrastive learning, inspired by [16], was
used to train the model to discern between pairs of data
points that are similar and dissimilar. After concatenating

the specific and shared representations, a linear regression
model only needs to learn the representations once for each
dataset. We used six prominent financial market classes,
including stocks—representing assets tied to companies [22]
like Apple, Samsung, Meta platform, and X platform—and
cryptocurrencies, which are digital currencies not associated
with any specific company and operate based on blockchain
technology [23], such as Bitcoin or Ethereum. Each pair of
inputs was the same size, meaning an equal number of data
points. In all the experiments, the accuracy metrics (MSE
and MAE), correlation evaluation, risk measurement, and
prediction net curves showed that our results were consistent
with the state-of-the-art. In short, our contributions include
the following:

1) We present an innovative methodology for predicting
financial market movements using shared and spe-
cific disentanglement between two markets that does
not require adversarial training or gradient reversal
layers.

2) The black-box nature of deep learning is effec-
tively addressed in our approach, as we provide
interpretability and elucidate the inner workings of
the algorithm. Separation of the underlying compo-
nents makes explainable artificial intelligence (XAI)
possible.

3) We conducted extensive analyses of our approach in
correlated settings on all datasets to ensure that the
findings we obtained are consistently state-of-the-art.

The paper’s structure can be summarised as follows. The next
section will outline some of the key literature that relates to
our work.We discuss the theoretical foundations of ourmodel
in Section III, while in Section IV, we describe the overall
structure of our model. Experiment details and settings are
provided in Section V, while Section VI closes with our
findings.

II. RELATED WORKS
In recent years, academics and market participants [24],
including investors, banks, dealers, financial institutions, and
traders, have demonstrated a notable increase in interest in
financial market predictions. As a result of this increase
in attention, deep learning strategies have been used to
improve the challenging task of making predictions in
financial markets. Previous works that used DL approaches
for predicting financial markets can be classified into two
main categories:

1) Based on domain: Deep learning models use historical
data in order to predict future values. The previous
works in this category may be sub-classified based on
the source of the data:

a) Single domain: These models use a single source
of data to make future predictions. They realize
good results, but they possess notable limita-
tions, such as ignoring the correlated movement
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of markets. Single domains includes univariate
features [25], multivariate features [26], and text
data [27].

b) Cross domains: Predictions in these models are
based on relationships, correlations, or interac-
tions between different financial markets and
sources. Cross-domain disentanglement is a sig-
nificant topic, and several methods have been
proposed for dealing with this task at hand,
including transfer learning [28], [29], cointegra-
tion [30], and sentiments such as [31] and [32].

2) Style of learning: There are different approaches for
predicting time series of prices, and in this study,
we categorise them into the following based on their
training style:

a) End-to-end methods: These models are trained
to perform an entire task, from raw input data
to producing the desired output, and often pick
up unwanted or noisy data. There are many
algorithms that have proven to be outstanding
for this objective, such as recurrence [33], [34],
convolutional [35], attention mechanism [5] and
hybrid models [11].

b) Disentanglement methods: These methods aim
to separate the underlying factors or features
in data so that each factor corresponds to
a distinct and interpretable dimension. These
methods are particularly valuable when deal-
ing with complex data that may have multi-
ple intertwined factors. Learning disentangled
representations has yielded impressive results
in a set of studies through some common
approaches, including Independent Component
Analysis (ICA) [36], Principal Component Anal-
ysis (PCA) [37], adversarial training [38], infor-
mation theory [39], similarity attention [40], and
causally disentangled generation [41].

Although these previous efforts have generally led to
robust results, certain drawbacks have been pointed out.
These include issues like the collection of noisy data or
inaccurate correlations, as well as limitations relating to
model capacity. Some endeavors to address this point by
disentangling representation have achieved good findings,
such as GLAD [42]. Nevertheless, they ignore the correlation
effects between markets and the absence of correlation
analysis. Financial market data usually contains temporal
correlations, and while end-to-end learning could be used to
model these correlations, it does not provide interpretable
predictions, as does disentanglement learning. This work
explicitly delves into these limitations and strengthens
the positive points for better prediction results as well
as interpretability, which is crucial for many downstream
tasks. This effort is based on the promising progress of
cross-domain disentanglement methods and other similar
ideas.

III. CROSS-DOMAIN DISENTANGLEMENT AND ITS
THEORETICAL INTERPRETATION
Cross-domain disentanglement addresses the process of
isolating and extracting the informative representations that
constitute the demeanour of a domain, i.e., unraveling the
shared patterns that reflect the similarity between domains in
addition to the exclusive patterns of each domain. Our work
begins with the following cornerstone theories:

1) Better generalization: Generalization is a vital compo-
nent for a model to be useful, in that it must be able
to generalize its performance far beyond its training
data and onto new, unexplored data. The cross-domain
approach endows the model with the ability to learn
well-to-do temporal sequences, which leads to better
generalization [43].

2) Multi-domain predictionmay reveal insights when data
from one domain inform or improve the knowledge of
another; this is especially true for financial market data,
where many factors have a role, including complex
correlations with other markets [44].

3) Market integration [45] describes the extent to which
various financial markets, including stock and cryp-
tocurrency markets, are interdependent or interact with
one another. It entails looking at how changes in
one market might affect other related markets via
trends, events, and price changes. Studying market
integration through the identification of similarity
patterns is essential to comprehending intermarket
dynamics, since fluctuations in one market might
potentially initiate an effect in other markets [46].

4) Model performance may be enhanced by increasing the
amount of the dataset, which can be done via cross-
domain, particularly when data are scarce [47].

In addition to the model performance presented above, there
are advantages related to market participants, which include
the following:

1) Multiple sources offer traders a more comprehensive
understanding of complex systems, which leads to
deeper insights and a holistic perspective with the
ability to rebalance portfolios.

2) Financial markets are dynamic environments [48],
which is a challenge since prices can fluctuate rapidly
in response to many factors, including their correla-
tions. Cross-domain disentanglement furnishes market
attitudes by virtue of shared representations between
markets, along with their specifics.

IV. PROPOSED METHOD
In the following section, we will start with the formulation
of the problem. We then proceed to describe the proposed
method in further depth.

A. PROBLEM FORMULATION
The time series of financial market prices draws attention
to the correlated sequence of data points that reflects the
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dynamics of financial markets. Similar behavior, known as
shared representation, and specific movements, known as
specific patterns, give rise to these dynamics. In other words,
if we assume that X and Y are time series data from two
financial markets, they can be represented as follows:

X = {xi,1:To}
n
i=1 (1)

Y = {yj,1:To}
m
j=1 (2)

where xi,1:To = {xi,1, xi,2, . . . , xi,to , . . . , xi,Ti}, yj,1:To =

{yj,1, yj,2, . . . , yj,to , . . . , yj,Ti}, T0 is the number of data points
observed, and xi,to and yj,to represent the observations of
financial markets i and j at time steps to. There are some
common factors between the representations ofX and Y , such
as:

1) Specific representations, i.e., X-specific (xsp) and
Y-specific (ysp), represent the specific representations
of the financial markets.

2) X-Yshared (xysh) captures similar factors between the
two financial markets.

The goal should take into account the following requirements
for cross-domain disentanglement:

1) Decomposition: The first step is to decompose the
data into domain-specific ((xsp) and (ysp)) and shared
features ((xysh)), where (xsp), (ysp), and (xysh) are the
X-specific, Y-specific, and X-Yshared, respectively.
This can be achieved by multi-head self-attention to
capture the specific feature of each domain, whereas
multi-head cross domain-based cosine can be similarly
used to ascertain the share representation.

2) Disentanglement: Once the decomposition is carried
out, the next step is to disentangle the domain-specific
features from the shared features. This can be achieved
by enforcing each representation to be dissimilar to
the others through, e.g. DTW alignment to minimize
the similarities. To balance the alignment quality and
prediction accuracy, the training objective will combine
the alignment loss function with the accuracy metric,
which in our model will be the Mean Square Error.

Our aspiration is to assist market participants in making
more informed decisions by analyzing market behavior and
refining financial market predictions.

B. METHODOLOGY
In this paper, we propose an innovative approach for
analyzing and predicting the behavior of financial market
movements by separating these movements into shared
and specific representations. It is called Cross-Domain
Disentanglement: A Novel Approach to Financial Market
Prediction, and it takes into account what we discussed above.
As an alternative to end-to-end learning from observed data
or learning from a single source of data, this work aims
to capture and learn usable features from observed data
from two sources. We plan to learn representations so that,
for each time step, we have disentangled representations
for shared and specific parts, i.e., X = [(xsp); (xysh)]

and Y = [(ysp); (xysh)], where X and Y are two financial
markets, (xsp) ∈ Rh×dsp , (ysp) ∈ Rh×dsp , and (xysh) ∈ Rh×dsh .
such that d = dspecific + dshare. Figure1 provides an overview
of the proposed approach.

FIGURE 1. Overall Framework. These components make up the model as
a whole: (a) Data preprocessing; (b) a dilated CNN to capture the
temporal relationship between historical data; (c) multi-head
self-attention to capture the specific representation of financial markets;
(d) multi-head cross-attention based on cosine similarity to extract the
similar patterns between financial markets; (e) the alignment module to
minimize similarity between the three representations. This step will
combine with MSE to balance alignment and prediction accuracy;
(f) contrastive learning as representation discrimination.

1) ENCODER: MAPS INPUT REPRESENTATIONS
TO LATENT SPACE
First, we encode raws X and Y into the hidden state
representations fx : Rh_x×m_x

→ Rh_x×d_x and fy :

Rh_y×m_y
→ Rh_y×d_y. Our encoder, which draws inspiration

from [16], has three parts: an input projection layer, a time-
stamp masking module, and a dilated CNN module with
ten residual blocks. The fully connected layer will map
the observations xi:t and yi:tat timestamp t to latent vectors
zxi:t and zyi:t . Subsequently, latent vectors are masked
by timestamps to find tokens for data when the raw is
challenging owing to the unbounded values. We used a
dilated convolutional neural network (CNN) module with ten
residual blocks to pull out complex hierarchical features at
each timestamp because it can pull out features at different
scales, which means that they are stable when the sizes of the
inputs change. Two 1D convolutional layers with a dilation
parameter (2l for the l − th block) are the structure of the
residual block.

2) SPECIFIC FEATURE REPRESENTATIONS: EXTRACTION OF
A FINANCIAL MARKET’S UNDERLYING SPECIFIC PATTERNS
This module is designed to capture specific temporal patterns
where we take advantage of multi-head self-attention for this
purpose. The primary objective of self-attention is to model
complex dependencies within sequences, and this is what
we need at this point, particularly when capturing diverse
and multi-faceted relationships by using multi-head self-
attention. The result is obtained by computing aweighted sum
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of the values for each token, where the weights indicate the
similarity between the relevant query token and key tokens.
The attention is expressed as:

Attention(Q, K , V ) = softmax(
QKT
√
dk

)V (3)

whereQ,K , and V are tokens representing the query, key, and
value, respectively, and the scaling factor dk is the dimension
of the query and key. Next, we use a ReLU activation in the
middle of two fully connected layers to project the attention
token outputs.

3) SHARE FEATURE REPRESENTATIONS: FIGURING OUT THE
FINANCIAL MARKETS’ SIMILARITY PATTERNS
Exploiting the similarity patterns between financial markets
is the mission of this module, and in pursuit of this aim,
we present a cross-attention mechanism. The cross-attention
mechanism is used in time series analysis to capture the
interactions between different variables and improve learning
performance. This involves utilizing attention modules to
discover discriminative cues underlying temporal data and
balance feature weights within or across modalities. Cross-
attention is similar to self-attention in terms of its structure;
however, it processes information differently [40]. One of
the paired inputs will be utilized for the query in cross-
attention, whereas the other input is used for the key and
value (i.e., Q = input_x, K = input_y). In cross-attention,
the result is the weighted sum of the value (which is also the
key) input, where the weights reflect the similarity between
the query and key inputs. To ascertain the similarity patterns,
a common method is cosine similarity, which maximizes
the similarity score between financial markets. Finding the
cosine of the angle between two vectors allows us to obtain a
sense of how close they are, and this is what cosine similarity
does. It treats each data point as separate and does not look
at the order in which they appear in a time series, which
is very important in our case. The timestamps used in the
encoder help us overcome this limitation by providing the
chronological context. The similarity score was calculated
using the following formula:

CosSim(x, y) =
(x .y)

(||x|| ∗ ||y||)
(4)

where (x ·y) represents the dot product of vectors x and y, and
||.|| represents the Euclidean norm of a vector.

4) SIMILARITY DISENTANGLING: FILTERING OUT SIMILAR
INFORMATION
As discussed above, we should filter out the similar
patterns between specific and shared representations for
disentanglement. To train our model, we adopt DTW as
an alignment-similarity measure with a fixed window to
maximize the Euclidean distance between the aligned series
(xsp), (ysp), and (xysh). DTW quantifies the dissimilarity
between the three representations, and we employed MSE
to weigh how closely the predicted values at each time

point matched the actual values. In light of this, to balance
alignment quality and prediction accuracy, the training
objective is as follows:

L = Sim(xsp, ysp) + Sim(xsp, xysh) + Sim(ysp, xysh)

+ MSE(x_predicted, x_input)

+ MSE(y_predicted, y_input) (5)

where Sim(.) is the DTW function and MSE(.) is the Mean
Square Error.

Minimizing DTW and combining it with the MSE loss
function will encourage the model to align the time series
accurately (according to DTW), while also making accurate
predictions (according to MSE) once they are aligned.

5) CONTRASTIVE LEARNING
The key idea behind contrastive learning, as a self-supervised
learning technique, is to learn meaningful representations
by training a model to distinguish between positive pairs
(similar data) and negative pairs (dissimilar data). We apply
the MoCo [49], which makes use of two encoders, ‘‘query’’
and ‘‘key’’, with the same architecture, which consists of two
fully connected layers in each encoder, and in the middle
is a ReLU activation. The goal of these encoders is to
find the key representation, the momentum encoder, that
is most similar to the query representation, which aims to
generate discriminative representations. Positive pairs, which
represent samples of data augmentations and consists of
scaling, shifting, and jittering techniques as three typical
augmentation methods, and negative pairs, which consider
the remaining samples in the mini-batch as negative samples,
are used to create a contrastive loss function. In our work,
we used the InfoNCE loss function, as follows:

CL =

N∑
i=1

− log
exp (qi ·

ki
τ
)

exp (qi ·
ki
τ
) +

∑K
j=1 exp (qi ·

kj
τ
)

(6)

where CL is contrastive learning, τ is a hyper-parameter
for the temperature, q is an encoded query, and k is a
set of encoded samples. This part (exp (qi ·

ki
τ
))calculates

the exponentiation of the dot product between (q) and (k),
divided by a temperature parameter. The negative logarithm,
denoted as − log, is utilized to transform probabilities into
a format suitable for minimizing during training. In simpler
terms, this function encourages the model to bring similar
representations closer together while pushing dissimilar ones
farther apart.

After, specific and shared representations will concatenate
and pass through the ridge regression model for prediction.

V. EXPERIMENTS AND DISCUSSION
In the sections that follow, we discuss the results of our
in-depth empirical study of the model and how it compares
to other methods of predicting financial markets.
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A. DATASETS
We performed extensive experiments on six different finan-
cial markets to demonstrate the predictive ability of our
model. Each pair of financial markets that provided input to
our model had the same period, as shown in Table 1.

TABLE 1. Datasets and their data points.

Features setting: We set the ‘‘Close’’ feature as the
target value for our prediction, while the input was ‘‘Close’’.
Data processing: The raw data for each feature is a
one-dimensional time series; to achieve good data quality,
we scale the features to unit variance and zero mean to
decrease volatility. Data setup: We use the time feature with
a fixed-size window to ensure that the values are taken at
equal intervals. Accurate predictions for the next day can be
obtained using the Ridge regression model.

B. EXPERIMENTAL DETAILS
The basic information about the components and setups is
summarized in the following sections:

Metrics: Mean squared error (MSE) and mean absolute
error (MAE) on each prediction window were the evaluative
metrics in this work, through a 60/20/20 train/valid/test
splitting of the dataset, as shown in the following equations.

MSE =
1
N

N∑
i=1

(ŷi − yi)2 (7)

MAE =
1
N

N∑
i=1

|ŷi − yi| (8)

where N is the sample size, yi is the observed value, and ŷi is
the predicted value.

Risk measurement: In addition to accuracy, it is impera-
tive to evaluate pertinent facets of the trading process, such as
the measurement of risks related to financial market returns,
whichmay be calculated using both real value y and predicted
value ŷ. We inspired a trading strategy from [50]. In this
strategy, if the predicted value ŷt+1 surpasses the actual
value yt , we initiate a long position. Conversely, decrease the
position index by one. Otherwise, we refrain from taking any
position. The expression for the return R at time t + 1 can be
written:

Rt+1 = ln
yt+1

yt
× sign(ŷt+1 − yt ) (9)

where sign(.) is the sign function. To assess our model, we are
going to employ two of the risks’ metrics, which are volatility
and max drawdown:

1) Volatility: This is a key metric used to quantify
the extent of fluctuations in financial market returns
throughout a certain time period [51]. It may be
formulated as follows:

Volatility = σ (Ri) (10)

where Ri is the return of the financial market at time i.
2) Max Drawdown: Participants use the financial indica-

tor ‘‘Max Drawdown’’ to calculate their maximum loss
for the entire trading period. The equation could be
represented as:

MaxDrawdown = max
i<j

NVj − NVi
NVi

(11)

where NV (.)is the total return.
Correlations:
To evaluate the disentanglement, we will use Spearman’s

rank correlation coefficient, which is used to assess the asso-
ciation between two time series without making assumptions
about linearity [52]. The resulting value of ρ will range
from −1 to 1 based on the strength relation between two
sequences, i.e., result = 1 means the relation is strong,
while close zero refers to a weak relation; otherwise, close
to −1 indicates a perfect negative relation. The formula
for calculating Spearman’s rank correlation coefficient is as
follows:

ρ = 1 −
6

∑
d2i

N (N 2 − 1)
(12)

where ρ is Spearman’s rank correlation coefficient,
∑
d2i is

the sum of the squared differences between the ranks of the
corresponding data points in the time series, and N is the
number of observed data points.

Experimental setup: The experimental conditions are listed
in Table 2.

TABLE 2. The experimental environments’ setups.

Hyper-parameter tuning: For our model, the backbone
encoder used is the TS2VC [16]. The Adam optimizer was
employed with an initial learning rate of 1e−4, and set the
batch size to 32, and temperature to 0.07.

C. BASELINES
We compared our work with state-of-the-art approaches so as
to demonstrate its proficiency. All their findings are reported
based on our replication with dataset modifications for day,
week, and year. The details of this are outlined below:

1) End-to-end learning methods: Two of the models that
are based on end-to-end training, TS2VS, and Informer
will be discussed as following:
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a) Informer [5]: The proposed model is an
enhanced version of the Transformer model [53]
that addresses several limitations, such as the
quadratic time complexity. Its primary objective
is to provide efficient long-sequence time series
prediction. This paper was used to predict ET,1

ECL,2 and Weather dataset,3 and we used the
open-source implementation4 as is.

b) TS2Vec [16]: In this paper, the authors introduce
a model that can learn contextual representations
for arbitrary sub-series at various semantic levels.
We used the open source implementation5 as is.

2) Disentanglement methods: These models rely on
extracting the key features from the raw data in order
to learn a meaningful representation while filtering out
irrelevant factors.
a) GLAD: This effort utilized the Informer, as a

backbone, used time-frequency domains to cap-
ture global-local patterns, and employed con-
trastive learning to improve the results.

b) CoST [54] This model6 was used to predict ETT,
electricity, and weather by using TS2Vec [16]
as the backbone, capturing seasonal-trend by
time-frequency analysis, and learning them by
contrastive loss.

D. INTERPRETABILITY AND EXPLAINABILITY OF OUR
MODEL
The concepts of trustworthiness and transparency, which
are crucial to making rational decisions, are intricately
associated with the interpretability and explainability of
machine learning. Despite their centrality in the financial
market model, these concepts have gotten less academic
attention than other disciplines, such as computer vision. Our
approach is designed to attain both of these objectives, and
we will explain in more detail how our goal is to go about
doing so below.

1) INTERPRETABILITY: THE OVERALL UNDERSTANDABILITY
OF THE MODEL
An interpretable model is related to its ability to offer a clear
understanding of its prediction process, usually by exposing
the relationships between input data and output predictions.
Interpretability is concerned with making the model’s inner
workings more transparent and understandable [55]. First,
we need to ascertain which representations are the most
important, and then we can train the model to learn them [56].
Our key contribution is the realization that the factors
underpinning the two markets’ data, as a correlation point

1https://github.com/zhouhaoyi/ETDataset.git
2https://archive.ics.uci.edu/ml/ datasets/ElectricityLoadDiagrams

20112014.
3https://www.ncei.noaa.gov/ data/local-climatologicaldata/
4https://github.com/zhouhaoyi/Informer2020.git
5https://github.com/yuezhihan/ts2vec
6https://github.com/salesforce/CoST.git

in a time series, may be represented by a shared pattern
between them with separate representations for each. In other
words, in prior works, like GLAD, the authors focused on
a single market, ignoring the effects of others. In this work,
we focused on the complex relationship between markets and
how they affect each other. Since the value range for time
series is perhaps boundless and a special token for raw data
cannot be found, one of the merits of our work is that we
performed disentanglement and augmentation in the latent
space.

2) EXPLAINABILITY: WHY DID THE MODEL MAKE THIS
PREDICTION?
The lack of transparency in conventional DL models is a
major drawback, and as a result of this behavior, like the
black box, even the people who designed it cannot explain
the reasoning behind any given outcome. The amount of
clarity with which the inner workings of a model can be
understood is commonly referred to as its explainability.
For this purpose, decomposability models, among which the
disentanglement approach is one, are employed. Our model
zooms in on specific predictions and offers deep explanations,
demonstrating the manner in which the model came to its
findings for a given set of data as well as providing extensive
reasons for its conclusions. Our model includes the necessity
for stakeholders, such as market participants, to have trust
in, accept, and comprehend the model’s predictions and the
reasoning behind them.

TABLE 3. Results of closing price prediction on six datasets. The first-best
results will be in bold, while the second-best will be contained in
brackets.

E. RESULTS AND ANALYSIS
The experimental findings obtained from the six datasets are
listed in Table 3, which provides a summary of our model
results and the top-performing baselines. The best results are
in bold, whereas the second-best results are enclosed within
brackets. This table demonstrates that cross-domain disen-
tanglement could be a promising solution to the challenge
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FIGURE 2. The predicted curves of data.

FIGURE 3. The predicted curves of a sample of data.

of data scarcity, particularly in cryptocurrencies, leveraging
the concept of market integration. Figure 2 presents the fitted
curves in the testing sets generated by our model and other
models for six main financial market indices, while Figure 3
presents a sample of the fitted curves (40 days) in testing.
Correlations among the three representations are very weak,
as seen in Table 4, demonstrating that our disentanglement
strategy has been successful. We used max drawdown and
volatility, two standard measures of risk in the financial
markets, to assess the model’s efficacy and accuracy. The
results for volatility and max drawdown are shown in Table 5,
where they show that our model performs competitively.

TABLE 4. Results of correlations between financial markets and their
representations.

TABLE 5. The return(%), maximum drawdown(%) and volatility(%) for
four datasets. The first-best results will be in bold, while the second-best
will be contained in brackets.

Ablation Study To evaluate the efficacy of each module in
our work, we designed our model according to the following
scenarios:

1) Backbone: Dilated CNN vs. multi layer perceptron
MLP: Our work leverages a dilated CNN as an encoder
to capture complex temporal patterns, while MLP was
used in other works. For evolution, we replaced dilated
CNNs with two-layer MLPs. The results showed
that dilated CNN outperformed the MLP, as shown
in Table 6. This result is related to the capability
of dilations in the convolution layers to control the
receptive field, thereby enabling the model to capture
local and global patterns efficiently.

2) Share Feature Representations: Cosine Similarity vs
Euclidean Distance Cosine similarity and Euclidean
distance are the two most familiar metrics used as
similarity metrics in a time series. We used cosine sim-
ilarity in the share module to ascertain the similarity,
while Euclidean distance was used inWTD to filter out
similar information. For appraisal reasons, we swapped
Cosine with Euclidean distance, i.e., we used Euclidean
distance instead of Cosine and vice versa. Table 7
shows that the cosine method is better when we want
to capture the similarity, and this may be because
it is based on the angle between time series vectors
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TABLE 6. Comparison of results obtained from dilated CNN and MLP
encoders.

TABLE 7. Comparison of results obtained from swapping cosine
similarity with Euclidean distance.

TABLE 8. The relationship between markets correlation and prediction
accuracy.

and takes into account the frequency of the data
point, whereas the Euclidean distance measures the
straight-line distance between two points, making
it superior for grouping similar or dissimilar data
points.

3) Relationship between the strength of correlation and
prediction accuracy: We also compared the markets’
correlation and the prediction’s accuracy, as shown
in Table 8. The results show that, for markets with
a high correlation, the prediction accuracy will be
better.

4) Contrastive learning: The objective of contrastive
learning is to learn useful representations by contrast-
ing similar and dissimilar patterns. To evaluate the
role of this module in our work, we compared the
model before and after using it, and the results are
shown in Table 9. The results indicate that contrastive
learning plays a crucial role in acquiring meaning-
ful representations without explicit supervision. This
becomes particularly significant in predicting financial
markets, especially when leveraging cross-domains,
where obtaining labeled data for domains can be
challenging.

TABLE 9. The effect of contrastive learning on prediction accuracy.

VI. CONCLUSION AND FUTURE WORK
Our study shows that our model is better at predicting
financial markets than the end-to-end methods. This is
true for both accuracy metrics (2.53% improvement in
MSE and 1.21% improvement in MAE) and net value
analysis, as well as for measuring financial risk. The results
also shed light on how the use of a multi-market model
improves the prediction accuracy, particularly in cases where
data points are scarce. We conducted experimental tests to
validate our model, and the results demonstrated that our
technique has a competitive advantage over the existing state-
of-the-art methodologies. For financial market prediction,
we introduced our model, a framework that deals with two
markets and disentangles their representations into shared
and specific patterns. The empirical results demonstrated
that contrastive learning may improve both learning and the
prediction model. Our results make it easier for real-world
users to understand what is going on by showing where
the variance and influencing factors come from. In our
future research, we will investigate (1) whether the shared
representation has any correlation or causality with the share
representation of the other two different markets; and (2)
whether our model has the capability to extend to other time
series datasets.
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