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ABSTRACT This paper introduces the Scenario-Based Segmentation Network (SBS-Net), which highlights
significant advances in autonomous driving. Through the integration of the Scenario Enhanced Graph Neural
Network (SE-GNN) and graph re-match modules into the existing semantic segmentation network model
based on driver’s cognition (DCSeg-Net), our approach optimizes the graph construction process. The
SE-GNN module enhances the extraction of critical features and relations within diverse driving scenarios,
elevating both accuracy and the system’s adaptability to complex driving scenarios. The introduced graph
re-match module refines classification discrepancies, significantly boosting segmentation accuracy and
refining the understanding of autonomous driving scenes. Beyond technological enhancements, this work
outlines the expansion and diversification of our original dataset, strengthening the learning capabilities of
our model by including specific classification labels and incorporating a broader range of driving scenarios.
The utility of the improved SBS-Net is demonstrated through superior performance in Graph Construction
Accuracy and Intersection over Union (IoU) measures, as highlighted in our evaluation metrics. These
advances underscore the practical applicability of scenario-based segmentation in real-world autonomous
driving scenarios, enhancing overall scene comprehension capabilities. The developments presented signal
substantial progress in the field of autonomous driving technology.

INDEX TERMS Driver’s scenario, graph neural network, scene understanding, segmentation.

I. INTRODUCTION

Advancements in technology have fueled the evolution
of autonomous driving, requiring more detailed and
scenario-specific detections than earlier technologies to
ensure safety. Traditional segmentation [1], [2], [3], [4]
and detection [5], [6], [7], [8] methods have been effective
to some extent; however, they often lack a comprehensive
understanding of traffic scenarios. In response to this, we pro-
pose Scenario-Based Segmentation, a novel segmentation
approach that takes advantage of the power of Graph Neural
Networks [9], [10], [11], [12]. This system not only segments
according to the category or object, but it understands
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complex traffic regulations, intersections, lanes, and poten-
tial risks. The objective of Scenario-Based Segmentation
Network (SBS-Net) is to provide more accurate, holistic,
and scenario-adaptive segmentation, thereby improving the
safety and reliability of an autonomous car’s operation.
By incorporating scenario information into the segmentation
process, SBS-Net transcends the limitations of traditional
methods, offering an engineered approach to develop safe
driving environments. The following sections detail the
system structure, methodology, advantages over existing
methods, and potential future applications.

To address the limitations of traditional methods, SBS-Net
uses a scenario-based approach that considers specific traffic
situations and regulations. The proposed system uses graph
neural networks to capture the dependencies and relationships
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between different elements in a traffic scenario. Scenario
information is encoded in the form of a graph, where each
object and its attributes are represented as nodes and their
relationships are represented as edges. These connections
allow SBS-Net to capture contextual information and make
more accurate predictions. Furthermore, SBS-Net incor-
porates a robust object-oriented management module that
can identify abnormal nodes and handle missed perception
detections. This ensures that the segmentation results are
reliable and consistent, even in challenging scenarios.

The proposed SBS-Net system presents numerous advan-
tages over the existing methods. First, it establishes a
comprehensive understanding of traffic scenarios by consid-
ering not only individual objects, but also their relationships
and interactions. Second, SBS-Net incorporates scenario-
specific information, enabling it to adapt and display superior
performance in different traffic situations. Finally, SBS-Net
amplifies the reliability of segmentation results by effec-
tively managing perception failures and refining potential
discrepancies in raw perception data. Collectively, these
advances contribute to the overall safety and effectiveness of
autonomous driving systems.

In future applications, SBS-Net can be used in various
scenarios of autonomous driving such as urban environments,
highways, and complex intersections. By accurately seg-
menting and understanding the traffic scene, SBS-Net can
assist in tasks such as object detection, path planning, and
decision-making for autonomous vehicles.

The paper is structured as follows:

In Section II, we explore related work in the fields of
driver’s scenario, segmentation, scene understanding, and
graph neural networks, setting the foundation for discussions
on our proposed model and methods.

Section III discusses the scenario-based segmentation
network, our proposed solution. Here we elaborate on the
mechanics and the components of SBS-Net, including the DC
Seg-Net, the Scenario Enhanced graph neural network, and
the graph re-match module.

In Section IV, we present the results of our experimental
analysis. We discuss the data sets used in our experiment,
followed by a detailed breakdown of the qualitative and
quantitative evaluations of SBS-Net.

Section V provides a thoughtful discussion on the results
obtained, the implications and potential avenues for future
research.

Finally, in Section VI, we recapitulate our findings in our
conclusion, highlighting the benefits and prospective impacts
of our proposed model in the realm of autonomous driving
and basic understanding of the scene.

Il. RELATED WORK

The field of perception of autonomous driving has seen
significant advances in recent years, and researchers have
explored innovative approaches to improve the understanding
of complex driving environments. In this section, we discuss
the related work that has shaped the landscape of autonomous
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vehicle perception. The exploration is structured into three
key areas: Segmentation Methods, Scene Understanding
Methods, and Graph Neural Network Methods. These
sections provide insight into the evolution of segmenta-
tion techniques, the application of graph neural networks
for spatial modeling, and the development of compre-
hensive scene understanding frameworks for autonomous
driving.

A. DRIVER's SCENARIO

While driving involves a variety of situations, from navigat-
ing around parked vehicles and adjusting to lane reductions,
to detecting pedestrians near the vehicle and driving on nar-
row roads, each situation requires a different reaction from the
driver, varying from immediate halting to continued caution.
Existing research has predominantly focused on scenarios
that require an immediate stop, leaving the scenarios where
drivers need to maintain caution less explored.

This skew primarily stems from the common percep-
tion that scenarios requiring immediate halt, due to their
immediate potential risk, are more crucial. However, the
latter scenarios, although requiring a lesser degree of
urgency, are equally important in embodying the true essence
of autonomous driving: achieving navigation that mirrors
human-like cautiousness and awareness.

Several existing studies, including TrafficNet [13], “Pat-
tern Recognition for Driving Scenario Detection in Real
Driving Data” [14], “Defining and Substantiating the Terms
Scene, Situation, and Scenario for Automated Driving” [15],
and GeoScenario [16] have made significant strides in
understanding and representing different driving scenarios.
Moreover, studies such as “End to End Learning for
Self-Driving Cars” [17] and “Continuous control with
deep reinforcement learning™ [18] have explored advanced
methods for driving decision making and control.

However, they have a common limitation that they do
not fully address low-urgency scenarios in their research
scope. For example, MPDM [19] and ‘“‘Game-Theoretic
Planning for Self-Driving Cars in Multivehicle Competitive
Scenarios” [20] dive extensively into high-stakes decision-
making problems but fall short in addressing scenarios with
lower urgency. However, these scenarios that are perceived
less urgently are vital for comprehensive autonomous driving
and deserve comprehensive attention and systematic study.

Path planning and accident detection are essential elements
in understanding a driver’s scenario for autonomous driving
systems. Path planning [21], [22] encompasses the optimal
decision-making process required for efficient navigation,
and accident detection [23], [24] is pivotal in ensuring
safety by swiftly identifying potential obstructions or risks.
Both of these components heavily rely on the effective
interpretation and understanding of the driving scenario,
necessitating advancements in our current frameworks. It’s
here that the value of scenario-based segmentation becomes
pertinent. By improving the granularity and accuracy of
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scene comprehension, it could substantially enhance both
path planning and accident detection in autonomous driving.
To accurately handle these less studied driver scenarios,
a more detailed segmentation approach is necessary. Current
studies, while successfully addressing situations that require
abrupt responses, have not delved enough into developing
segmentation methodologies equipped to discern the sub-
tleties that mark these cautious scenarios. Therefore, there
is an inherent need to direct future research towards these
nuanced scenarios. Advancements in this realm would not
only capture a more complete perception of autonomous
driving, but would also contribute to the evolution of more
holistic, context-aware autonomous driving systems.

B. SEGMENTATION METHOD

Semantic segmentation methods have become indispensable
components of autonomous driving perception systems,
playing a crucial role in accurately identifying and classifying
objects within a given scene. Among these methods, deep
neural networks, including Fully Convolutional Networks
(FCNs) [1], U-Net [2], DeepLab [25], and You Only
Look One-Level Pixelwise Prediction (YOLOP) [26], have
emerged as leading approaches for semantic and instance
segmentation tasks.

FCNs [1], introduced by Long et al., revolutionized the
field by pioneering the concept of pixel-wise classification.
This innovation allowed for the precise assignment of
semantic labels to each individual pixel in an image,
facilitating the capture of fine-grained details essential for
discerning intricate elements within driving environments.

U-Net [2], proposed by Weng et al., further advanced
semantic segmentation by introducing a U-shaped architec-
ture. This unique design, which features a contracting path
to capture context and an expansive path to high-resolution
localization, has demonstrated exceptional performance
in producing accurate and detailed segmentation results.
The ability of U-Net to effectively incorporate contextual
information while maintaining spatial accuracy makes it
particularly well suited for the demands of autonomous
driving scenarios.

DeepLab [25], developed by Chen et al., made strides in
semantic segmentation by introducing dilated convolutions.
This innovation enables the network to expand its receptive
field without sacrificing resolution, capturing both local and
global contextual information. DeepLab’s ability to enhance
the model’s accuracy in delineating objects in diverse and
complex scenes contributes significantly to achieving a
comprehensive understanding of driving environments.

YOLOP [26], an extension of the You Only Look
Once series, introduces a pixel-wise prediction approach
for semantic segmentation. By combining the efficiency of
YOLO with the precision of pixel levels, YOLOP represents
a significant advance in real-time semantic segmentation
tasks. Its ability to provide accurate predictions at every
pixel efficiently makes it a promising candidate for various
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applications, such as autonomous driving, where real-time
responsiveness is crucial.

DCSeg-Net [27], a novel method for semantic segmen-
tation, has gained attention for its emphasis on multilevel
feature extraction, tailored specifically for autonomous
driving scenarios. DCSeg-Net, short for Driver’s Cognition-
Based Semantic Segmentation Network, is designed to
address the intricate details within driving environments by
integrating multi-level features to accurately identify drivable
areas, intersections, and various elements that can impact
safety.

The pixel-wise classification capabilities of these
advanced deep neural networks, including DCSeg-Net,
contribute significantly to providing a comprehensive
understanding of intricate and dynamic environments
in autonomous driving. The high-precision segmentation
achieved through these methods plays a crucial role in
supporting robust decision-making processes and ensuring
the safety and efficiency of autonomous vehicles on the
road. As the field continues to evolve, semantic segmentation
remains a cornerstone, continually pushing the boundaries
of what autonomous driving perception systems can
achieve.

However, most existing segmentation methods focus
solely on pixel-level analysis without considering contextual
relationships between different objects in the scene. This
limitation hinders their ability to infer higher-level semantics
of scenes and to understand the overall driving scenario
effectively.

C. SCENE UNDERSTANDING METHOD

Scene understanding plays a crucial role in autonomous
driving systems as it involves recognizing different objects
and elements in a particular environment and understanding
their relationships spatially and semantically for proper
navigation.

Several significant works have been proposed in this field.
For example, Badrinarayanan et al. introduced SegNet [28],
a deep learning model for understanding high-resolution
semantic scenes. SegNet uses a combination of convolutional
network architecture and pixel-wise classification to ensure
effective and accurate scene understanding.

A different approach to scene understanding was proposed
by Karim et al. They combined long- and short-term memory
with fully connected networks to create LSTM-FCN [29]
for semantic segmentation and scene parsing. This model
has the ability to process temporal sequences, allowing it
to understand dynamic scenarios in real driving situations.
In another notable work, Chen et al. developed a methodology
known as 3D Object Proposals for Accurate Object Class
Detection (3DOP) [30]. This method extends scene under-
standing capabilities from 2D to 3D scenarios using stereo or
monocular images to generate 3D proposals. This addition of
depth and dimension improves the understanding of complex
scenes.
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Liang et al. proposed an advanced method for scene
understanding using a Graph Neural Network in their study,
“Symbolic Graph Reasoning Meets Convolution™ [31]. They
incorporated symbolic reasoning with statistical machine
learning, allowing autonomous driving systems to effectively
comprehend more complex scenarios.

Although these methodologies have significantly advanced
the field, a comprehensive framework that synergizes both
segmentation techniques and scene understanding methods
still needs development to better understand the driving
environment.

D. GRAPH NEURAL NETWORK METHOD

Graph Neural Networks (GNNs) are a widely used method-
ology in machine learning to capture and model complex
relationships between entities. Scarselli et al. introduced
GNNSs [9] as an innovative approach to the handling of struc-
tured data, profoundly affecting perception in autonomous
driving. The key idea behind GNNs is to understand and
interpret graph-structured data, where entities are represented
as nodes and their relationships as edges. By modeling these
relationships, GNNs can extract crucial features and make
meaningful interpretations.

In the realm of autonomous driving, the use of GNNs
to discern relationships between various elements holds
significant promise. Drawing inspiration from research on
modeling IoT equipment with GNN, which focuses on
learning relationships between sensor data and the simulation
of equipment operation [32], the application of GNNs in the
context of autonomous driving can offer valuable insights
into understanding the intricate interconnections between
diverse elements such as road conditions, vehicle dynamics
and environmental factors. Using the principles and method-
ologies outlined in the study of IoT equipment modeling,
the integration of GNNs into autonomous driving systems
can potentially enhance the ability to capture and analyze
complex relationships, contributing to the advancement of
intelligent and adaptive autonomous driving technologies.

Graph Attention Networks (GATs) [33], introduced by
Velickovi¢ et al., are an extension of GNNs that use
a self-attention mechanism to weigh edges in a graph.
GATs provide a more detailed analysis of the entities in
the graph by assigning different levels of importance to
different relationships. This fine-grained analysis allows the
autonomous system to prioritize elements in a scenario and
make more informed decisions.

Relational Graph Convolutional Networks (R-GNS) [34],
proposed by Schlichtkrull et al., also contribute significantly
in this domain. R-GNCS introduces relation-specific weight
layers in the network that are capable of capturing multiple
types of parallel edges or relationships in a scenario. This
capability is vital in complex driving environments with a
variety of interacting elements.

The focus of these methodologies on establishing a
comprehensive understanding of the relational attributes
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FIGURE 1. The DCSeg-Net [27] architecture is designed to identify
intersection areas, in addition to the existing detection targets of
YOLOP [26]. It is composed of a body (backbone), bottleneck, and three
object detection and segmentation parts, which are based on the size of
the target elements.

within a scenario differentiates GNNs from other percep-
tion methods. The ability of GNNs to not only identify
individual entities, but also understand their interactions
helps improve the understanding of driving environments,
providing autonomous systems with the necessary insights
to make safer and more efficient decisions. However, the
direct application of GNNss in a driving scenario requires an
extension that integrates high-level semantics, which is the
focus of the proposed scenario-based segmentation.

lll. PROPOSED METHOD

The proposed method, termed scenario-based segmentation,
is a new approach that integrates the strengths of both
DCSeg-Net [27] and Graph Neural Networks to improve the
understanding of driving scenarios.

DCSeg-Net, a Driver’s Cognition-Based Semantic Seg-
mentation Network, forms the basis for the proposed
methodology. It emphasizes multi-level feature extraction
designed specifically for autonomous driving scenarios.
DCSeg-Net accurately identifies drivable areas, intersections,
and various elements that can impact safety by integrating
layers of features.

To enhance the scenario understanding aspect of the
segmentation, Graph Neural Networks are incorporated into
this approach. GNNs are known for their ability to capture
and model complex relationships between entities, providing
a more detailed analysis of the entities by assigning different
levels of importance to different relationships.

In the proposed method, the Graph Neural Network
is applied to the segmentation network to facilitate more
nuanced scene understanding. By modeling the relationships
among different objects detected in the segmentation, GNNs
map the context of the scene, taking into account the
relationships between different entities and integrating this
information to gain high-level semantics of the scene.

This combination of DCSeg-Net and graph neural net-
works allows the proposed scenario-based segmentation
method not only to accurately identify individual entities
such as drivable areas and intersections but also to under-
stand their interactions. Understanding these interactions is
crucial to ensuring the safety and efficiency of autonomous
vehicles.
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FIGURE 2. Comprehensive diagram of the Scenario-Based Segmentation Network. The network consists of three primary components. The first,
DCSeg-Net [27], provides the initial semantic segmentation. The second, the Scenario Enhanced Graph Neural Network module, refines the segmentation
from the DCSeg-Net by incorporating the context of driving scenarios to extract intricate features and relations. The final component, the Graph
Re-Match module, computes the loss from the refined labels and minimizes it. This loss correction guides DCSeg-Net to learn the correct labels, enabling
more accurate scene understanding and improved segmentation for autonomous driving applications.

A. DC SEG-NET: DRIVER’s COGNITION-BASED SEMANTIC
SEGMENTATION NETWORK

DCSeg-Net [27], or Driver’s Cognition-Based Semantic
Segmentation Network, is a cornerstone in the proposed
scenario-based segmentation method. Marked by its pro-
ficiency in providing detailed analysis of road scenes,
DCSeg-Net specializes in autonomous driving scenarios. The
paper on this topic was presented at the IEEE International
Conference on Intelligent Transportation Systems in 2023,
held in Bilbao, Spain. The DCSeg-Net model plays an
important role in understanding the cognitive process of
drivers and effectively contributes to the development of
segmentation methodologies in autonomous driving systems.

DCSegNet’s strength primarily lies in its emphasis on
multi-level feature extraction. This trait allows the network
to identify crucial components and features within driving
scenes, such as accurately recognizing drivable areas, detect-
ing potential obstructions and intersections, and other details
that are imperative for autonomous driving.

Multitiered feature extraction is executed through the
integration of different layers of features in a multiscale
approach. DCSeg-Net’s advanced feature integration enables
it to provide a robust and detailed segmentation that extends
beyond focusing on individual entities within the scene to
comprehensively understanding the full driving environment.

DCSeg-Net, a cutting-edge network architecture designed
for autonomous driving perception, integrates key com-
ponents from state-of-the-art models to achieve superior
performance. Inspired by the YOLOP [26] model, DCSeg-
Net uses a modified version of YOLOP to detect granular
areas and objects, thereby enhancing its understanding
of complex traffic scenes, such as opposite lanes and
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intersection areas. However, instead of using YOLOP’s
backbone YOLO (You Only Look Once) [8] as the backbone,
DCSeg-Net utilizes CSPDarknet [35], a feature extraction
model that represents superior object detection by dealing
with the issue of gradient duplication. The bottleneck is made
up of modules SPP (Spatial Pyramid Pooling) [36] and FPN
(Feature Pyramid Network) [37], which generate and com-
bine features on different scales and semantic information.
This comprehensive approach allows DCSeg-Net to perform
object detection/segmentation, drivable area segmentation,
lane segmentation, opposite lane segmentation, and intersec-
tion segmentation tasks simultaneously, positioning it as a
state-of-the-art solution for autonomous driving perception.

Therefore, DCSeg-Net is an essential part of the proposed
scenario-based segmentation method. Its ability to discern
critical features and elements within driving environments
helps establish a nuanced understanding of the scene, which
is essential to ensure the safety and efficiency of autonomous
vehicles. By forming the basis of the proposed method,
DCSeg-Net contributes to enabling a more improved under-
standing of driving scenarios, thus laying the groundwork
for further scenario analysis through the integration of Graph
Neural Networks.

In conclusion, the DC Seg-Net architecture, inspired by
human cognition, forms a foundational element of our
approach to scenario-based segmentation. It represents an
integral step towards replicating a driver’s perception in an
autonomous driving system. This network facilitates a better
understanding of the environment by distinguishing various
elements within a driving scene, such as lane markings and
potential obstacles. The integration of such cognition-based
methods into autonomous vehicles is pivotal as it paves the
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FIGURE 3. In-depth illustration of the Scenario Enhanced Graph Neural
Network module. The SE-GNN operates by constructing a graph network,
which includes two types of nodes: segmentation nodes derived from
DCSeg-Net [27] and traffic rule nodes based on scenario context. Edges of
the graph represent the relationships between these two types of nodes.
This graph, thus, offers a structured representation of the driving
scenario, laying the groundwork for subsequent stages of the model to
refine segmentation and improve scene understanding in autonomous
driving applications.
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way for more accurate and reliable interpretation of driving
scenarios, directly contributing to enhanced decision-making
in complex traffic situations.

B. SCENARIO ENHANCED GRAPH NEURAL

NETWORK MODULE

The proposed method for scenario-based segmentation,
designed to complement DCSeg-Net and expand its capa-
bilities, integrates a scenario-enhanced graph neural network
module. This component improves segmentation information
with specific scenarios, leading to a more accurate interpre-
tation of real-world driving environments.

The Graph Neural Network consists of two types of
nodes: segmentation information nodes that depict the output
of the DCSeg-Net, containing details about segmented
polygons and class scores; and rule nodes that encompass
scenario-specific rules related to driving situations such as
intersection types, traffic regulations, and input pertaining
to the ego vehicle’s turn signal state. The edges of the
network represent the connections between these nodes
and capture the interactions between segmented entities
and traffic rules in a driving context. These edges provide
contextual information that enables the system to compre-
hend the significance and connection of individual elements
within the complete driving environment. By integrating
both node types and their associations, the Graph Neural
Network module can model and assess the intricate interplay
among segmented scene elements and traffic regulations.
This analysis goes beyond the recognition of individual
components and understanding their semantic interactions.
In summary, by leveraging DCSeg-Net’s [27] capabilities, the
Scenario Enhanced Graph Neural Network module combines
segmented scene particulars with high-level scenario data
and rule sets to achieve a more sophisticated comprehension
of scenarios, thereby enabling more intelligent decisions for
autonomous vehicles based on contextual awareness.

To represent the relationships between the segmentation
nodes and the traffic rule nodes in our Graph Neural Network,
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we can assign the letter S to denote a segmentation node
and the letter R to a traffic rule node. The edge weight
Wi; between a segmentation node i and a traffic rule node j
can be calculated using a sigmoid function applied to their
relationship score:

1

TG

ey

Here, e is the base of the natural logarithm, and B is a
parameter that controls the sensitivity of the edge weights
to the compatibility function. The function C;; could be a
measure of the precision of the segmented polygons with
traffic regulations or the characteristics of the intersections.

The compatibility relationship score Cj; is determined
using segmented scene attributes and high-level scenario
data:

Cij = w - ClassCompatibility(S;, R;)
+ wy - SpatialOverlapCompatibility(S;, R;)
+ w3 - PolygonPositionCompatibility(S;, R;)) ~ (2)

Here:

- ClassCompatibility(S;, R;) measures the compatibility of
the classes assigned to the segmentation node S; and the
traffic rule node R;.

- SpatialOverlapCompatibility(S;, R;) measures the spatial
overlap compatibility between the segmented polygon of S;
and the expected region specified by R;.

- PolygonPositionCompatibility(S;, R;) measures the com-
patibility of the polygon position between the segmented
polygon of S; and the expected position of the polygon of R;.

- wi, wo, wz are weight coefficients that you can adjust
based on the importance of each factor.

The edge connection can be binary, indicating whether
there is a connection between a segmentation node S; and a
traffic rule node R;. Define this connection using a threshold
6 in the relationship score:

1 ifCy>6

E; = -
0 otherwise

3)

The Scenario Enhanced Graph Neural Network (SE-GNN)
module utilizes the provided formulas to effectively model
and assess the intricate connections between segmented scene
elements and traffic rules. This empowers the system not
only to identify individual elements, but also to understand
their interactions and relationships within a driving scenario,
thereby facilitating more informed decisions for autonomous
vehicles based on contextual awareness.

This approach enables SE-GNN to accurately prioritize
relationships and adjust feature representations for each node
by considering both local segmentation node features and
their corresponding rule node relationships. As a result,
it fosters contextual awareness and robust significance,
leading to improved understanding of driving scenarios. This
representation is crucial to enabling the precise interaction

13093



IEEE Access

S. Nham et al.: Scenario-Based Segmentation: Traffic Image Segmentation

5 (s
& » (5 o | 5] R mrscion|
et (5000 ition] || oo (51 tien) | | O 58] (0 tien]
[ ® [

FIGURE 4. Detailed schema of the Graph Re-Match module. This
component operates by minimizing the losses associated with refined
label predictions. The refined labels, generated by the previous stages,
are compared with the target labels, and the differences are quantified as
losses. These losses are then minimized using optimization techniques,
and the corrected labels are used to guide the DCSeg-Net [27] for
reclassification, thus refining the overall segmentation and achieving
more accurate scene understanding in autonomous driving applications.

of autonomous vehicles within complex traffic scenarios
through the SE-GNN module.

In summary, the Scenario Enhanced Graph Neural Net-
work Module is a key advancement in understanding complex
driving scenes. It processes the relationships between differ-
ent road elements and traffic participants, thereby enhancing
the predictive capabilities of the system. By integrating SE-
GNN, we ensure that the autonomous driving model not only
recognizes objects but also comprehends the scene structure,
enabling more intelligent and anticipatory driving decisions
in real-time. This module is crucial for adapting to dynamic
driving conditions and improving overall traffic safety.

C. GRAPH RE-MATCH MODULE

The “Graph Re-Match Module™ is a crucial component that
rectifies the misconnections between the segmentation nodes
and the traffic rule nodes, optimizing the scenario-based
segmentation for autonomous vehicles. This improvement
module aims to reassess and re-match the relationships
between the segmentation and traffic rule nodes.

During the initial scenario-based segmentation facili-
tated by the DCSeg-Net [27] and SE-GNN module, some
segmentation nodes might not align accurately with their
corresponding traffic rule nodes due to the complexity
of real-world driving scenarios. These misaligned nodes
can result in discordance with actual traffic rules, which
could compromise the safety and precision of autonomous
decision-making. The “Graph Re-Match Module” rectifies
this issue by implementing an algorithm that reevaluates the
‘fit’” compatibility between the segmentation nodes and rule
nodes based on traffic rules’ logic. Each segmentation node,
denoted as Sj, is initially assigned a class Classy. The class
Classy, represents a category such as road, vehicle, pedestrian,
etc., in which the segmentation node S; is classified. For
instance, if a certain segmented area in the scene has been
identified as a pedestrian, the segmentation node representing
that area is assigned the class ‘pedestrian’.

The Graph Re-Match module plays an integral role in
the overall function of the SBS-Net by providing feedback
to the DCSeg-Net. The output from the Graph Re-Match
module is used to refine the predictions from the DCSeg-Net
in subsequent iterations. The refined labels provided by
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the Graph Re-Match module are compared to the target
labels, and any loss is minimized during future training
processes. This feedback mechanism allows DCSeg-Net [27]
to progressively learn and improve its classification accuracy,
thereby enhancing the overall system’s performance in
segmenting and understanding different driving scenarios.

The Graph Re-Match Module can change the class Classy
of a segmentation node S;, given an inconsistency between
the two nodes. Let the updated class Class; be the class
that corresponds to the maximum relationship score with any
traffic rule node R;:

Class), = argmax ¢y, Cij(Si, R)) 4)

This implies that the class Class; of the segmentation
node S; will be updated to Class,, resulting in the maximum
relationship score C;; with any traffic rule node R;. This will
further ensure that the segmentation node’s class is in a better
alignment with real-world traffic rules.

In addition to adjusting the class of the segmentation
node, the module can also adjust the connection between
the segmentation node and the traffic rule node. This can be
carried out based on a threshold evaluation process 6 similar
to equation 3.

The revised graph, after the re-matching process, aligns
more accurately with the actual traffic rules and represents a
significantly improved understanding of the scene. Here, the
edge E; symbolizes the existence of a connection between
the segmentation node S; and the traffic rule node R;.
By adjusting the class or connections of the segmentation
node S;, the module can create associations that match the
traffic rules more accurately, improving overall precision in
understanding the scene.

Consequently, the Graph Re-Match Module fosters that
these improvements, in the class and connections of segmen-
tation node S;, contribute a high degree of adaptivity and
precision in autonomous driving. These refinements imple-
mented by the module ensure a more contextually accurate
interaction of autonomous vehicles within complex traffic
scenarios, underlying a promising future for autonomous
driving.

To sum up, the Graph Re-Match Module is designed to
refine the initial segmentation results from previous network
layers. It acts like a quality check, identifying and correcting
any segmentation errors. This module enhances accuracy by
ensuring that the final output more closely aligns with the
actual scenario, leading to more precise interpretations of the
driving environment by the autonomous system. Its role is
to act as a safeguard, reducing misclassifications that could
affect the vehicle’s decision-making process.

IV. EXPERIMENTAL RESULTS

The effectiveness and efficacy of the proposed graph
re-match module were evaluated by a series of tests and
comparisons. To provide a comprehensive assessment, our
evaluations are categorized into two sections: a qualitative
evaluation through visual outcomes and a quantitative
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Additional data:
Tokyo Dataset

New labeled data

FIGURE 5. An example of four data is shown from top to bottom, left to
right: the BDD100k [38] dataset, the Tokyo dataset which was collected by
us, the old labeled data, and the new labeled data. The new labeled data
has extra categories, such as the front and back of a vehicle,

an intersection area, an opposite lane area, and graphs.

evaluation through distinct metrics. This section outlines the
data set used for the train and testing, followed by the results
obtained through both evaluations.

A. DATASET

Our research uses the BDD100K [38] dataset, which is well
known for its wide range of information for autonomous
driving studies. The dataset, however, did not include labels
for more complex subjects, such as opposite lanes and
intersection zones. To counteract this, we enriched the data
set by adding these additional classifications.

More than 1000 images from the BDD100K dataset were
sampled and labeled with these added classes, delineating
vehicle front and rear, intersection areas, and areas of
opposing lanes separately. This stratification enabled us to
gather detailed information about the opposing lane during
the learning process.

To augment our data range, we gathered test data from
Tokyo, which also includes the newly included class labels.
We specifically focused on incorporating images of vehicles
turning at intersections because of the rarity of such data.
Fig. 5 shows examples of our training data, test data, original
labeled data, and newly categorized data, in order from top
left to bottom right. These images visually represent the
diversity and detailed segmentation in our dataset.

Furthermore, we develop distinct graph labels for our
graph module to test the capabilities of the graph rematch
module, intentionally including DCSeg-Net failure cases [27]
to assess its refinement functionality. This extended and
meticulously labeled data set serves as the basis for
a more comprehensive scenario-based learning approach
that improves the scene comprehension capabilities of
autonomous driving systems.

B. QUALITATIVE EVALUATION
A powerful asset to further establish improvements
in SBS-Net performance is qualitative evaluation. This
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evaluation, carried out through visual illustrations, vividly
manifests the correction of segmentation errors against
traditional methods.

Fig. 6 provides an illuminating overview of these enhance-
ments. Visually compares the results of DCSeg-Net [27],
a conventional model, with our proposed SBS-Net. The
segmentation errors evident in the DCSeg-Net results are
effectively resolved and refined in the images produced
by the SBS-Net. Such a direct comparison accentuates the
proficiency of SBS-Net and its superior handling of various
complex circumstances. Provides a comprehensive scope into
the overall performance of the model, reflecting its ability to
not only correct specific errors, but also its overall efficacy in
generating precise and accurate scene segmentation. These
results offer a quantifiable and visual testimony to the
enhanced capabilities of SBS-Net in scene understanding and
corrections of segmentation errors for autonomous driving.
This, coupled with the quantitative evaluation, offers a
well-rounded evaluation of the impressive performance of the
SBS-Net.

C. QUANTITATIVE EVALUATION
More objectively, we evaluated the performance of our
proposed method using four metrics.

Drawing inspiration from the robust methods in the
paper ‘““Robust Construction of Spatial-Temporal Scene
Graph Considering Perception Failures for Autonomous
Driving” [39], the metrics utilized in our quantitative evalu-
ation consider potential perception failures. These evaluation
metrics offer a compelling means to assess the effectiveness
and accuracy of our scenario-based segmentation model,
thus ensuring the model’s robustness in autonomous driving
contexts.

1) COMPARISON OF INTERSECTION OVER UNION
For the first metric, we evaluate the Intersection over
Union (IoU), focusing on lane lines and drivable areas
across various intersection types, including “turn” and ‘““go
straight” scenarios. “Turn” scenarios refer to instances
where the ego vehicle is near an intersection and is attempting
a right or left turn. On the other hand, “go straight”
scenarios correspond to instances where the vehicle proceeds
directly ahead without making a turn. The IoU measures
the overlap between the model’s predicted segmentation
and the ground truth, with a higher IoU signifying more
accurate segmentation. By precisely focusing on the lane
lines and drivable areas, which are critical for autonomous
navigation, and comparing the IoU performance between
DCSeg-Net [27] and our proposed SBS-Net, we can observe
discernible improvements. Through the integration of these
metrics, we can achieve a comprehensive evaluation of the
model performance from multiple key angles. Table 1 shows
this result.

The IoU is also compared to various traditional methods
for both lane lines and drivable areas in Tables 2 and 3. This
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FIGURE 6. Visual comparison of the segmentation results between DCSeg-Net [27] and SBS-Net. The image on the left shows the outcome of DCSeg-Net,
where mis-segmentation is noticeable during a turn at a T-Intersection. The image on the right represents the refined segmentation result from SBS-Net,
which accurately corrects the initial segmentation errors. This comparison demonstrates the effectiveness of SBS-Net in improving scene understanding
in autonomous driving applications.

TABLE 1. The quantitative evaluation loU for drivable area segmentation.
Comparison for each scenario with DCSeg-Net [27].

ToU of

. ToU of
Scenario DCSeg-
Net [27] SBS-Net
One Way 95.2 97.4
T-Intersection (Turn) 67.7 81.1
Cross-Intersection (Turn) 56.8 77.9
Cross-Intersection (Go Straight) 91.2 96.2

TABLE 2. The quantitative evaluation loU for drivable area segmentation.
Comparison with traditional methods.

Network ToU
MultiNet [40] 71.6
DLT-Net [41] 71.3
PSPNet [42] 89.6
YOLOP [26] 91.5
YOLOP v2 [43] 93.2
DCSeg-Net [27] 94.3

SBS-Net 96.1

TABLE 3. The quantitative evaluation loU for lane line segmentation.
Comparison with traditional methods.

Network ToU
MultiNet [40] 71.6
DLT-Net [41] 71.3
PSPNet [42] 89.6
YOLOP [26] 91.5
YOLOP v2 [43] 93.2
DCSeg-Net [27] 94.3

SBS-Net 95.7

comparison further establishes the advantage of our proposed
model, SBS-Net, over other conventional approaches like
MultiNet, DLT-Net, PSPNet, and even YOLOP variants.
SBS-Net consistently shows elevated IoU scores, highlight-
ing its superior accuracy in scene segmentation, crucial
for autonomous driving. This general comparison allows
us to demonstrate the comprehensive and multifaceted
performance of our model.
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TABLE 4. Graph Construction Accuracy (GCA). Values of GCA across
different types of intersections, demonstrating the efficacy of SBS-Net in
accurately constructing traffic graphs.

Type of Intersection GCA [%]
One Way 93.6
T Intersection 91.3
Cross Intersection 88.7

TABLE 5. Positive Refinement Ratio (PRR). PRR values demonstrating the
effectiveness of SBS-Net in correcting segmentation errors across various
intersection types.

Type of Intersection PRR [%]
One Way 73.2
T Intersection 82.7
Cross Intersection 80.2

2) GRAPH CONSTRUCTION ACCURACY

Graph Construction Accuracy (GCA) is a key metric in
our evaluation, as Table 4. It refers to the percentage of
valid information in the constructed SE-GNN compared
to the ground truth of the scene. Essentially, this metric
assesses the way well the constructed SE-GNN aligns with
the factual data of the scene. High GCA values indicate a
higher correlation between the interpretation of the SE-GNN
module and the accurate representation of the scene. Thus,
it measures the efficacy of segmentation nodes and traffic rule
nodes interpretation.

3) POSITIVE REFINEMENT RATIO

This metric is an indicator of the model’s ability to effectively
make accurate adjustments. The Positive Refinement Ratio
(PRR) is the ratio of adequately refined nodes to the
total perceived failure nodes in the scene. A higher PRR
means that the module has successfully identified and
amended misaligned node classifications, demonstrating its
effectiveness in refinement. Table 5 displays this result.

4) NEGATIVE REFINEMENT RATIO
For the final, this metric refers to the ratio of inappropriately
adjusted nodes to total refined nodes. In essence, the Negative
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TABLE 6. Negative Refinement Ratio (NRR). NRR values depicting the
precision of the adjustment process during the refinement phase for
different types of intersections.

Type of Intersection NRR [%]
One Way 1.5
T Intersection 5.3
Cross Intersection 4.6

Refinement Ratio (NRR) is a measure of misalignment
introduced during the refinement process. A lower NRR
signifies a higher degree of precision in the adjustment
process during the graph re-match module, implying that
it successfully circumvented unnecessary or inappropriate
modifications. Table 6 displays this result.

V. DISCUSSION

In the course of our research, significant insights on
scenario-based segmentation for autonomous driving were
gained, especially in addressing the weaknesses of DCSeg-
Net [27]. The newly implemented Graph Re-Match Module
has proven successful in refining misclassification, as demon-
strated by our evaluation metrics, notably the Positive
Refinement Ratio and Negative Refinement Ratio.

The careful expansion and additional depth of our data
set have also contributed remarkably to the efficacy of our
system. By introducing detailed classification labels and
incorporating diverse driving scenarios such as intersection
turns, we managed to further refine and validate our model’s
learning capabilities.

Despite these improvements, some challenges were
encountered. For example, handling rare or unique driving
scenarios still requires further optimization. These are
conditions that are not well represented in our current
dataset, emphasizing the need for continuous expansion and
diversification of the data set.

Considering the results of our quantitative evaluation, there
is notable room for improvement in Graph Construction
Accuracy and IoU metrics. Although our model overcomes its
predecessor in accuracy, the objective of achieving superior
performance in understanding autonomous driving scenes
requires continuous enhancement in these areas.

In summary, scenario-based segmentation has shown
promising potential in improving the scene comprehension
capabilities of autonomous driving systems. Further research,
data set refinement, and optimization of our system are still
required to push our promising preliminary results toward
concrete real-world applications.

VI. CONCLUSION

In this study, our objective was to provide significant
information on the application of scenario-based segmen-
tation for autonomous driving. Our focus centered on
the improvements over the DCSeg-Net [27], involving
the addition of the SE-GNN and the Graph Re-Match
modules. These novel components have proven instrumental
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in rectifying misclassifications, taking us a substantial step
forward towards precise scene understanding for autonomous
driving.

The SE-GNN module has enhanced our model’s ability
to extract critical features and relations in the scenario, fur-
thering its comprehension and decision-making capabilities.
In contrast, the Graph Re-Match module, with its ability
to refine misclassifications, has increased the accuracy of
segmentation, yielding promising results in our evaluation
metrics.

Our enhancement and diversification of the original
dataset, by adding specific labels and capturing a range of
driving scenarios, have significantly improved the learning
capabilities of our model. Although these adjustments
have improved model performance, addressing rare or
unique driving scenarios remains an ongoing challenge,
revealing the need for further data set extension and
optimization.

Substantial room for improvement remains, as evidenced
by our evaluation metrics, specifically in Graph Construction
Accuracy and IoU measurements. Despite superior accuracy
over its predecessor, our model requires continual refine-
ments and adjustments to achieve excellent performance in
its interpretation of autonomous driving scenes.

Ultimately, the potential of scenario-based segmentation to
enhance the scene comprehension capabilities of autonomous
driving systems is immense. However, to convert our
preliminary results into practical real-world applications,
continuous research efforts, data set enhancements, and
further system optimizations are necessary.
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