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ABSTRACT In this study, a steganography method based on BERT transformer model is proposed for
hiding text data in cover text. The aim is to hide information by replacing specific words within the text
using BERT’s masked language modeling (MLM) feature. In this study, two models, fine-tuned for English
and Turkish, are utilized to perform steganography on texts belonging to these languages. Furthermore, the
proposed method can work with any transformer model that supports masked language modeling. While
traditionally the hidden information in text is often limited, the proposed method allows for a significant
amount of data to be hidden in the text without distorting its meaning. In this study, the proposed method
is tested by hiding stego texts of varying lengths in cover text of different lengths in two different language
scenarios. The test results are analyzed in terms of perplexity, KL divergence and semantic similarity. Upon
examining the results, the proposed method has achieved the best results compared to other methods found
in the literature, with KL divergence of 7.93 and semantic similarity of 0.99. It can be observed that the
proposed method has low detectability and demonstrates success in the data hiding process.

INDEX TERMS BERT, masked language modeling, steganography.

I. INTRODUCTION
Information hiding is crucial for the security of computer
systems. The communication between sender and receiver
should not be accessible to a third party. For this purpose,
encryption and information hiding methods can be employed.
While encryption protects information, it is vulnerable to
attacks since it reveals the presence of the information [1],
[2]. The goal of steganography is to ensure that the
hidden information remains unnoticed by a third party [3].
Steganography is a significant subfield within the field of
information hiding [4].
The environment where the data is hidden is referred

to as the cover media [5]. The cover media should be
one of the known and commonly used media [6]. Data
can be hidden on various types of cover media, such as
text, images, audio, and videos, as well as on geospatial
data [7] or visible wavelengths [8]. While videos and images
can accommodate a larger amount of hidden data due to
their higher storage capacities, the same cannot be said for
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text. Text-based steganography typically has more limited
capacity to hide data compared to media files like images and
videos [9]. Consequently, due to the lower probability of data
being hidden on text, performing information hiding on text
aligns better with the purpose of steganography. Furthermore,
unlike other media, text possesses the robustness to facilitate
data transmission without undergoing distortion during
transmission.

Many traditional text steganography methods perform
the hiding process by altering the format of the text [10].
Format alterations include modifications in letter spacing,
line breaks, font characteristics, and invisible characters.
In [11], the size of the spaces between words in text images
has been modified, enabling a hiding process. The hiding
operation is executed by adding spaces between words, which
are not visibly discernible. However, when texts are aligned
and separated by lines, differences in spacing can be analyzed
to extract hidden information. Similarly, in [12], watermark
bits are hidden by altering the spacing between words and
paragraphs in the context of watermarking. This approach
involves modifying the gaps between words and paragraphs
to embed the watermark information effectively. In [13] a
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font attribute called character spacing is used to embed the
secret. Finally, in [14], space characters from different fonts
are employed as individual encoding schemes. The study
highlights that using space characters from different fonts is
a secure hiding method since the font types do not introduce
noticeable changes perceptible to the human eye.

In recent years, introduced steganography applications
achieve hiding through symbol and syntax alterations on the
document [15].

Some studies opt for using characters and words as
symbols instead of spaces for hiding bits. Thus, since there
are no structural changes made within the text, an observer
would not perceive that data is hidden unless they possess
the original text. Only someone who knows the algorithm for
word replacement would be able to extract the information.

In [16], a hiding process has been conducted by replacing
words in a predetermined fixed text with altered words that
do not distort the meaning. Four words have been selected at
each replaceable point, allowing for the storage of four values
for each word without compromising the meaning. In [17],
the hiding process takes place on words during the translation
process. Hiding operation is carried out by selecting words
across multiple translation choices.

At the core of the word substitution process lies the
replacement of specific words selected within the cover text
with the intention of concealing information and conveying
it to the recipient. In this method, various features of the
substituted word, such as its list order, letters, length, etc.,
can be utilized.

In the process of word alteration, there are works that
perform information hiding by substituting similar words
based on Synonym Substitution [18], [19], [20], [21], [22],
[23]. Some studies employ architectures like WordNet to
assist in finding synonyms [24]. The disadvantage of these
methods is that the limited number of synonyms restricts the
potential alterations that can be made to the text, thereby
limiting the amount of information that can be hidden.

With the rise in popularity of deep learning algorithms,
many steganography methods utilizing generative models
such as Recurrent neural network (RNN) and Long short-term
memory (LSTM) have been developed [10], [25], [26].
Additionally, there are numerous generative steganography
methods employingGenerativeAdversarial Networks (GAN)
[27] and language models [28], [29]. The adoption of these
techniques has been shown to increase the rate at which
information can be hidden in comparison to classical text
steganography methods.

Traditional text steganography methods require manual
preparation of the cover text. Moreover, to prevent the
exposure of data, the frequency of changes in locations that
will be altered should be kept as low as possible. Additionally,
hiding processes based on spaces or word substitutions often
occur at the bit level. This implies that the cover text, which
needs to be prepared based on the amount of the data to
be hidden, must be considerably large. As the size of the

data increases, manually preparing such a cover text becomes
practically impossible. For example, in a scenario where
2 bits are stored in each word and hiding is performed
every 5 words, a text of 20 words is required to store only
1 byte. For hiding a message of 50 characters, a text of
1000 words needs to be prepared. One kilobyte of data
consists of 1024 characters, making manual text preparation
quite challenging. In generative models, there is no limit
to the words that can be generated. Text can be rapidly
generated in the desired number of words based on the desired
message size. Moreover, unlike manually prepared methods,
sentences in the desired format can also be generated. With
these features, generative models offer much greater capacity
compared to manually prepared cover text.

In methods where words are replaced, in manually
prepared sentences, determining the words to replace the
target word requires manual effort. This process also has
its limits. However, deep learning models can suggest
hundreds of words at once in place of a desired word
without compromising the overall meaning. This allows for
an increase in hiding capacity by multiplying the number of
different words, thereby increasing the number of bits hidden
per word.

Generative methods aim to perform information hiding on
the text they generate, generating text and then embedding
data within it [30]. The disadvantage of this approach is that
hiding information on the generated text can be statistically
detectable [31]. The generated text should closely resemble
natural text and should not give away the presence of hidden
information. The goal of these studies is to prevent the
detectability of artificially generated data’s resemblance to
natural text. Consequently, in this study, the intention is
to perform information hiding through changes made to
pre-existing written data. This approach aims to make the
detection of hidden data more challenging by modifying a
text that has already been naturally written without changing
its meaning.

Transformer models are used in various fields like clas-
sification, masked language modeling, text generation, and
question answering [32]. Numerous steganography studies
utilize this transformer architecture. Among these, there
are methods employing semantic and syntactic features for
hiding, as well as those using embedding vectors during
translation [1].

Transformers are bidirectional models. A bidirectional
model is neural network architecture that processes input
data in both directions. With this, the model can learn from
information with past and future contexts. The success of
predictions is enhanced by learning this context bidirection-
ally. In [33], it is mentioned that BERT, a transformer model
with masked language modeling support, outperforms other
unidirectional methods due to its bidirectionality.

Particularly with masked language modeling, suggestions
can be provided by the model for a masked word using
[MASK] tag within a given sentence. By utilizing the
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predicting replacements, data hiding can be carried out.
Numerous steganography applications are based on the BERT
(Bidirectional Encoder Representations from Transformers)
which is developed by Google [34] with some of them using
text generation and others focusing on the word alteration
process like highlighted in this study [31].

In the process of hiding text, selecting a larger amount
of cover text is advantageous for achieving higher security,
as the hidden data will be distributed across different areas
of this text. Therefore, to maximize confidentiality, it is
necessary for the cover text to be as large as possible, while
keeping the message itself short. Minimizing the proportion
of hidden data in the overall text is crucial for achieving
optimal hiding operation.

In this study, two distinct BERT models are fine-tuned for
both Turkish and English languages. These BERTmodels are
then used for steganography utilizing the masked language
modeling function. In the next section, the proposedmethod’s
stages of information hiding and retrieval are explained.
In the third section, information about the model’s training,
the datasets used, and experimental results is provided. In the
final section, conclusions are discussed.

II. PROPOSED MODEL
Models used for masked language modeling are capable of
predicting a desired number of words and it can be used to
replace a masked word within a given sentence. The process
in proposed method involves using the letters within the
words obtained through this predictionmechanism to perform
the hiding process. In steganography applications, themethod
consists of two stages: hiding and retrieval. In this study, two
hiding mechanisms are employed – one for hiding the secret
message and another for hiding the necessary parameters,
named as headers for the rest of the article, to obtain this text.
The details of these mechanisms are provided respectively.

In the process of hiding the secret message within the cover
text, a word is used for each character. These characters are
replaced with characters from the words predicted by the
model. The alteration of the selected characters’ positions
is essential to complicate the retrieval of information.
A loopIndex value is stored to handle this position-shifting
process. Additionally, to select the words for hiding in cover
media from different indexes, a hash function is determined
and employed. The hash function is selected as squarehash
for the implementation for obtaining experimental results.
Additionally, to achieve the random order of selecting words
within the text, any desired hash function can be used. For
the inclusion of the possibility of chaning any word in text,
the maximum value of the hash function should be the count
of the words in the cover text. For this function to produce
different values with each run, a seed value must be specified.
As this seed value is also required during retrieval, it is one
of the variables that need to be stored initially. An example
process of calculating loopIndex and hash values are given in
Figure 1.

FIGURE 1. Stages of obtaining wordIndexes and loopIndex values.

In Figure 1, an example is provided where the word
‘‘Trim’’ will be hidden to demonstrate where the specified
variables are used. In this example, it is assumed that
predictions from the BERTmodel are obtained and words are
replaced. In the first stage, the loopIndex is initialized as 0,
and the word index as 1. Although the word index is given
as 1 in the example, in the case where header information
is included, this index will have larger values. Since the
loopIndex value is 0, a word with ‘‘T’’ at index 0 is desired,
and ‘‘The’’ is found. After this stage, the loopIndex value is
incremented and modulo with the maximum length value is
applied. For this example, this value is chosen as 3. If a larger
value is selected, longer words will be needed. For the success
of the hiding process, this value can be adjusted as desired.
To find the next word index, the current index and seed value
are given to the hash function, resulting in the next word
index. In the example, these values are obtained as 10, 37 and
20, respectively. It’s important to note that the hash function
does not always have to provide indices in an ascending
order, making it more challenging to detect the hidden data.
The alteration of word and letter order through the use of
loopIndex and hash values is performed to complicate the
retrieval of data, aiming to enhance the difficulty in obtaining
the information.

The seed value only affects the value generation of the
hash function. Therefore, any desired integer value can be
chosen as seed value. In the experiments, a random seed value
has also been selected, and the same seed value has been
used for obtaining all the results. Lastly, since the number
of characters to be obtained needs to be known, a charCount
variable needs to be initially stored. A bit-based method
similar to the mechanism in [16] is employed to store these
three values.

To store the values, firstly, the values to be hidden are
converted into a bit sequence and then divided into blocks of
a predetermined size. Each block needs to be hidden over a
word. In the hiding process, a transformer model is provided
with a specific number of words, and the desired word to be
predicted is replaced with the [MASK] tag. In transformers,
a specified number of predictions for the [MASK] can be
made based on the words in the sentence and they can
be provided before or after the masked word. Therefore,
the number of words given before and after the mask is
referred to as the windowSize. As the transformer model
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will make predictions for the masked word within a given
window relative to other words, performing only onemasking
operation within one window is essential for obtaining hidden
data. Thus, the data hiding process starts from the first index
and advances by a full window size at each step to mask
words at these indices, feed them to the transformer model,
and demand predictions that will store the bit sequence. This
value will be 2n for storing n bits. Once the predictions are
obtained, the word at the index that corresponds to the value
of 2n in the generated list will replace the masked word. The
steps of the creation of the header are outlined in Figure 2.

In Figure 2, an example is provided for storing the first
block of the given value 513 within the text. According
to this example, the value 513 is converted to binary as
001000000001. Successively, the values 001, 000, 000,
001 should be stored in the text. To store the value 001 (1)
in the first block, starting from the first index in the text,
the [MASK] label is assigned instead of the word ‘‘I’’ in
the text. Subsequently, a prediction is requested from the
BERT model. Among BERT’s predictions, the word ‘‘you’’,
corresponding to the value 001 or 1, is selected, and the
word ‘‘I’’ is replaced with this word. This process is carried
out for all remaining blocks. After each masking operation,
the window will be advanced. This process is repeated
sequentially for charCount, seed, and loopIndex values.

In the ASCII table, there are a total of 62 characters for
letters and numbers, with 10 between 48 and 57, 26 between
65 and 90, and 26 between 97 and 122. If any of the obtained
binary values does not fall within these ranges, the masking
process cannot be performed as the transformer model
generates words in natural language. Therefore parameter
values from the first stage are not hidden just as the letter-
hidingmethod. In some cases, byte values that will not appear
in any word might be obtained. In such cases, hiding would
not be possible, hence a different approach is taken in the first
stage.

In the second stage, after the loopIndex, charCount and
seed parameters are hidden, the secret message is divided into
letters. A hiding operation is performed for each letter, using
the loopIndex value to determine the index within the word
where the hidden letter will be placed. For each letter the
index containing the word to be masked is obtained using the
hash function. Hash function should generate indexes with
non-overlapping windows. The reason for this is explained
in the previous hiding stage. Once this index is obtained,
the word is masked, and the transformer model is tasked
with making 257 predictions. This value is chosen as 1+256,
with the first word being used for a specific case named
skip element. The reason for choosing 256 is to increase the
likelihood of obtaining the required word for the method. The
method has been designed to allow flexibility in changing this
value as needed.

After making 257 predictions for the word, the process
continues by seeking a word containing the letter to be
hidden at the loopIndex value. If this word is not found
within the prediction list obtained, the word at the skip index,

determined as 0th index, is used to indicate that data cannot be
hidden here. Subsequently, in the next step, a new index value
is determined using a seed and the hiding process continues.
The steps of the data hiding process are given in Figure 3.

In Figure 3, an example is provided for hiding the first letter
of the word ‘‘secret’’ in the second index. In this example,
the loopIndex value is initialized from 0. At this stage, after
creating a window containing the 2nd index value, the word
‘‘I’’ at this index is replaced with [MASK], and predictions
are obtained from the BERT model. Among the predicted
words, it is checked whether there is a word with the letter
‘‘s’’ at the loopIndex index. At this point, in the 4th prediction
the word ‘‘she’’ is found, and the letter at loopIndex (0) is
‘‘s’’. Therefore the word ‘‘I’’ is replaced with ‘‘she’’. If this
condition was not met, the word ‘‘they’’ at the 0th index
is replaced with ‘‘I’’, and the index is changed with hash
function to hide the letter in the next position. After this
operation, the loopIndex value is updated. The pseudocode
for the information hiding stage is provided in Algorithm 1
given below.

Algorithm 1 Information Hiding Stage
predictionSize = 128
Get seedPackets, wordCountPackets, and loopIndexPack-
ets from integer values
Words = split(coverMedia," ")
for i = 0 to len(packets) do
getPacket(p)
Words[index] = ‘‘[MASK]’’
predictions = predict(Words[index : index +

halfWindowSize])
Words[index] = predictions[p]

end for
while counter < wordCount do
index = hash(seed)
Words[index] = ‘‘[MASK]’’
predictions = predict(Words[index − halfWindowSize :

index + halfWindowSize])
skip= predictions[0]
wordList = getWords(loopIndex,predictions)
if len(wordList) > 0 then

words[index] = wordList[0]
else

words[index] = skip
end if

end while
return words as text

In the process of obtaining the information, firstly, the seed,
loopIndex, and charCount values hidden in the first stage are
obtained.

The process begins with the first index. The word at the
obtained index is replaced with the [MASK] tag and is then
fed into the transformer model, including words before and
after it within a window of determined size. The index at
which the word in the prediction list matches the given word
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FIGURE 2. Stages of hiding header information in the cover text.

FIGURE 3. Hiding information in the cover text stage.

is identified, and the binary value of this index is obtained.
This process is carried out for all variables within all blocks,
resulting in the retrieval of integer values for the header
variables. The process of obtaining these values is given in
Figure 4.

In Figure 4, an example is given for obtaining the first
block of the value 513 stored in Figure 2. A portion of the
hidden text, containing the first index and equal to thewindow
size, is taken, and after changing the word at first index
with [MASK], it is given to the BERT model. Subsequently,
predictions are requested from the BERT model. Since the
BERT model will produce the same results for the same
window, the index corresponding to the hidden word ‘‘you’’
is obtained, which is 1. This index is converted to binary (001)
with the block size 3. This process is repeated for all blocks,
and these blocks are combined to obtain the binary value
001000000001 (513). Subsequently, using these obtained
values, the process of retrieving the hidden letters is carried
out.

For retrieving hidden letters, the obtained seed value is
used, and the process of obtaining the indices is carried out
sequentially until the amount of data specified by charCount
is obtained. The words at these indices are fed into the
transformer model with a window, as in the previous stage.
If the word at the index is equal to the 0th word predicted by

the model, this index is skipped. The next index is obtained
using the seed value. If the read word is different from the
0th word, the letter corresponding to the loopIndex value in
this word is read, and the hidden information is obtained in
this manner. Subsequently, the loopIndex value is updated.
This process continues until charCount is obtained. The steps
of this process are provided in Figure 5.
Figure 5 illustrates the retrieval of the hidden letter ‘‘s’’

example in Figure 3. The window obtained using the index
value from the hash function, is given to the BERT model,
and predictions are requested. Here, the word at the index
is present in the 4th index of the BERT model’s predictions,
therefore the letter ‘‘s’’ at the loopIndex value is written to
the output stream. In the case where the searched word is
at index 0, this word will be skipped, and the hash function
will be used to move to the next index. After this stage, the
calculation of the next loopIndex value is also performed. The
pseudocode for the information retrieval stage is provided in
Algorithm 2.

The hiding and retrieving process of header and secret
message onto the text is presented in as an overall schematic
diagram in Figure 6.
In Figure 6, the overall processes of hiding and retrieval

are explained. In the first phase of hiding, three parameters
needed are hidden in words starting from the first index with
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FIGURE 4. Retrieving header information from the stego text.

FIGURE 5. Retrieving hidden information from the stego text.

Algorithm 2 Retrieval of Hidden Text
packetList = []
for i = 0 to len(packets) do
word = Words[index]
Words[index] = ‘‘[MASK]’’
predictions = predict(Words[index : index +

halfWindowSize])
wordIndex = predictions[word]
packetList += toBinary(wordIndex)

end for
outputText = ""
while counter < wordCount do
index = hash(seed)
word = Words[index]
Words[index] = ‘‘[MASK]’’
predictions = predict(Words[index− halfWindowSize :

index + halfWindowSize])
if W ̸= predictions[256] then
outputText+ = word[loopIndex]

end if
Update loopIndex

end while
return outputText

a specified window size. The words overlaid here are used
for the information hiding process, and the suggestions from

the BERT model for the values to be hidden are written in
place of the words corresponding to the desired index. For
the sake of simplifying the diagram, numerical values have
been selected to be storable in a single word. If the values
to be hidden exceed the block size, multiple words are used
for each value. In the second stage, the letters of the hidden
text are successively hidden in the words at the 4th, 7th, and
2nd indices obtained from the hash function. At this stage,
the words underlined are replaced with the words suggested
by the BERT model where the desired letter is found in
the loopIndex value. In the third stage, to obtain data from
the created stego text, the words are read in the same order
to retrieve the header information. In the final stage, index
values are obtained through a hash function until the number
of hidden characters is reached. At each step, it is checked
whether the word at the index has a skip. If not, the letter
in the calculated loopIndex value is obtained to obtain the
hidden message.

For the method to work successfully, the BERTmodel used
for masked language model should have a high prediction
accuracy. Therefore, in the method, two distinct models
are fine-tuned and utilized for masking for Turkish and
English languages. These models are named ‘‘dbmdz/bert-
base-turkish-cased’’ and ‘‘bert-base-cased’’, respectively. For
the Turkish model, sentences from the Sabah newspaper in
the SUDER [35] corpus were used during the fine-tuning
process. For the Englishmodel, the English50mbfile from the
PizzaChili corpus [36] is employed. The loss graphs obtained
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FIGURE 6. Hiding and retrieving data from text.

during the fine-tuning process are presented in Figure 7 for
English (a) and Turkish (b).

Both models are trained for 100 epochs. The selected
number of epochs aimed to achieve comparable and
non-overfitting training and validation loss values for both
models. In training, it is observed that the validation loss
begins to stabilize after 100 epochs. Beyond this point,
continuing the training would result in the training loss
decreasing while the validation loss remains constant. Since
this indicates the model may be overfitting, training is halted
at this stage.

III. EXPERIMENTAL RESULTS
To obtain results, different cover texts and secret messages
needed to be prepared. For obtaining cover texts, a plain text
output containing Cumhuriyet newspaper articles from the
SUDER corpus is obtained for Turkish language. For English
texts, the BookCorpus [37] is used. The SUDER corpus
comprises 2.5 million distinct news texts in the Turkish
language. The BookCorpus encompasses 74 million lines of
sentences in the English language. Both datasets are acquired
in JSON format and underwent preprocessing to transform
them into raw text. To preserve the anonymity of selected
data samples, segments of predetermined sizes are randomly
chosen from these sentences. To enable experimentation with
different scenarios, 10 pieces of 50, 100, and 250Kb sizes
are prepared. This choice is made to align with real-world
scenarios. Preparing 10 instances of each size aimed to
demonstrate the behavior of measurement metrics in various
scenarios.

The length of the hidden message is determined as 25%,
50% and 100% of the embedding capacity of cover texts.

To obtain the total length of bytes for hidden messages,
embedding capacities of cover texts are calculated.

To determine the embedding capacity, it is necessary to
delve into how the method works. The method performs
hiding on words, storing one character per word. The number
of words in themethod is calculated by dividing the text based
on spaces, excluding punctuation WCwords. The method’s
capacity in terms of characters hidden (charCount), the seed
determining where words will be hidden, and the loopIndex
value indicating the extent of character reordering within
words are hidden as 32-bit integers. Given that the number of
bits in each hidden block is denoted as n, the required number
of blocks for each of these values is calculated as:

b = ⌈32/n⌉ . (1)

where b is the block size. The same number of blocks will be
required for the three different values. One word is needed for
each block. To accommodate the storage of these words, half
of the designated window size is used (w/2), and to ensure
that the transformer model’s prediction process for each word
is not disrupted, the overlapping of these windows has been
prevented. In this case, considering that each of these 3 values
is stored along with the window of each word, the required
number of words can be calculated as follows:

WCheader = 3 × b× w/2. (2)

In the next step, each character of the hidden text will be
stored in a word, and each word will require w number
of words without overlapping windows. In this case, the
embedding capacity value under the best circumstances will
be:

ECmax = (WCwords −WCheader )/w. (3)
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FIGURE 7. Training and validation loss values for English (a) and Turkish
(b) models.

The reason of the phrase mentioned as ‘‘under the best
circumstances’’ is that due to inappropriate predictions by the
transformermodel for certainwords, the hiding processmight
not be possible. The obtained value is for a hiding process
with 0 skip operations.

Using the determined capacity values, stego texts are
generated with a language model for half window sizes of 5,
10, and 15. The total byte values of the secret messages are
provided in Table 1. Test results for 3 different scenarios, each
with 3 different sizes of text, have been provided.

Imperceptibility measurements are conducted for perform-
ing tests and comparing the results with other methods.
Imperceptibility refers to the similarity between the cover text
and the stego text. Imperceptibility detection can be achieved
using measures such as perplexity (PPL), KL divergence
(KLD), semantic similarity (SS) [31] and BLEU (bilingual
evaluation understudy) score. Perplexity is the average
occurrence probability of each token in the stego text and it
can be calculated as:

perplexity = 2−
1
n

∑n
i=1 log2(P(xi|x<i)). (4)

Low perplexity implies high imperceptibility. For obtain-
ing the probability distributions of tokens in the text and
calculating their difference, KL divergence is employed. Let
P and Q represent the probability distributions of tokens
in the original and hidden texts, respectively. A lower KL
divergence indicates a higher level of imperceptibility. The
calculation of KL divergence is as follows:

KLD(P||Q) =

N∑
i=1

[p(xi)logp(xi) − p(xi)logq(xi)]. (5)

Another comparative method that can be used is semantic
similarity. In this approach, the cosine distance between the
embeddings of tokens in the cover text and stego text is
calculated. To measure semantic similarity, it’s necessary to
detect the semantic distance for the words. Various models
can be used to achieve this. In this study, since the models
used are based on the BERT model, the sentence similarity
models efederici/sentence-bert-base and emrecan/bert-base-
turkish-cased-mean-nli-stsb-tr, which are also BERT-based
sentence similarity models, have been utilized for similarity
measurement.

Finally, BLEU scores have also been calculated for
measuring the similarity of texts. While BLEU is primarily
used to assess the performance of machine translations, it can
technically be utilized to measure semantic similarity, as it
evaluates the semantic closeness of a given sentence in
comparison to a reference sentence.

To facilitate comparison with other studies, the embedding
rate (ER) calculation from [31] is used, and embedding rate
values for the given calculation are obtained. The resulting
ER, PPL, KLD, SIM, and BLEU values are presented in
Table 2.
In order to ensure a valid comparison for the values

presented in Table 2, the unchanged portion of the text has
not been considered. For instance, when a 25% data hiding
process is applied, values were obtained based on the section
up to the last modified word. This way, the intention was to
prevent the remaining 75% of the text from contributing to
improvements in the results without any changes.

As observed in Table 2, as the half window size decreases
and more words are subjected to the hiding process, the ER
value increases. Upon examining all configurations, there
aren’t significant changes in PPL and KLD values. For
Turkish, higher PPL values are obtained, and it is evident that
changing selected words have a more significant impact on
imperceptibility. The reason some SIM values are 1 is due
to providing results with only 2 decimal points of sensitivity
for English. SIM values are as high as 0.99 for English and
0.88 for Turkish. Finally, when analyzing the BLEU scores,
as expected, the scores increase as the data hiding process
decreases. Even in the worst case, the BLEU value has not
fallen below the 0.78 mark. To facilitate a comparison with
results from other studies in the literature and to evaluate
the proposed method against them, the obtained values are
provided in Table 3.
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TABLE 1. Amount of hidden bytes for each cover text scenario.

TABLE 2. PPL. KLD. SIM and BLEU values for cover and stego texts.

TABLE 3. Imperceptibility results of different methods.

In Table 3, the results from the article [31] are given
under the condition where each bit hidden per word is 5.
For the proposed method, the configuration with the closest
ER values was selected, and the results pertaining to this

configuration were provided. The proposed method hides a
letter for each word, and technically, it hides 8 bits when
other algorithms hide 5 bits per word. Nevertheless, as evident
in the table, it achieves the lowest KLD values and the
highest SIM values compared to other methods. As for PPL,
it appears to be quite successful compared to other methods,
excluding the approaches in [31] and [40].

Additionally, sentence examples demonstrating the differ-
ence between the original and information-hidden data are
provided in Table 4 to illustrate this contrast.

Table 4 highlights words in bold that store letters at the
loopIndex value. In the first example, the letter ‘‘e’’ in
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TABLE 4. Replaced words in cover text for English and Turkish languages.

the word ‘‘every’’ within the cover text is already present
for loopIndex=2, requiring no modification. In the second
example, the word ‘‘would’’ has been replacedwith ‘‘should’’
to store the letter ‘‘s’’ at loopIndex=0. Similar adjustments
have been made in other examples to store the necessary
letters. As evident from the examples, these changes do
not disrupt the sentence structure. Additionally, situations
where words can store letters without alteration contribute to
obtaining better SIM and KLD values.

IV. CONCLUSION
Steganography is a significant field in ensuring information
security by concealing the presence of data. It primarily
focuses on hiding the existence of information, often achieved
at the bit level in many studies. Additionally, methods exist
that perform information hiding through text generation,
embedding data during the generation process.

In this study, a method is proposed that differs from
generation-based approaches. Instead of generating new text,
the method utilizes an existing cover media and employs a

transformer architecturewith aword predictionmechanism to
achieve character-level information hiding. Unlike generative
methods, this approach utilizes a pre-existing cover text,
making the detection of hidden information more challenging
compared to generative techniques.

Many existing methods in the literature work with word
indices, while language models generate suggestions based
on the probability distribution. As the index values increase,
the probability of substituting lower-probability words rises,
potentially increasing the recoverability of the hidden data.
In the proposed method, the use of a specific character at a
certain index in the searched word eliminates the significance
of the predicted word’s index. Consequently, the first suitable
word with the highest probability can be used for data hiding.

The success of the method depends on the language
model’s ability to make accurate predictions or predict dif-
ferent numbers of words. Therefore, employing better-trained
or larger models in the method could result in fewer skip-
ping processes during data hiding, enhancing the method’s
performance. Since the method utilizes the masked language
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modeling feature of models, it can be easily adapted to
different languages and models.

The method achieves a high embedding capacity by
storing one character per word. Although reducing the
window size could increase this capacity, it might diminish
the language model’s capability to make accurate word
predictions, thereby increasing the likelihood of revealing the
presence of hidden data in stego text.

Upon examining the results and comparing themwith other
methods, it’s evident that by achieving close ER values to
other methods and low imperceptibility, the hiding process
can be performed effectively. As a result, this approach
generates more successful outcomes compared to other
methods.

The proposed method demonstrates from the test results
that the difference between stego text and cover text
is minimal, and the low distinguishability of changed
words indicates the success of the method. Lastly in the
link https://anonymous.4open.science/r /MLMCharStego-
4F69, the developed method and models can be accessed.

The proposed model is suitable for hiding text within text,
as it performs hiding based on the letter values and can
hide information in sections corresponding to alphanumeric
characters in the ASCII table. The disadvantage of this
approach is its unsuitability for hiding binary data such as
images, audio, or video. In future studies, training models
compatible with Unicode characters and expanding the
character set will open up the possibility of storing specific
data with preprocessing and transforming operations. The
aim is to carry out this process by mapping binary data to
values in the character set.
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