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ABSTRACT The challenge of bankruptcy prediction, critical for averting financial sector losses, is amplified
by the prevalence of imbalanced datasets, which often skew prediction models. Addressing this, our
study introduces the innovative hybrid model XGBoost+ANN, designed to leverage the strengths of both
ensemble learning and artificial neural networks. This model integrates a comprehensive set of features with
parameters optimized through genetic algorithms, eschewing traditional feature selection approaches. Our
research focuses on an unbalanced dataset of Polish companies and reveals that the XGBoost+ANNmodel,
in particular, exhibits outstanding performance. Optimized using genetic algorithms and without feature
selection, this model achieved the highest AUC (0.958), sensitivity (0.752), and accuracy (0.983) scores,
surpassing other models in our study. This remarkable outperformance, along with the robust results, marks
a substantial advancement in the field of bankruptcy prediction. It underscores the efficacy of our approach
in addressing the persistent challenge of data imbalance, offering a more reliable and accurate solution for
financial risk assessment.

INDEX TERMS Bankruptcy forecasting, predictive analytics, ensemble learning, hyperparameter tuning,
machine learning.

I. INTRODUCTION
The prediction of bankruptcy is a crucial concern in the
financial sector, with significant implications for business
stability and economic health. Accurate predictions of
financial distress are essential, as company bankruptcies
can lead to job losses, supply chain disruptions, reduced

The associate editor coordinating the review of this manuscript and

approving it for publication was Ehab Elsayed Elattar .

tax revenue, and shaken investor confidence, all of which
contribute to economic instability and hinder growth.

Numerous methods for predicting firm bankruptcy have
been proposed, including classical statistical methods,
machine learning, and artificial intelligence [1], [2], [3].
These methods have been applied to both balanced datasets,
where the numbers of failed and successful companies are
nearly equal [4], [5], and to balanced datasets created through
sampling techniques such as under-sampling and over-
sampling (SMOTE) [3], [6]. However, it is nearly impossible
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to have a balanced bankruptcy dataset in the real world,
leading researchers to work with unbalanced datasets where
instances of bankruptcy are far outnumbered by non-bankrupt
cases. To address this imbalance, studies have applied
various models—hybrid, statistical, individual, and ensemble
machine learning—to such datasets [7], [8]. Although some
of these methods have not produced satisfactory results and
require further improvement, it is critical to adequately train
models on all classes of data to ensure accuracy during
testing.

Given the explosion of data and the quest for more
precise results, hybrid machine learning methods are increas-
ingly popular. We propose the use of the hybrid method
XGBoost+ANN. These machine learning algorithms, capa-
ble of processing vast quantities of data, aid in making
superior business decisions. Our approach also includes
individual and ensemble machine learning methods (SVM,
RF, and XGBoost), as well as feature selection and opti-
mization techniques, which further enhance results. Selecting
the right metrics to evaluate performance on skewed datasets
is vital [9], and our review suggests that AUC is the most
appropriate measure.

The paper is organized as follows: Section II reviews
relevant literature; Section III details the research methodol-
ogy and describes the proposed method configurations; and
Section IV presents and discusses results using a publicly
available Polish company dataset. Using public data allows us
to compare our approach against others previously published,
ensures the reproducibility of our results, and demonstrates
that our proposed hybrid method outperforms existing ones.
Section V concludes by summarizing the research’s strengths
and weaknesses and suggesting directions for future research.

II. RELATED WORK
Bankruptcy prediction, a crucial field within finance and risk
management, has developed in tandem with advancements in
data analysis, statistical methods, and modern computational
tools. Originally, simple statistical techniques were used to
analyze financial ratios to identify patterns indicative of
bankruptcy risk [3]. A significant development was Edward
Altman’s Z-Score model, which combined multiple financial
ratios into a single predictive score [3].While statistical meth-
ods were once dominant in bankruptcy prediction, the emer-
gence of machine learning has caused a shift, offering advan-
tages over traditional statistical approaches [3], [4], [10], [11].

Various single machine learning models, such as logistic
regression (LR), support vector machines (SVM), decision
trees (DT), and rule-based models like jRip and J48, have
been applied to both balanced and unbalanced datasets for
bankruptcy prediction, with DTs noted for their consistent
performance across dataset types [12]. However, models
like LR and SVM can struggle with unbalanced datasets.
Ensemble methods, including Random Forest, AdaBoost,
Gradient Boosting, XGBoost, and CatBoost, have improved
predictive performance, with Random Forest and XGBoost,

in particular, being known for their accuracy and robustness
in handling diverse datasets [13], [14], [15], [16].

Multilayer perceptron, a type of artificial neural net-
work (ANN), has also gained attention in bankruptcy
prediction [17], [18], [19], [20]. Recent trends include the
exploration of hybridmodels that combine different machine-
learning algorithms [21] and domain knowledge to improve
accuracy and robustness. Notable among these are theHAOC,
which integrates oversampling frameworks with the cBoost
algorithm [6], and a two-stage hybrid learning approach that
combines statistical and machine learning clustering with
classification [22].
Feature selection and optimization techniques are equally

important in refining predictive models. These methods range
from model-free algorithms to gradient-based and Bayesian
optimization. Metaheuristic algorithms, such as genetic algo-
rithms (GA) and particle swarm optimization (PSO), often
provide effective solutions for complex problems [23], [24].
GAs are particularly significant in efficiently identifying
relevant features.

A class imbalance in financial datasets, typically biased
towards solvent companies, presents a major challenge.
It often leads to the misclassification of the minority
class [6], [8], [12], [15], [19], [25], [26], [27]. To address
this, class-balancing methods like under-sampling, oversam-
pling (including SMOTE and its variants), and combined
techniques are frequently used. Some studies also explore
unbalanced datasets without prior class balancing [7],
[8], [13], [24]. The ongoing development in bankruptcy
prediction reflects the continuous pursuit of more accurate,
efficient, and reliable methods to anticipate financial distress
and mitigate its effects.

Despite these advancements, challenges persist due to
the evolving nature of financial data and inherent class
imbalances in datasets. This necessitates the development of
more robust and precise methodologies. The dynamic field
of bankruptcy prediction demands innovative approaches that
can adapt to diverse datasets, manage class imbalances, and
enhance the accuracy and efficiency of predictive models,
ensuring reliable predictions of financial distress and its
mitigation. To address these challenges, the followingmethod
is proposed in the next section:

III. PROPOSED METHOD
The proposed method encompasses a five-stage process out-
lined in Figure 1, starting with data collection and followed
by rigorous data preprocessing. Parameter optimization is
then performed to fine-tune the models for peak efficiency.
Subsequently, feature selection techniques are applied to
determine the most relevant features. Finally, the proposed
model is implemented along with existing classifiers to
enable accurate predictions.

A. DATASET
The dataset utilized in this study encompasses data on the
bankruptcy of Polish companies. This dataset is well-known
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FIGURE 1. Flowchart of the proposed method.

TABLE 1. Polish company dataset description.

and extensively utilized in financial distress prediction
research [9], [13], [24], [28]. The data, which pertains to
the probability of bankruptcy for Polish businesses, was
sourced from the Emerging Markets Information Service
(EMIS) database, providing details on global emerging
markets. It consists of 7027 instances and 64 attributes and
is accessible from the UCI Machine Learning Repository
(https://doi.org/10.24432/C5F600). Table 1 contains detailed
information about the dataset.

B. DATA PREPROCESSING
Data preprocessing is of critical importance in data sci-
ence and machine learning. It ensures the data is clean,
standardized, and ready for use, thereby enabling machine
learning models to make accurate predictions, uncover
valuable insights, and support informed decision-making
across various applications. The data preprocessing steps
undertaken in this study are as follows:

• Data Cleaning: Missing values are addressed through
mean imputation, which involves replacing the missing
values in each columnwith the column’smean. This step
is crucial to ensuring the completeness and cleanliness

of the data and resolving any issues with missing or
unknown values.

• Normalization: The data is normalized using the Min-
Max normalization technique (see equation 1), which
scales all numerical features to a range of [0, 1], provid-
ing consistency in scale [29]. Min-Max normalization
is critical for machine learning algorithms, such as
SVM and ANN, that depend on distance calculations or
gradient-based optimization, as it prevents certain fea-
tures from overpowering others due to scale differences.

X ′
=

X − min (X)

max (X) − min(X )
(1)

where X ′ represents the normalized value, X represents
the actual value, and min (X) and max (X ) represent the
minimum and maximum values of X , respectively [30].

C. PARAMETER OPTIMIZATION
Parameter optimization is a critical step in creating an
effectivemachine-learningmodel. This process involves fine-
tuning hyperparameters to optimize model performance.
Hyperparameters, which dictate the behavior of a learning
algorithm, are crucial for the success of machine learning
methods with numerous hyperparameters, such as Random
Forest (RF), XGBoost, Support Vector Machines (SVM),
and Artificial Neural Networks (ANN). The process of
finding optimal hyperparameters is known as parameter opti-
mization [23]. Metaheuristic optimization methods, inspired
by natural processes, are frequently used to efficiently
navigate large parameter spaces. This study employs genetic
algorithms and PSO for parameter optimization.
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Genetic algorithms are chosen for their robustness and
proven effectiveness in exploring large and complex search
spaces, mimicking the process of natural evolution to
efficiently navigate towards optimal solutions. They excel
in handling both discrete and continuous variables, making
them versatile for various parameter optimization tasks. Par-
ticle swarm optimization is used for its simplicity and ability
to converge quickly to a near-optimal solution. Inspired by
the social behavior patterns of animals, PSO is particularly
effective in multidimensional search spaces, where it lever-
ages collective and individual learning processes to guide the
search, thus complementing the evolutionary search approach
of genetic algorithms.

1) GENETIC ALGORITHM (GA)
The Genetic Algorithm (GA), a method of evolutionary com-
putation, is based on the principles of natural selection [31].
In GAs, individuals best suited to their environment are
more likely to survive and pass on their traits to subsequent
generations. As generations progress, the population evolves,
comprising both superior and inferior individuals who inherit
characteristics from their predecessors. Over time, less
fit individuals are naturally eliminated, while the fitter
ones survive, producing more capable offspring. The most
adaptable individual is eventually identified as the global
optimum after many generations [23]. GA is renowned
for its efficient search capabilities in large solution spaces,
adaptability across various domains, and resilience to noise
and local optima, making it a powerful tool for parameter
optimization in machine learning.

The efficiency of GA in searching for and selecting the
most suitable combinations of parameters or features for a
given problem by emulating natural selection and evolution
processes is the reason for its use in this study for both
parameter optimization and feature selection.

2) PARTICLE SWARM OPTIMIZATION (PSO)
PSO is a population-based optimization algorithm inspired
by the social behavior of animals, such as birds and fish.
It seeks the optimal solution by effectively exploring the
search space [37]. The population, or swarm, comprises
individuals known as particles, each defined by a specific
position and velocity.

The PSO process involves iterative improvement of
solutions. Each particle updates its position based on its best
experience (pbest) and the overall best swarm experience
(gbest). The swarm’s collective knowledge and individual
experiences guide the particles in exploring promising
regions of the search space. Position and velocity updates
occur at each iteration, as defined by the following equa-
tions [32]:

Velocity Equation : Vm(i+ 1)

= w(i) × Vm(i) + c1 × r1(pbestm(i)xm(i))

+ c2 × r2(gbest(i)xm(i)) (2)

Position Equation : Xm(i+ 1)

= Vm(i+ 1) + xm(i) (3)

Here, xm and Vm represent the particle’s position and
velocity, respectively. m is the particle index and i denotes
the iteration number. The inertia weight is w, while c1
and c2 are learning factors. r1 and r2 are random values
between 0 and 1, and Nump and Numi denote the total
number of particles and the maximum number of iterations,
respectively.

The fitness function evaluates the performance of each par-
ticle’s position, guiding the optimization of hyperparameter
values for a specific task. PSO continues through iterations
until either a predetermined number is completed or a specific
fitness level is achieved, according to the chosen termination
criteria.

Given its ability to efficiently explore multidimensional
search spaces and facilitate the discovery of near-optimal
solutions through dynamic particle interaction, PSO is used
in this research for parameter optimization.

D. FEATURE SELECTION
A typical real-world dataset may possess numerous features.
Feature selection is the process of selecting a subset of
pertinent features from a larger pool, aiming to reduce
data dimensionality by retaining only relevant features and
discarding the irrelevant or redundant ones [33]. This study
employs genetic algorithms (GA) for feature selection,
a method that is part of the random feature selection category
(see Figure 2).

1) GENETIC ALGORITHM (GA)
GA, a pioneering population-based stochastic algorithm,
operates on selection, crossover, and mutation processes [34].
The components of GA include [31]:

• Population: GA begins with an initial population of
potential solutions (feature subsets), each represented by
a binary string, where each bit signifies the inclusion or
exclusion of a feature.

• Fitness Function: This function evaluates the quality
of each solution (feature subset) by quantifying its
performance in the machine learning task, thereby
determining the likelihood of each solution’s selection
for reproduction.

• Selection: Solutions are chosen from the population
based on their fitness scores, with higher fitness
increasing the chances of selection.

• Crossover: Selected feature subsets undergo genetic
recombination to produce new candidate solutions
(offspring), promoting diverse and potentially improved
feature combinations.

• Mutation: Random changes are introduced to some indi-
viduals, adding diversity and enabling the exploration of
new feature combinations.
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FIGURE 2. Genetic algorithm [34].

• Terminate: The algorithm concludes after a set number
of generations or uponmeeting a fitness-related stopping
criterion.

GA seeks the most informative feature subset, iterating
across generations to refine the set and enhance model
accuracy.

E. CLASSIFICATION METHODS
This study employs three classification methods—Random
Forest (RF), Extreme Gradient Boosting (XGBoost), and
Support Vector Machine (SVM)—selected for their prevalent
use in bankruptcy prediction. Random Forest’s ensemble
approach, which combines multiple decision trees, provides
robustness against class imbalance, a common challenge
in bankruptcy datasets. This robustness stems from its
ability to reduce variance and overfitting, making the model
more generalizable to diverse data scenarios. XGBoost’s
boosting technique is adept at adapting to minority class
patterns, which is crucial in bankruptcy prediction where
default cases are often less represented. It achieves this
by sequentially focusing on and correcting misclassified
instances from previous iterations, thus enhancing the overall
predictive power. SVM, known for its effectiveness with
high-dimensional data, can effectively create decision bound-
aries through the use of appropriate kernel functions. These
kernels transform the data into a higher dimension where it
becomes easier to segregate classes linearly, making SVM
particularly useful for complex patterns often encountered in
financial data. Collectively, thesemethods enhance predictive
accuracy in the context of imbalanced bankruptcy data by

FIGURE 3. Proposed hybrid methods.

leveraging their individual strengths—RF’s variance reduc-
tion, XGBoost’s focus on misclassifications, and SVM’s
kernel trick—to address the unique challenges of bankruptcy
prediction.
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TABLE 2. The selected features were found by the genetic algorithm.

1) RANDOM FOREST (RF)
Introduced in 2001, RF is an ensemble learning method that
combines the predictions of multiple decision trees. It uses
bootstrapping to train each tree on different data subsets, with
the final prediction determined by the majority vote of these
trees [35]. RF is renowned for its accuracy, efficiency, robust
handling of missing data, and ability to process extensive
feature sets [36].

2) EXTREME GRADIENT BOOSTING (XGBOOST)
XGBoost is a gradient-boosting framework designed to
improve the performance of weak learners through iterative
enhancements. It optimizes an objective function using gradi-
ent descent techniques. XGBoost is notable for its accuracy,
interpretability, and effectiveness in handling missing data
and class imbalances [10].

3) SUPPORT VECTOR MACHINE (SVM)
SVM operates by searching for the optimal hyperplane
to maximize the margin between different classes. The
support vectors are the data points that are nearest to this
hyperplane. SVM excels at managing high-dimensional data
and is particularly robust against overfitting. This makes
it suitable for handling both linear and non-linear data
sets [37].

F. PROPOSED HYBRID METHOD
The proposed hybrid model, XGBoost+ANN, integrate
multiple models to improve accuracy and robustness (see
Figure 3). We use the meta-learning concept, with ANN
serving as the meta-model that synthesizes predictions from
the base models (XGBoost and ANN).

The dataset is split 80/20 for training and testing, with
further partitioning for validation. Base models are trained
on the training data and evaluated on the validation data. The
meta-model is trained on the predicted probabilities from the
base models and tested on the original test data to gauge
performance.

G. EVALUATION METRICS
To gauge the predictive efficacy of the models in this study,
various performance metrics are employed, each chosen for
its specific relevance to the context of bankruptcy prediction.
Five key metrics have been selected: accuracy, precision,
AUC (Area Under the Curve), sensitivity, and specificity.

1) ACCURACY
Accuracy is a prevalent metric in classification tasks.
It measures the ratio of correctly predicted instances (true
positives and true negatives) to the total dataset instances,
essentially reflecting the model’s proficiency in correctly
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TABLE 3. The optimal hyperparameter found by the GA.

TABLE 4. The optimal hyperparameter found by PSO.

TABLE 5. Comparative results between the proposed hybrid method and other methods with all features.

TABLE 6. Comparative results between the proposed hybrid method and other methods with selected features.

classifying data points. The accuracy formula, as provided
by [9], is:

Accuracy =
TP+ TN

TP+ FP+ TN + FN
(4)

Here, TP represents True Positives, TN represents True
Negatives, FP stands for False Positives, and FN denotes
False Negatives. Accuracy is important as it provides a
straightforward measure of the model’s overall effectiveness,
covering all classifications.

2) PRECISION
Precision is crucial in binary classification to assess the
model’s capability to minimize false positives. It calculates

the fraction of true positive predictions over all positive
predictions made by the model, as shown in Equation 5 [9]:

Precision =
TP

TP+ FP
(5)

Precision is particularly significant in bankruptcy predic-
tion, where the cost of false positives (predicting bankruptcy
incorrectly) is high.

3) AREA UNDER THE CURVE (AUC)
AUC, or Area Under the Curve, is a key performance
indicator in binary classification. The Receiver Operating
Characteristic (ROC) curve plots the binary classifier’s
performance across different thresholds. AUC, representing
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FIGURE 4. RF, SVM, XGBoost, and XGBoost+ANN with all features and parameters optimized by GA.

the area beneath the ROC curve, provides a singular
value reflecting the model’s aptitude for distinguishing
between positive and negative classes. AUC values range
from 0 to 1, with values closer to 1 indicating excellent
model performance and those closer to 0 indicating poor
performance.

Specifically, values within the range of 0.9 to 1 are
considered exceptional, values from 0.7 to 0.9 are deemed
good, and values below 0.7 are indicative of inadequate
performance [25]. The formula for AUC, as provided by [38],
is:

AUC =
S0 − n0(n0 + 1)/2

n0n1
(6)

Here, n0 and n1 are the numbers of positive and negative
examples, respectively, and S0 =

∑
ri, where ri is the

rank of the ith positive example in the ranked list. AUC is
beneficial for imbalanced datasets as it accounts for the true
positive and false positive rates across varying thresholds,
thus providing a more nuanced metric for unbalanced data
scenarios. It appraises the model’s ranking efficacy for
instances irrespective of class distribution, making it a more
comprehensive measure in such contexts.

4) SENSITIVITY
Sensitivity, also called true positive rate or recall, measures
the proportion of actual positive samples correctly predicted
by the model. It’s calculated as the ratio of True Positives
(TP) to the sum of True Positives (TP) and False Negatives
(FN), as shown in Equation 7 [24]. Sensitivity is crucial for
identifying companies at risk early on and capturing the most
actual positive instances.

Sensitivity =
TP

TP + FN
(7)

5) SPECIFICITY
Specificity measures the proportion of actual negatives
correctly identified by the model. It’s calculated as the ratio
of True Negatives (TN) to the sum of True Negatives (TN)
and False Positives (FP), as shown in Equation 8 [24].
A high specificity indicates that the model is very good
at accurately distinguishing non-bankrupt companies. In the
context of bankruptcy prediction, high specificity is desirable
as it minimizes the misclassification of financially stable
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FIGURE 5. RF, SVM, XGBoost, and XGBoost+ANN with all features and parameters optimized by PSO.

companies as bankrupt.

Specificity =
TN

TN + FP
(8)

IV. RESULTS AND DISCUSSION
The dataset under study was divided into training and testing
sets, with an 80/20 split. Stratified 10-fold cross-validation
was used to evaluate the model’s performance, ensuring
a consistent class distribution across folds—beneficial for
imbalanced datasets.

A. SELECTED FEATURE
A genetic algorithm narrowed down the feature set
from 64 to 33, as shown in Table 2.

This subset was determined by exploring various feature
combinations over multiple generations and optimizing the
classification methods used.

B. RESULT OF PARAMETER OPTIMIZATION
Different search spaces were defined for each parameter and
optimizer, with GA and PSO being the chosen optimization
methods. The optimal parameter values identified are listed

in Tables 3 and 4. For the Random Forest model, the
‘n_estimators’ and ‘max_depth’ hyperparameters were found
to be particularly influential. In the case of the= SVMmodel,
the ‘C’, ‘kernel’, and ‘gamma’ parameters played a signif-
icant role. For the Extreme Gradient Boosting (XGBoost)
model, the ‘learning_rate’ and ‘gamma’ parameters were
fine-tuned, a process that proved to be especially beneficial
for handling unbalanced datasets.

C. METHODS PERFORMANCE ANALYSIS
The performance of our proposed hybrid method was
compared with traditional classification methods under two
scenarios, with the best results highlighted in bold in
Tables 5 and 6.

In Table 5, the XGBoost+ANN hybrid model, with its
full range of features, demonstrates outstanding performance
in terms of AUC, accuracy, and sensitivity. After careful
parameter optimization using Genetic Algorithms (GA), this
hybrid model achieves an AUC of 0.958, an accuracy of
0.983, and a sensitivity of 0.752. When Particle Swarm
Optimization (PSO) is employed for parameter tuning, the
model maintains a strong AUC of 0.939, with accuracy
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FIGURE 6. RF, SVM, XGBoost, and XGBoost+ANN with selected features and parameters optimized by GA.

and sensitivity slightly higher at 0.982 and 0.656. The
XGBoost+ANN hybrid model also provides a higher
specificity of 0.996.

In contrast, XGBoost excels in precision and specificity,
reaching peaks of 0.950 and 0.998 when optimized with GA.
Additionally, the RF model exhibits commendable precision
(0.942) when optimized with PSO.

Table 6 continues to highlight the impressive performance
of the XGBoost+ANN hybrid model, particularly in AUC,
sensitivity, and specificity, with a score of 0.953, 0.712,
and 0.999. When GA is used for parameter optimization,
XGBoost achieves the highest accuracy of 0.982. The
XGBoost+ANN with PSO reflects an admirable AUC of
0.936, closely followed by an accuracy of 0.981, with
exceptional specificity at 0.997, while its sensitivity stands
at 0.627. Interestingly, the RF maintains strong precision,
delivering values of 0.956 and 0.959 with GA and PSO
optimization, respectively.

The remarkable performance of the XGBoost+ANN
hybrid model can be attributed to XGBoost’s efficient
handling of structured data and ANNs’ ability to capture
complex relationships in unstructured data. This combination
leverages their complementary strengths. Meticulous param-
eter optimization, combined with strategies to address class

imbalance, significantly enhances the predictive accuracy of
the XGBoost+ANN hybrid model in bankruptcy prediction.
Notably, the focused use of selected features allows XGBoost
to concentrate on the most relevant information, reducing
overfitting and achieving improved model accuracy, espe-
cially when fine-tuned through GA.

Conversely, the RF method stands out for its precision
across different scenarios and optimization techniques (GA
and PSO). Utilizing selected features boosts RF’s potential
to identify interactions and data noise, while optimization
via GA and PSO fine-tunes RF’s parameters to better suit
the extensive feature set, resulting in superior precision.
In summary, the XGBoost+ANN hybrid method exhibits
superior performance in AUC, accuracy, sensitivity, and
specificity, particularly when optimized with GA and PSO.
Meanwhile, RF shows remarkable precision, especially with
PSO optimization. In contrast, SVM displayed comparatively
weaker performance.

The comparative performance of models using all features
versus a selected subset of features is presented in Figures 4
to 7, illustrating AUC values through ROC curves.

In Figure 4, with GA optimization for all features,
RF displays limited discriminative ability, indicated by an
AUC of 0.66. Conversely, SVM shows poor performance
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FIGURE 7. RF, SVM, XGBoost, and XGBoost+ANN with selected features and parameters optimized by PSO.

TABLE 7. Comparison of the proposed hybrid model XGBoost+ANN with earlier research using a Polish company dataset.

with an AUC of 0.50, potentially due to sensitivity to
noise or complex underlying patterns. XGBoost, with a
moderate AUC of 0.77, demonstrates a reasonable ability to
differentiate between classes. The XGBoost+ANN hybrid
model, however, excels with an AUC of 0.96, showcasing
very high discriminatory power and robust performance.

Figure 5, using PSO optimization for all features, shows
an improvement in RF’s performance to an AUC of 0.69,
implying that PSO aids in more effective model parameter
tuning. The SVM, with an AUC of 0.50, struggles to discern
patterns. XGBoost shows reasonable performance with an

AUC of 0.78, and the XGBoost+ANN hybrid model again
excels with an AUC of 0.94, characterized by a notable
improvement in the ROC curve, highlighting the effective
synergy between boosting algorithms and neural networks.

Figures 6 and 7, featuring the use of GA and PSO with
selected features, respectively, exhibit similar trends. The
hybrid model consistently shows enhanced discriminative
power across different optimization strategies, as evidenced
by the marked improvements in AUC values. The analysis
underscores the effectiveness of hybrid machine learning
methods compared to single and ensemble methods in
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handling the unbalanced Polish company dataset. Overall,
optimization with GA tends to yield better results than with
PSO. Interestingly, feature selection with GA had a minimal
impact on performance, demonstrating the robustness of the
hybrid models in various configurations.

D. PERFORMANCE COMPARISON
A comparative analysis presented in Table 7 between our
proposed hybrid model and models from previous research,
all applied to an unbalanced dataset, reveals that the
XGBoost+ANN hybrid model outshines all others in terms
of AUC (0.958) and accuracy (0.983).

This high performance was particularly notable when no
feature selection was applied and parameters were optimized
using Genetic Algorithms (GA). Notably, the CS-XGB
model [13] achieved the second-highest AUC score of
0.955, despite not employing feature selection, parameter
optimization, or data balancing techniques.

Conversely, the lowest AUC recorded was 0.735 for the
AP (70%) + LR method [7], and the lowest accuracy
was observed at 0.970 for the ANN+PSO+MSE and
ANN+CSO+MSE [24] models. It’s worth mentioning that
models like MOCS [9] and IFNA+backflowXGB [28] were
applied to balanced datasets, utilizing a strategic combination
of over-sampling (SMOTE and ADASYN) and under-
sampling (RUS and Tomek) methods. This approach to
dataset balancing sets thesemodels apart from the unbalanced
dataset scenarios that our proposed hybrid model explored.

V. CONCLUSION
Predicting bankruptcy is crucial for the early warning
and sustainability of companies. This research contributes
significantly to this domain by introducing the hybrid
method XGBoost+ANN, particularly focusing on enhancing
prediction performance in unbalanced datasets. Our findings,
substantiated by experiments using the Polish company
dataset and comparisons with various benchmark models,
have validated the effectiveness of these hybrid approaches.

A key highlight from our study is the exceptional
performance of the XGBoost+ANN hybrid model. In com-
parative analysis, this model significantly outperformed
others, achieving an AUC of 0.958 and an accuracy of 0.983.
These results are even more impressive considering they
were achieved without feature selection and with parameters
optimized using GA.

The study’s approach to class imbalance, employing
GA and PSO for parameter optimization without resorting
to complex resampling methods, proved effective. The
XGBoost+ANN model, in particular, demonstrated a robust
capability to handle unbalanced datasets, outshining tradi-
tional models in both accuracy and AUC metrics.

Despite these promising results, the research has areas for
further exploration. The consistent use of ANN in hybrid
models suggests the potential for investigating different
combinations and approaches to refine accuracy further.
Additionally, the effectiveness of GAs in feature selection

could be enhanced with alternative methods. Future research
will focus on these areas, including the application of
advanced deep learning methods like LSTM and GRU and
extending validations to diverse datasets like the ongoing
Malaysian bankruptcy dataset.
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