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ABSTRACT Viewport-based 360-degree video delivery is a typical method to reduce video traffic for
virtual reality (VR) applications. However, viewport-based solutions cause key issues in multi-user VR
applications, including high video traffic due to redundant video transmission across multiple headset
users and quality degradation due to viewport transitions. These problems occur in both camera-to-server
and server-to-user video transmissions. In this study, we propose a 360-degree video delivery scheme for
multi-user VR applications. To overcome the above issues, the proposed approach includes appropriate
quality and transmission control for camera-to-server and server-to-user video transmissions. The camera
extracts the estimated potential region from the dual fisheye video. The server controls recompression at
the server to follow the viewport transition and hybrid unicast and multicast tile delivery to avoid redundant
transmissions. Evaluations using 360-degree video and corresponding fixation points from multiple users
show that the proposed scheme prevents redundant transmissions across multiple headset users and provides
better viewport quality for each user under the same video traffic. For example, the proposed scheme reduces
video traffic by up to 36.4% compared to the existing viewport-based 360-degree video delivery scheme for
ten headset users.

INDEX TERMS Virtual reality (VR), dual fisheye, hybrid multicast and unicast.

I. INTRODUCTION
With the widespread adoption of virtual reality (VR) headsets
and 360-degree cameras, VR services are expected to be
used in a variety of fields such as medicine, education,
and entertainment. In such services, multiple users can
simultaneously view the same 360-degree video in real-time
from different perspectives through their headsets.

The simplest way to deliver end-to-end 360-degree video
is to encode the full resolution 360-degree video from the
360-degree camera and send it to users over networks. Each
user then views a portion of the 360-degree video, called a
viewport, on their headset. However, this approach causes
video quality degradation under the limited bandwidth both
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the camera-to-server and the server-to-user networks because
the resolution of the 360-degree video is even larger. Existing
studies have mainly proposed viewport-based 360-degree
video delivery to reduce the required traffic between the
server and users. Specifically, each user sends the position
of its viewport to the server, and the server encodes and
sends back the part of the 360-degree video corresponding
to the given viewport position. Typically, the resolution of
a viewport is about one-eighth of the full resolution of the
360-degree video.

However, viewport-based 360-degree video streaming
schemes suffer from three challenging issues. The first issue
is still the large amount of traffic between the camera
and server networks. The existing studies assumed that the
360-degree camera sends the full resolution of 360-degree
video frames to the server because they assumed a wired
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connection between the 360-degree camera and the server.
However, the networks between the 360-degree camera and
the server are not broadband, such as wireless networks
and best-effort networks. The bandwidth limitation between
the 360-degree camera and the server causes the quality
degradation of the 360-degree video.

The second issue is large video traffic due to redundant
transmissions between users. When multiple users request
the same 360-degree video through their headset, each user’s
requested viewport from each user overlaps with the viewport
of other users. The overlapping areas cause duplicate video
transmissions between users, and the traffic increases with
the number of users.

The third issue is quality degradation due to time
variation in each user’s viewport. Each user’s viewport moves
according to eyemovement during video playback. If the end-
to-end delay between the 360-degree camera and the headset
users is long, a portion of the 360-degree video is encoded
and transmitted to the users based on the previous viewport
position. Quality degradation and stuttering occur when the
gap between the previous and current viewport positions is
large.

This study proposes a novel end-to-end 360-degree video
delivery scheme to address the above three issues. The main
contributions of the proposed scheme are threefold. The
first contribution is to design a viewport-based 360-degree
video delivery for dual fisheye video to reduce the video
traffic between the 360-degree camera and the server. The
second contribution is to classify the regions within the
360-degree video frames and the bit allocation algorithm for
each region based on the requests from multiple users. The
third contribution is to use multicast and unicast to send
bit-allocated tiles to multiple users to eliminate redundant
transmissions between users. We conducted evaluations
using 360-degree video and the corresponding fixation point
datasets. The evaluation results show that the proposed
scheme reduces the required traffic between the 360-degree
camera and the server, and such traffic reduction improves the
end-to-end viewport quality under the same required traffic.
In addition, the proposed scheme reduces the performance
degradation under a long end-to-end delay by estimating the
viewing region from the past fixation points.

II. RELATED WORKS
Our study is related to viewport-based 360-degree video
delivery and multi-user 360-degree video delivery.

A. VIEWPORT-BASED 360-DEGREE VIDEO DELIVERY
When a full-resolution 360-degree video is transmitted over
band-limited networks, the received video quality of the
360-degree video is degraded due to the large amount of
traffic. User’s viewport-based 360-degree video delivery
has been proposed to deliver high-quality 360-degree video
over band-limited networks. The key idea of viewport-based
delivery is that the server adaptively encodes the 360-degree
video according to each user’s viewport.

To implement viewport-based 360-degree video delivery,
some studies [1], [2], [3], [4], [5], [6] have designed tile-
based 360-degree video delivery. Specifically, the server
maps the captured dual fisheye video to the equirectangular
format and divides the equirectangular video into multiple
tiles. Each tile is independently encoded and delivered to
the user according to the user’s perspective. In [1] and [2],
the server encodes and sends only the tiles corresponding
to the user’s viewport. In [3] and [4], the server obtains the
display probability of each tile and adaptively assigns bits
to each tile according to the probability. In [7], standardized
scalable video coding, i.e., scalable high-efficiency video
coding [8], was used for viewport-based 360-degree video
delivery. Specifically, a server encodes an entire 360-degree
video into a base layer for baseline quality and the tiles
corresponding to the viewport into enhancement layers for
quality enhancement. Tile size optimization is discussed
in [5]. In [6], the authors defined a quality model that
considers the speed of the fixation point motion, the pixel
luminance fluctuation, and the objects around the fixation
point to determine the compression ratio of each tile.

Viewport-based 360-degree video delivery can reduce
traffic, while mispredicting the viewport position can degrade
video quality. Some studies aim to accurately estimate the
viewport position to reduce the quality degradation [1],
[9], [10], [11], [12], [13], [14]. The existing studies can
be classified into regression-based [1], [9], [10], [11] and
learning-based methods [12], [13], [14]. The regression-
basedmethods estimate future viewport positions using linear
regression [9], [11] and weighted linear regression [1], [10]
based on the user’s past head orientation. The learning-
based methods estimate the viewport position based on the
saliency maps and the user’s head orientations using deep
learning architectures [12], [15]. Specifically, convolutional
neural networks and long short-term memory (LSTM) were
combined [15] and recurrent neural networks and LSTMwere
combined [12] for viewport prediction.

B. MULTI-USER 360-DEGREE VIDEO DELIVERY
Some studies extend the viewport-based 360-degree video
delivery schemes to the multi-user environments [7], [16],
[17]. The existing studies can be classified into on-demand
and live services.

The recent work [18] proposed a multi-user 360-degree
video delivery for live services. In the live services, a server
unicasts the tiles corresponding to the viewport to each
headset user. In this case, redundant video transmission may
occur between the headset users when the viewport of some
users overlaps with that of other users. The proposed scheme
in [18] selectively uses unicast and multicast for each tile to
prevent redundant video transmissions.

For the on-demand service, existing studies have intro-
duced edge servers for multi-user 360-degree video delivery.
Edge servers in [19], [20], [21], and [22] cache the 360-degree
video for low-delay 360-degree video delivery. Specifically,
they estimate the popularity of each tile and cache the popular
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tiles to the edge servers near the users. An edge server in [23]
transcodes the received video from the remote server for
bit allocation and multicasts some tiles to multiple users to
prevent buffer exhaustion in each user. Another study in [24]
uses an image processing technique for smooth playback, i.e.
frame interpolation.

C. CONTRIBUTIONS OF OUR STUDY
The proposed scheme is the multi-user 360-degree video
delivery scheme for live services. Specifically, the server
divides the full-resolution 360-degree video into multiple
tiles and determines the bit allocation and transmission
methods for each tile based on the fixation points of each user.
Unlike existing 360-degree video delivery schemes and our
previous work [18], the proposed scheme reduces the end-to-
end traffic from the camera to the users.

For this purpose, in the proposed scheme, the server detects
potential regions that may be displayed by headset users on
the dual fisheye format based on user feedback, and sends
the coordinates of the potential regions to the 360-degree
camera. The 360-degree camera discards the pixels outside
the potential regions and encodes the video frames in the
dual fisheye format. By removing the redundant pixels on
the 360-degree camera, the quality on the user’s headset is
improved.

III. PROPOSED SCHEME
A. OVERVIEW
Fig. 1 shows the end-to-end architecture of the proposed
scheme. A 360-degree camera captures 360-degree video
in the dual fisheye format. A server is connected to the
360-degree camera. Let R (bps) be the available bandwidth
between the 360-degree camera and the server. In addition,
one or more headset users are simultaneously connected to
the server. The available bandwidth between each headset
user and the server is R̂, and the total available bandwidth
between the server and all the headset users is R̄ ≥ R̂.

The 360-degree camera encodes and sends the video
frames in the dual fisheye format, and the server maps the
video frames to an equirectangular format [25] for encoding
and transmission. Each headset user frequently sends his/her
perspective information to the server. We consider the
fixation point p in the equirectangular format to be sent
back by each headset user. The server determines the user’s
viewport based on the received fixation point and the field
of view (FoV) of each user’s headset. In this paper, the
FoV is assumed to be 90 degrees. The server also calculates
the coordinates of the viewport in the dual fisheye format.
The coordinates are then sent to the 360-degree camera. The
360-degree camera discards the corresponding pixel values
based on the coordinates prior to encoding and transmission.

B. CAMERA-SIDE OPERATIONS
Each headset user sends the coordinates of the fixation
point in a 3D Cartesian coordinate (x, y, z). Based on the

fixation point, the server can determine which regions in
the dual fisheye format are potentially displayed to headset
users by referencing the coordinate sets Vdl and Vdr. These
regions are called ‘‘potential regions’’. The 360-degree
camera in the proposed scheme can reduce traffic by
discarding the pixel values outside the potential regions by
receiving the coordinates of the potential regions from the
server.

The server must convert the received fixation point to the
coordinates in the dual fisheye format (xd , yd ) to detect the
potential regions in the dual fisheye format. The 3DCartesian
coordinates are first transformed to the equirectangular
coordinates (xe, ye) as follows

xe =
2W
π

arccos
x√

x2 + y2
, ye =

2W
π

arccos z (1)

whereW is the pixel width of the equirectangular 360-degree
video. Based on the fixation point in the equirectangular
coordinates and the FoV of the headset, the server can define
the simple potential regions in the equirectangular 360-degree
video.

However, a round-trip delay between the headset and the
360-degree camera may cause quality degradation when the
headset users want to display outside the potential regions.
In this case, the server expands the potential regions based
on the past movement of the fixation points. Let d be the
round-trip delay between sending the user’s feedback and
viewing the corresponding video on the headset. When the
instantaneous time of the received fixation point is t , the
server needs to estimate how much potential region should
be expanded at time t + d . For this purpose, the proposed
method expands the region based on statistical information
obtained from the user’s past fixation points as follows:

Et+d [degrees] = v+ αMt,w + β (2)

Here, v [degrees] is the FoV of the headset. Mt,w is the
maximum degree of fixation point movement from the time
t to the past w frames. Here we assume that the fixation
movement from t to t+d is less than themaximummovement
in the past w frames. α and β are hyperparameters. We do not
consider the orientation of the fixation point motion, so we
consider α of 2.
The server can determine the potential region of each

headset user based on the fixation point (xe, ye) and the degree
of the region Et+d for each user. In addition, it considers the
union of the potential region over all headset users as the final
potential regions. The equirectangular coordinates in the final
potential regions are listed in a set Vxe,ye .

All the equirectangular coordinates in the set Vxe,ye
are transformed into the coordinates in the left fisheye
image (xdl, ydl) and in the right fisheye image (xdr, ydr) as
follows:

xdl =
2r
π

cos θ√
1 − sin2 θ sin2 φ

arccos (− sin θ cosφ) + xcl

(3)
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FIGURE 1. End-to-end architecture of proposed 360-degree video delivery scheme.

ydl =
2r
π

sin θ cosφ√
1 − sin2 θ sin2 φ

arccos (− sin θ cosφ) + ycl

(4)

xdr = −
2r
π

cos θ√
1 − sin2 θ sin2 φ

arccos (sin θ cosφ) + xcr

(5)

ydr =
2r
π

sin θ cosφ√
1 − sin2 θ sin2 φ

arccos (sin θ cosφ) + ycr (6)

where xcl and ycl are the center coordinates of the left fisheye
and xcr and ycr are the center coordinates of the right fisheye
images, respectively. The coordinates corresponding to the
left and right fisheye images are assigned to the coordinate
sets Vdl and Vdr and sent to the 360-degree camera for traffic
reduction.

C. SERVER-SIDE OPERATIONS
1) TILE DIVISION
The server receives the 360-degree video frames in the
dual fisheye format. The video frames are mapped to the
equirectangular format and the equirectangular video frames
are divided into multiple tiles. We consider the video to be
divided intoM tiles in the vertical direction and N tiles in the
horizontal direction. Here, the resolution of the video is H
× W pixels, and the resolution of each tile is H/M × W/N
pixels. The server then encodes each tile in parallel according
to the available bandwidth R and transmits the encoded tiles
to the servers.

The server detects each user’s viewport within the frame
based on the feedback information and the FoV. The server
considers the tiles that overlap with the viewport as the
tiles to be viewed. These are called ‘‘viewing tiles’’ and are
then classified into two categories, including 1) the viewing
tiles desired by all headset users and 2) the other viewing
tiles. The proposed scheme replicates the other viewing tiles
for the following procedures. The server also considers the
tiles that do not overlap with any user’s viewport as non-
viewing tiles. Note that some tiles have no pixel values

because the 360-degree camera discards the pixels outside
the potential regions. Such tiles are called ‘‘discarded tiles’’.
The server decompresses and recompresses the viewing and
non-viewing tiles based on the classification. The algorithm
used to determine the quality of each tile is described in
Sec. III-C2.

2) BIT-ASSIGNMENT ALGORITHM
If sufficient bandwidth is available between the server and
each headset user, asmany bits as possible should be allocated
to all tiles to improve the quality of the VR experience.
However, the available bandwidth is usually limited to deliver
the tiles with sufficient quality. In this case, the server should
use recompression to assign enough bits to each tile to satisfy
the bandwidth limitation. A brute-force approach provides
an easy way to determine the bit allocation for each tile.
However, if the degree of bit depth for each tile is L steps
and the total number of tiles is NM , the time complexity for
each tile is O(LNM ).

In this study, we propose a bit allocation algorithm with
less computation time, whose time complexity is O(NM +

logL). Algorithm 1 shows pseudocode of the proposed
algorithm. The variables and functions used in the algorithm
are shown in Table 1. The proposed method has two steps.
The first step determines the bit allocation for viewing and
non-viewing tiles. Specifically, the server determines the
allocation quality l for viewing tiles according to the available
bandwidth R̄ and R̂ as follows:

l = min(l1, l2), (7)

l1 = max l̄

s.t. 1 ≤ l̄ ≤ L, Sl̄ ≤
R̄− (NM − nU − n0)S1

n≥1
, (8)

l2 = max l̂

s.t. 1 ≤ l̂ ≤ L, Sl̂ ≤
R̂− (NM − n− n0)S1

n
. (9)

Here, the variables used in the algorithm are listed in
Table 1. Eq. (8) finds the maximum bit depth for all the
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FIGURE 2. Proposed bit-assignment algorithm and hybrid unicast and multicast tile delivery.

TABLE 1. Variables in Bit-Assignment Algorithm.

users’ viewing tiles when the server assigns the lowest bit
depth for the non-viewing tiles and replicates viewing tiles
under the available bandwidth R̄. Eq. (9) also finds the
maximum bit depth for each user’s viewing tiles when the
server assigns the lowest bit depth for the non-viewing tiles
under the available bandwidth R̂. If l1 and l2 are different,
one of the bit assignments does not meet the bandwidth
requirements, and thus, the server uses a smaller bit depth for
the assignment. In the second step, we determine the assigned
bits for the replicated viewing tiles. The proposed scheme
utilizes the replicated tiles to prevent quality degradation
when the estimated viewport at the server differs from the
user’s actual viewport. Specifically, we find the maximum
bit depth for the replicated viewing tiles that can be
delivered over the remaining bandwidth. The replicated
viewing tiles are then encoded according to the obtained bit
depth.

3) HYBRID UNICAST AND MULTICAST TILE DELIVERY
Each viewing and replicated tile is then classified according
to the number of users. Specifically, if more than two headset

users request the same tile, the server multicasts the tile to
the requested users, while if a single user requests the tile,
the server unicasts the tile to the user. Note that the server
multicasts the non-viewing tiles to all headset users. Fig. 2
shows an example of two users viewing the same 360-degree
video. The 360-degree video is divided into tiles of M = 4
and N = 4. Note that tiles D1, D2, D3, and D4 are not sent
to the server because they are not in the potential region.
Users 1 and 2 send their fixation points to the server. The
server estimates user 1’s viewing tiles as A1, A2, B1, and
B2, and user 2’s viewing tiles as B2, B3, C2, and C3. In this
case, user 1’s replicated tiles are B3, C2, and C3 and user 2’s
replicated tiles are A1, A2, and B1. The server decompresses
and recompresses the non-viewing tiles A3, A4, B4, C1, and
C4 to the lowest quality and multicasts them to the users.
The viewing tiles A1, A2, and B1 needed by user 1 and
viewing tiles B3, C2, and C3 needed by user 2 are unicast
to each user. In addition, the replicated tiles for users 1 and
2 are decompressed and recompressed based on the bit depth
determined in the second step of the proposed bit-assignment
algorithm and unicast to each user.

IV. EVALUATION
A. EVALUATION SETTINGS
1) TEST SEQUENCE
We used a single 360-degree video and corresponding
fixation point datasets [15]. The resolution of the 360-degree
video was 1920 × 960 pixels and the frame rate was 30 fps.
The fixation point dataset consisted of the eye movement
of multiple users who watched a 360-degree video for
30 seconds. We used the 6.6 seconds of eye movement
information for comparison.
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Algorithm 1 Bit-Assignment Algorithm at Server
function Allocation

Step 1: Bit assignment for viewing and non-viewing
tiles

l1, l2 = L
if R̄ < n≥1 · SL + (NM − nU )S1 then

Obtain l1 in Eq. (8)
if R̂ < n · SL + (NM − n)S1 then

Obtain l2 in Eq. (9)
TH = min(l1, l2)
Step 2: Bit assignment for replicated tiles
left = 0, right = TH + 1
while (right − left) > 1 do

mid = ⌊(right − left)/2⌋
if (NM − nU − n0)Smid ≤ (R̄− n≥1STH ) then

left = mid
else

right = mid
D1 = left
left = 0, right = TH + 1
while (right − left) > 1 do

mid = ⌊(right − left)/2⌋
if (NM − nU − n0)Smid ≤ (R̂−nSTH ) then

left = mid
else

right = mid
D2 = left
return TH ,TL = min(D1,D2)

2) CAMERA AND SERVER SETTINGS
The network delay between the 360-degree camera and the
server and between the server and each headset user was set to
100 ms. Here, the proposed scheme considers the parameters
for the potential regions of α = 2, β = 10, and w = 6. The
effect of the parameters on the video traffic is discussed in
Sec. IV-E.

3) QUALITY METRIC
We defined the quality metric of each user’s viewport
as the viewport peak signal-to-noise ratio (VPSNR) as
follows:

VPSNR = 10 log10

(
2552

VMSE

)
, (10)

VMSE =
1

|V|

∑
(h,w)∈V

[I (h,w) − K (h,w)]2 (11)

whereV is a set of tiles corresponding to the viewport, I (h,w)
is (h,w)-th pixel value of an original 360-degree video frame,
and K (h,w) is (h,w)-th pixel value of the reconstructed
360-degree video frame. Here, PSNR above 33 dB achieved
the mean opinion score of four and five [26], i.e., sufficient
quality of experience, and thus, we discuss the performance
of traffic reduction under VPSNR above 33 dB.

FIGURE 3. Video quality as a function of the sending rate from the
camera.

B. CAMERA-SIDE TRAFFIC REDUCTION
We first examine the performance of the camera-side
traffic reduction. We consider four baselines: uniform and
viewport-only schemes with/without equirectangular projec-
tion (ERP). The uniform scheme sends the full resolution of
the 360-degree video frames. The viewport-only scheme only
sends the video by discarding outside the viewport based on
the past fixation point. Figs. 3 (a) to (c) show the viewport
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quality as a function of the camera’s sending rate for two,
five, and ten users, respectively. We can see the following
observations:

• The proposed scheme achieves the lowest traffic for
the same viewport quality for two and five users by
sending only the tiles corresponding to the potential
region.

• The performance difference between the proposed and
baseline schemes decreases as the number of headset
users increases, because all proposed and baseline
schemes send almost the entire region of the 360-degree
video to the server with a large number of headset
users.

• The viewport-only scheme suffers from low viewport
quality with the same traffic because the headset user
may receive the tiles outside the viewport.

• The performance gap between the baseline schemes
with/without the equirectangular projection is small.
This means that the 360-degree camera may not be
needed to perform the mapping, i.e., an additional
operation.

C. END-TO-END PERFORMANCE
The previous section showed that the proposed camera-side
operation achieves traffic reduction while maintaining the
same video quality. In this section, we evaluate the impact
of camera-side traffic reduction on end-to-end performance.
We considered three schemes for comparison: uniform-
viewport-only, uniform-proposed, and proposed schemes.
The uniform-viewport-only scheme [1] transmits the entire
dual fisheye video from the camera to the server and
unicasts the tiles corresponding to each user’s viewport in the
equirectangular format. The uniform-proposed scheme is our
previous work [18]. It transmits the entire dual fisheye video
from the camera to the server, and the server transmits each
tile in the equirectangular format as mentioned in Sec. III-C.
Here, each scheme divides the equirectangular 360-degree
video into 6 × 6 tiles, and thus the total number of tiles
is 36. The effect of the tile division is also discussed in
Sec. IV-E.

Figs. 4 (a) through (c) show the video quality as a
function of the sending rate of the server under two, five,
and ten headset users, respectively. The proposed scheme
achieves the lowest traffic under the same video quality,
especially under two and ten users. This is because the
quality improvement in the camera-side operation brings the
traffic reduction in the end-to-end performance. On the one
hand, the performance gap between the proposed scheme
and the uniform-proposed scheme becomes smaller as the
number of headset users increases. This is because the
360-degree camera in the proposed scheme transmits almost
the entire region of the 360-degree video to the server
under ten headset users. On the other hand, the perfor-
mance gap between the proposed scheme and the uniform-
viewport-only scheme becomes larger for a large number of
users.

FIGURE 4. Video quality as a function of the sending rate from the server.

To discuss the effect of the number of headset users,
Fig. 5 shows the sending rate of the server as a function of
the number of headset users. Here we consider the average
VPSNR over the headset users of about 33.0 dB. The
evaluation results show the following results:

• The proposed scheme achieves the lowest sending rate
regardless of the number of users. The integration
of unicast and multicast in the proposed scheme
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FIGURE 5. Server’s sending rate as a function of the number of users.

saturates the traffic at a large number of headset
users.

• The viewport-only scheme linearly increases the traffic
as the number of users increases because it causes
redundant video transmission across the headset users.

Finally, we discuss the visual quality of the proposed
and baseline schemes under the same traffic. Figs. 6 (a)
to (d) show the viewports of the original 360-degree
video frame, uniform-viewport-only, uniform-proposed, and
proposed schemes when ten headset users are connected to
the server, respectively. Here, the sending rate of the server is
40 Mbps.

The uniform-viewport-only scheme contains a black area
at the bottom of the viewport due to the time-variation of
the user’s viewport. The camera-side traffic reduction in the
proposed scheme enhances the viewport quality, and thus, the
proposed scheme can reconstruct a clean viewport as shown
in Fig. 6 (d).

D. EFFECT ON CAMERA-SERVER AND SERVER-USER
DELAY
The above evaluations showed the traffic reduction under
the fixed and identical camera-server and server-user delay.
Here, a long/short delay and a biased delay can affect the
traffic reduction in the proposed scheme. Fig. 7 (a) shows
the server’s sending rate as a function of the end-to-end delay
with ten users. Here, the camera-server and server-user delays
are identical, and the average VPSNR over the headset users
is approximately 33.0 dB. The uniform-viewport-only and
proposed schemes increase the required traffic as the end-
to-end delay increases. In addition, the proposed scheme
achieves a smaller ratio of the increase in the server’s sending
rate to the end-to-end delay than the uniform-viewport-only
scheme.

Fig. 7 (b) shows the server’s sending rate as a function
of the camera-server delay with ten users. Here, the end-
to-end delay is fixed at 200 ms. It means when we set the
camera-server delay to 0 ms, we consider the server-to-user
delay to be 200 ms. The proposed and uniform-proposed

FIGURE 6. Visual quality of the original and reconstructed viewports in
baseline and proposed schemes.

schemes achieve almost the same traffic irrespective of
the biased delay environments. The uniform-viewport-only
slightly increases the traffic as the camera-server delay
decreases. A large server-user delay may cause a wrong
viewport to be displayed on the user’s headset, and thus a
large amount of traffic is required to improve the viewport
quality.

E. EFFECT OF TILE DIVISION AND CAMERA-SIDE
PARAMETERS
In the above discussion, the baseline and proposed schemes
divide the full resolution of 360-degree video frames into
6×6 tiles. Here, the number of divided tiles impacts the traffic
reduction performance due to the resolution of each tile and
overhead.

We discuss the performance of the proposed scheme under
the different numbers of divided tiles. Fig. 8 shows the
viewport quality as a function of the sending rate of the server.
Here, the server equally divides the 360-degree video into
4 × 4, 6 × 6, 8 × 8, and 10 × 10, respectively. We can see
that the 4 × 4 or 6 × 6 tile division is the best performance
irrespective of the sending rates. A large number of divided
tiles increases the traffic because the overhead of each tile is
more significant.

In addition, the proposed camera-side operation deter-
mines the potential regions based on the past fixation points
with the window size of w and parameter β. From the
preliminary discussion, the window size w has a small impact
on the traffic reduction. In particular, the proposed scheme
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FIGURE 7. Server’s sending rate as a function of the identical and biased
delay under ten headset users.

FIGURE 8. Effect of tile division on traffic and viewport quality.

achieves almost the same camera and server sending rate even
if we change the window size from 1 to 10. Fig. 9 discusses
the viewport quality as a function of the sending rate of the
camera. Here we consider β [degrees] of 2, 5, 10, 20, 40.
We can see that β = 20 gives the best performance. If β is
too small, users are more likely to view outside the potential

FIGURE 9. Effect of parameter β on traffic and viewport quality.

region. If β is too large, the required traffic increases due to
an even larger potential region.

V. CONCLUSION
In this study, we have proposed a novel end-to-end 360-
degree video delivery scheme for multiple headset users.
The proposed scheme integrates the camera-side and server-
side traffic reduction to provide a high-quality viewport for
each headset user under the same amount of video traffic.
Evaluations using 360-degree video and the corresponding
fixation point datasets demonstrated that the proposed
camera-side traffic reduction improves each user’s viewport
quality under the same traffic requirement.
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