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ABSTRACT A robust image encryption process is still one of the most challenging tasks in image
security owing to massive degree and sensitivity nature of information in the form of pixels. The hurdles
include greater computational difficulty, information loss during encryption, universality, applicability of the
approach, and less scalability. Many image encryptionmethods existing in literature merely encrypt a portion
of the data. Therefore, we propose a robust, dynamic, and sophisticated technique to enhance the encryption
process to make it difficult for an attacker to gain unauthorized access to the pixel data. The proposed system
uses a novel analytical researchmethodology through dynamically harnessing the potential of neural network
that offers better forward and backward secrecy, dynamic control, and automatic management unlike any
existing system. The encryption procedure comprises of two levels, first level is confusion- permutation
of input image and second level is diffusion by Bit XOR operation for secure transmission and storage of
images. Finally, the encrypted image is used as a target for training the Artificial Neural Network (ANN)
model. ANN trained values are used for final level of encryption to develop a Neural Network (NN)-based
cryptosystem, where the crypto analyst or the cracker need to know the number of adaptive iterations
and the final weights for the encryption and decryption systems to crack the system which offers higher
degree of resiliency towards potential threats. Results and security analysis show that our algorithm has
good encryption effect, ability of resisting exhaustive attack, statistical attack, and differential attack. The
system performance after implementing the proposed method is compared with existing methods present in
literature with respect to processing time and Structural Similarity Index Measure (SSIM). Our proposed
method offers significant reduction in encryption time and is approximately 10-15% faster than others with
SSIM of 0.002165, close to zero after encryption. It also successfully balances the image quality with higher
image security and lower computational complexity.

INDEX TERMS Artificial neural network, encryption, image security, SSIM, NPCR, UACI, entropy, PSNR.
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I. INTRODUCTION
Images are one of the categories of communication evidence
that are regularly used and incorporated by many company
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management systems. Image data has the benefit of covering
more multimedia data content with less memory, making
information dissemination simpler. However, very often such
important/private images are transferred over an unsecured
communication channel [1]. In many fields, including video
conferencing, medical imaging, industrial and military sys-
tems data security is crucial. Such applications demand a
potential access to the signal to offer validation for the degree
of vulnerability of images [2]. However, threats to such appli-
cation will mean direct illegitimate access to the confidential
and private information of the user as well as the data [3] [4].
Therefore, adequate image security is required to prevent
unwanted access to crucial information. Data encryption is
quite successful for upholding the integrity, confidentiality,
and validity of the image [5]. It is a mechanism where simple
and plain information is secured by using specific form of
cryptographic approach. The original file after encryption
can be accessed only if a specific decryption mechanism is
applied. At present, various commercial applications over
small and large scaled network make use of data encryp-
tion [6]. However, there are still some loopholes in existing
data encryption mechanisms which calls for further scope
of investigation. Currently, numerous security operations are
carried out over image and adoption of robust neural network
will incur less consumption of learning and processing time
as it is fixed for images. It states better performance and
control over time complexity compared to traditional encryp-
tion algorithms such as Rivest-Shamir-Adleman (RSA) [7],
Advanced Encryption Standard (AES).

In the present manuscript, Section II presents exist-
ing research contributions in the field of image security.
Section III identifies research scope. Section IV discusses
the methodology that has been suggested as a remedy. The
implementation of the algorithm is covered in Section V,
which also includes a detailed analysis of the results and a
comparison study. Briefs on contributions are offered at the
end of Section VI along with closing remarks.

II. EXISTING RESEARCH CONTRIBUTION TOWARDS
IMAGE SECURITY
A combination of sharing matrix and chaos-based encryp-
tion technique is a security solution that generates secret
shares required to obtain the original data and is quite chal-
lenging to break by intruder [8]. The outcome shows that
the mechanism is resistive towards brute-force attack and is
found quite robust in protecting different types of images.
It also provides the ability to recognize fake secret shares.
Optical system’s potential can also be exploited as a tool
to improve image security [9]. It provides more effective
secret key management and safeguarding the image from
different key-based threats. Message-digest hashing is used
over the input image through chaotic mapping [10]. This
method uses one-time secret key mechanism which offers
resistance from any pixel-based attacks on images. Usage
of logistic map is also proven to offer better encryption
performance [11]. An effective image encryption method

can be a modified Lorenz chaotic system utilizing Arnold
transformation with differential evolution to provide robust
feature for encryption of image [12], [13]. In terms of security
and better visual clarity the proposed techniques outperform
all the other techniques. A computer-generated hologram-
based image encryption technique has been revealed by
Cao et. al. [14]. The original image is subjected to the encod-
ing system where the hologram of the complex Fourier is
subjected to the decomposition offering better security of
image and video. Medical image security using encryption
framework is developed using chaos theory [15]. The images
are forwarded to cloud after encryption and decrypted at the
other end. Cryptanalysis-based approach towards protecting
multimedia data content consists of four phases to maintain
the security level higher and efficient in avoiding various
common attacks [16].

In the same way, Li et. al. has presented an image security
scheme where lossy compression approach towards JPEG
standard is utilized to offer a balance between encryption
and compression [17]. The study outcome offers robust
security properties assessed in the form of diffusive prop-
erties of the encrypted image. The work of Liu et. al. has
offered a joint implementation of the chaos theory and secret
key generation using random numbers [18]. The proposed
strategy aims to create an efficient encryption method for
image protection. The experimental findings show that the
suggested crypto-system is reliable and efficient in terms
of computational complexity and security. Multiple vari-
ants of image security techniques have also been developed
using chaotic map with a combination of permutation and
replacement approach. The study has also used a block-based
encryption over chaotic map considering image blocking
methods. The outcome exhibited faster encryption speed
and higher level of security. It is quite a challenging task
to achieve computational efficiency along with a robust
security in chaotic-based implementation approach along
with legacy encryption technique [19]. A unique scram-
bling mechanism using pixel using biological encoding
mechanism along with bit-level scrambling is presented in
Ref. [20]. Adoption of Mixed chaotic map is found to be
even more effective for resisting attacks [21]. Apart from
this, there is an evolution of various techniques towards
image security. Recently, encryption with compression pro-
cess is presented by Chuman et. al. [22], Rivest Shamir
Algorithm by Zhang et. al. [7], Galois field encryption by
Wang et. al. [23], compressive detecting by Ping et. al. [24],
chaos synchronization by Li et. al. [25] and Ge et. al. [26],
asymmetric image encryption by Luan et. al. [27]. Among
the above literature, it is plausible that there are mainly
three frequently used methodologies including chaotic map
approach, typical cryptography approach, and compressive
sensing. Two-dimensional enhanced logistic modular map
(2D-ELMM) is a chaotic image encryption scheme based on
vector-level operations with high encryption efficiency [28].
A high-quality color picture compression-encryption tech-
nique based on chaos and block permutation has the
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advantages of a high compression ratio, good image recov-
ery quality, and a strong security level to fend off popular
cryptographic assaults [29]. A novel image encryption strat-
egy based on the memristive chaotic system by integrating
dynamic DNA-level diffusion and bidirectional bit-level
cyclic shift offers a high security level and can with-
stand a variety of attacks [30]. Nevertheless, a successful
encryption system requires an incredibly light encryption
mechanism; while a chaotic map improves encryption,
it doesn’t meet the security requirements of different dynamic
attacks. Attribute based encryption is suitable for data
protection in data outsourcing systems such as cloud com-
puting [31]. A CPKEET scheme is proposed a round optimal
attribute-based encryption with conditional equality test
(RO-ABE-CET) high security level for data privacy protec-
tion in intelligent systems [32]. Image encryption scheme
is proposed by combining 2D cascaded logistic map and
permutation- substitution operations has improved the secu-
rity level [41]. Additionally, Setiadi et. al. [42] proposed an
image encryption technique Half-Inverted Cascading Chaos
Cipheration (HIC3), designed to increase digital image secu-
rity and confidentiality.

Development of encryption algorithm for securing image
depends on multiple factors such as, level of sensitive infor-
mation present within the image to be secured, location of
storing the encrypted image, location of storage or generation
of private/public keys for ciphering/deciphering and degree of
resiliency towards threats. Although, such problems are criti-
cal, but there are various encryptionmechanisms presented by
Sankpal et. al. [33]; Kumari et. al. [34], Khan et. al. [35] that
has offered solutions in highly specific means to such prob-
lems. However, certain essential problems remain unsolved
in present time whereas, various new mechanism of image
security exists.

III. PROBLEM IDENTIFICATION
The technical problems identified in existing literature are as
follows:

• More focus on security incorporation and less on
cost:
Usually, encryption algorithms and approaches are
highly iterative and demand a specific environment
with wide availability of computational resources. Exist-
ing methods, however, provide higher security but also
necessitate adequate computing resources for complet-
ing the work [7], [8], and [20]. Hence, security is offered
at the cost of computational resources.

• Usage of analytically complex approaches:
Usage of chaotic theory has been seen to be highly
adopted at present times [11], [17], [18], [21], [36], [37],
[38], [39]. However, all these approaches are associated
with a problem that doesn’t support dynamical system
like encrypting streams of images. There is no evidence
to prove that such mechanisms are cost effective and
offers faster response rate.

• Less Emphasis to Machine Learning approach:
Although, recursive in operation, utilization of machine
learning approach is highly anticipated in all the upcom-
ing and ubiquitous system owing to its beneficial points
on performing analytical operation. Apart from this, it is
also capable of offering an elite outcome and could
assist in boosting the encryption performance. However,
such facts remain undisclosed in existing approaches on
image security.

Therefore, in this work emphasis is given to develop a
cost-effective and computationally efficient model that could
offer better form of resistance from lethal image attacks using
machine learning algorithm.

IV. PROPOSED METHODOLOGY
The proposed study introduces a simple and computationally
effective encryption mechanism with the assistance of neural
network as demonstrated in Fig. 1. One-way features are
one of the important characteristics of neural networks [40].
Firstly, it facilitates computing resultant from input but offers
challenges in extracting input from resultants. This prop-
erty acts as a good trapdoor function in securing the image
after performing encryption and hence offers good forward
and backward secrecy. maintaining validation of the data
integrity. Secondly, by using any form of learning methods
such as reinforcement or unsupervised, it is feasible to dis-
tinguish the adversarial operation from the normal operation.
Thirdly, hashing is inevitable in encryptionmechanismmeant
for authenticating the data integrity and it can bemanipulated.
Owing to shorter size of hash value, there is least com-
putational complexity associated with it while performing
encryption. This property offers a greater deal of security and
robustness toward the encryption process of an image.

FIGURE 1. Proposed neural network in image security.

The proposed system constructs a secret attribute from
input image, validation token, and a secret key that is given
as an input to the neural network as shown in Fig. 1. It should
be noted that size of this secret attribute is very much smaller
than that of the original image. This renders simplification
in either retaining or forwarding the secret attribute along
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FIGURE 2. Proposed research methodology.

with the secret key in safer way. These parameters are used
to feed the neural network when performing data validation
to produce the validation token. This makes the system more
robust against any form of privacy attacks over the image.
The outcome of the validation can be produced by comparing
the computed version as well as source version of the secret
validation token. It will eventually mean that an image can be
flagged as tampered if there is a higher range of differences
between them. In the process of carrying out validation of the
image, the system invokes a potential condition that the secret
key as well as attribute should be precise. Adopting an ana-
lytical research methodology, the proposed work introduces
three sequential set of algorithms that is meant for securing
the image. The proposed methodology flow is demonstrated
in Fig. 2.

Accordingly, the proposed system implements its first
algorithm over the transmitting node where the encryption is
carried out considering image and secret key. Unlike public
key encryption, the projected system doesn’t use any forms
of key generation technique and hence protected from any
form of key-based intrusions over images. Neural network
is implemented to generate a better network structure fol-
lowed by decryption operation towards the receiver along
with a discrete key at the receiver. Here we illustrate three
different algorithms constructed to offer robustness in image
security.

A. ALGORITHM FOR ENCRYPTING IMAGE BY
TRANSMITTER (LEVEL-1 ENCRYPTION)
The main goal of this technique is to encrypt the image
using a straightforward and affordable method. The idea is to
implement a non-recursive encryption algorithm for ensuring
robust backward and forward secrecy along with assurance
of optimal image retention while encrypting. The output of
the algorithm is basically an encrypted image that is assumed
to be reposited at either physical server or distributed cloud
and is resistive against various forms of image-based attacks.
The following is an assessment of the suggested algorithm’s
design principle:

Input: I (input image), k1 (secret key of transmitter)
Output: Ie (encrypted image)
Start

Input I , k1, k2
I = p(I , k1)

For i = 1 : nr
For j = 1 : nc
ex1 = ∅ (I (i, j))
Ie (i, j)← ex1
End
End

Ie→ (Ie)
End
The above-mentioned algorithm is responsible for carry-

ing out encryption of an image by using I (input image)
and k1 (secret key of transmitter). P(I,k1) is the function
which represents permutation of the given input I with the
secret key k1. The permutation is done throughout the rows
and column and final result is obtained as ∅ (I (i, j)) which
is saved as ex1. The algorithm, after processing, yields an
outcome of Ie (encrypted image). Referring to Fig. 3, the
algorithm considers that the process of performing encryption
is initiated from the transmitter T that takes the input images
I and uses its secret key k1 to perform permutation of the
input image. Following steps were carried out to perform
permutation [41], [42].

FIGURE 3. Process flow of proposed encryption scheme level-2.

The permutation process for the replacement operation of
an arrangement for degree n is supplied by the first arrange-
ment {pi|i = 1, 2, . . . n, p ∈ S} and the second arrangement
{qi|i = 1, 2, . . . n, p ∈ S} and is expressed in (1).

ix =
[
p1, p2 . . . . . . .pn
q1, q2 . . . . . . .qn

]
(1)

where n! such permutations are feasible, and S stands for any
set that is not empty.Where p and q are the pixel values across
rows and columns of the input image. The opposite of this
permutation process is described in (2),

i−1x =
[
q1, q2 . . . . . . .qn
p1, p2 . . . . . . .pn

]
(2)
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∅ represents the function that carries out the above-mentioned
operation. The processed image Ie is now extracted from
its length of its matrix followed by randomly permuting the
matrix to produce a random number Ix . Finally, the permuta-
tion is carried out by selecting only Ix-pixel elements from
image matrix Ie followed by reshaping it with respect to
row (nr ) and column (nc) size of input image I .
This study considers input image I with specific dimension

as it is resized followed by translating the resized image to
column vector of image Ic. It also applies Mersenne twister
random algorithm on the secret key k1 [43]. For a w bit
word length, the Mersenne Twister produces integers in the
range of [0, 2w− 1] based on a matrix linear recurrence
over a finite binary field F2, the xk+n is a twisted gen-
eralized feedback shift register (GFSR). This method has
state bit reflection tempering and is of rational normal form.
By using a straightforward recurrence relation to define the
series xi, an invertible F2 matrix known as a tempering
matrix for T is utilized. This matrix then produces num-
bers of the form xiT . A series of w-bit numbers with the
following recurrence relation are referred to as the series x
shown in (3).

xk+n = xk+m ⊕
((
xuk ∥ xk+1

|

)
A
)
k = 0, 1, . . . . . . .. (3)

Here, ∥ signifies concatenation of bit vectors (with upper
bits on the left) and ⊕ denotes the bitwise XOR. The upper
w − r bits of xk is denoted by xuk . The lower r bits of xk+1
is denoted by x |k+1, n: degree of occurrence, m: middle word,
an offset used in the recurrence relation defining the series x,
1 ≤ m < n, r : separation point of one word, or the number
of bits of the lower bitmask, 0 ≤ r ≤ w − 1, u, d, l:
further Mersenne Twister tempering bit shifts/masks with
the restriction that 2nw − r − 1 is a Mersenne prime. The
twist transformation A is defined in rational normal form as
described in (4).

A =
[

0 Iw−1
aw−1, aw−2 . . . . . . .a0

]
(4)

After permutation, the proposed algorithm shown in Fig. 3
reads all the pixel elements and stores it in P matrix that
is now subject to primary encoding α scheme which per-
forms following operation [Level-2]. The primary encoding
is performed on an initiated attribute to generate encoded
bits x2 and on pixel value P to generate another encoded
value Pvb. The upper and lower scope of Pvb is extracted that
are further combined in a data frame exn. The logic XOR
is performed on exn and x2 to generate final exchanged bits
that are further followed by secondary encoding operation β.
The primary encoding operation is carried out by convert-
ing decimal to binary numbers using left-shifting operation
with most significant bits. The secondary encoding operation
is carried out using reverse operation of obtaining decimal
number from binary numbers using similar shifting operation.
Finally, an encrypted image Ie is obtained.

B. ALGORITHM FOR NURAL NETWORK GENERATION
The outcome of the prior algorithm generates an encrypted
image that is required to be forwarded to the receiver through
vulnerable communication channel. The study assumes that
the vulnerability is present either in communication channel
or could be present in the transmission region of the receiver.
Hence, mere forwarding of encrypted image doesn’t ensure
a complete inaccessibility and it just acts as a temporary
hold-up for the attackers until they could successfully decrypt
it. To offer better security shield towards the encrypted image,
the proposed system incorporates a new dependable param-
eter that is quite hard to break in. The prime necessity
of such dependable parameter is to offer higher degree of
secrecy formulated with certain form of intelligence that can
generate best solution towards strengthening the secrecy of
the encrypted image. Hence, the proposed system relies on
machine learning-based approach to generate such forms of
dependable parameters. An algorithm is formulated using
Artificial Neural Network (ANN) that offers extensive ben-
efits over parallel architecture required for any upcoming
security systems using multi-core processors. It also offers
advantage for minimizing the computational processing time
using its large range of learning approaches. The steps of
the algorithm of the proposed ANN implementation towards
strengthening the security are discussed as follows:

Input: I (Array of pixels[0 : 255]), T (Encrypted Image
after Level-1 and 2 Algorithm)

Output: kANN (Generated Network)
Generate [0 : 255] array of pixels as input I
Apply Level 1 and 2 Encryption Algorithm
Save the Encrypted Data as Target
Train the Neural Network model with I and T
The above-mentioned learning scheme takes the input of I

(An array of pixels [0 : 255]) and T (Encrypted Image) as a
Target for the generation of kANN (ANN Model) as shown in
Fig. 4. Both the input and target factors are applied to neural
network to construct the ANN Model which is further sub-
jected to respective training operation leading to formation
of key elite networks (kANN ) of size 1× 256 double.

FIGURE 4. Process flow of proposed ANN training.

C. ANN MODEL GENERATION
After feed forward Neural Network training with input array
of [0 : 255] pixels, an ANN Model of 256 neurons as input
layer, a single hidden layer of 256 neurons and an output
layer of 256 neurons with activation functions between layers
are developed. Fig. 5 shows the trained ANN model for the
proposed work.
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FIGURE 5. ANN architecture for the proposed work.

In this case, one input is multiplied by a bias or offset,
while the other input is multiplied by the weight. The activa-
tion function generates the scalar neuron output as depicted
in Fig. 6, receives the summer output, which is frequently
mentioned to as the net input. Here the activation functions
used are tan sigmoid in the input side and pure linear in
the output side which can be represented mathematically as
per (5) and (6).

h = tan sig (B1 +W1 ∗ X) (5)

Y = purelin (B2 +W2 ∗ h) (6)

FIGURE 6. ANN constructed network for proposed implementation.

The trained output consists of 0 to 255 locations with their
pixel values. Here, ANN encryption can be performed by
swapping the input image’s pixel values for those of the
trained ANN, as seen in Fig. 7. The experimental find-
ings demonstrate that the proposed approach produces good,
encrypted outcomes and can withstand all types of statisti-
cal and differential attacks since the pixel values have been
altered. ANN Decryption can be done in the same way in
reverse process.

V. RESULT ANALYSIS
Neural Network ToolboxTM of MATLAB (Version 2019a)
has been used in this work. As it is claimed of imple-
menting non-recursive algorithm for performing encryption,
the assessment of its outcome was carried out towards
using multiple forms of performance parameters. The mean
square error is calculated based on the Performance graph.
The output activation function is by default entirely linear.
To determine the ideal activation function in the hidden lay-
ers, this study analyses performance graphs, response graphs,
regression co-efficient values etc. The simulation is run
through twelve iterations, with the best result being counted.

Along with comparison analysis, the difficulty of calculation
is also analyzed. This section offers comprehensive discus-
sion of the environment used for assessing along with result
analysis.

A. DATASET CONSIDERED
The implementation of the anticipated study is carried out
on multiple forms of dataset such as i) dataset of Uni-
versity of Southern California Weber [44] that has mainly
28 monochrome images and 16 color images that varies from
lower size of 256×256 to higher size of 1024×1024 ii) high-
definition color images fromMcGill (2018) that are normally
in either JPG or in TIF format with size of 1920× 2560 pixel
ranging in gigabytes. Color images are converted to grayscale
images while applied in algorithm. However, the emphasis
was mainly given by real-time color images while performing
analysis.

B. ANALYSIS STRATEGY
An artificial neural network is made up of a collection
of straight forward processing units that interact with one
another through a substantial number of weighted connec-
tions. Depending on the application, ANNs may require
different architectures, numbers of layers, neurons in hidden
levels, and activation functions between layers. Fig. 6 shows
a single input neuron and a hidden neuron with numerous
inputs and a single output neuron. In this instance, the scalar
input is multiplied by the scalar weight whereas the other
input has been multiplied by a bias or offset. The scalar
neuron output can be produced by transferring the net input
to the transfer function. A = f (wp+ b), where w is weight,
p is input and b is bias; can be used to calculate the neuron
output. The activation function that is selected to accomplish
a certain goal of the issue that the neuron is attempting to
address the actual output. Transfer functions are numerous
and include the hard limit activating function, log sigmoid,
and tan sigmoid. Here, the Tan Sigmoid (Hyperbolic Tangent
Sigmoid) has been used. In multilayer networks, this crucial
transfer function is employed. In (7), this transfer function’s
expression is provided as follows.

F (x) =
e2x − 1
e2x + 1

(7)

The performance error is initially recorded using the orig-
inal number of neurons, layers, and activation function.
Equation (8) can be used to determine the n number of hidden
nodes required for a two-hidden-layer network with N input
samples and M output neurons to learn N samples with a tiny
error.

n = 2
√
((M )+ 2)N (8)

Equations (9) and (10) state that there are enough hidden
nodes in the first and second layers.

n = 2
√
(N )/((m)+ 2)+ 2

√
((M )+ 2)N (9)

n = m
√
(N )/((m)+ 2) (10)

VOLUME 12, 2024 10823



A. K. Panigrahy et al.: Faster and Robust ANN Based Image Encryption Technique With Improved SSIM

FIGURE 7. ANN encryption.

The activation function for this network is expressed in (11)
and Ai is equal to

Ai =
∑N

i=1
Wij (xi − bi) (11)

The bias is the coefficient that regulates the signal transfer
carried out by this network, where N in (11) is the number of
input vector elements, wij is the interconnection weight, and
bi is the bias of the neurons. Amulti-layer perceptron of ANN
with 255 hidden layers and a single input/output layer is used
in the suggested system.

The strategies to assess the learning iterations involved in
ANN and its capability include to obtain best results in lowest
number of iterations, to assess the impact of ANN over the
image quality using various performance metrics associated
with signal quality and structural correlation aspects and to
ensure the cost effectiveness while complying the above two
strategies. The simulation employed in this study is carried
out for a total of 12 epochs. The MSE of the performance
graphs, the response graph, and the regression coefficient
values are compared to get the best result. The Feed Forward
Neural Network Training is depicted in Fig. 8.

FIGURE 8. The ANN training process.

For training, the Levenberg-Marquardt algorithm was
employed. By measuring the MSE, the effectiveness of
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the trained network may be evaluated. The Progress panel,
showing specific training procedure, displays the number of
repetitions that are currently running (12th iteration), the time
required to finish the training procedure, the performance
(7.92e-19) and Gradient (6.38e-8) in Fig. 8 demonstrate how
much variance takes place in the error rate, Mu (1.00e-05) is
the threshold value for every iteration that is revised, and the
efficiency can demonstrate how much reduced errors happen
over training.

The current state of the training process can be observed
from Fig. 9. The number of epochs (12 iterations) is shown by
the X-axis. TheMSE that occurred for each iteration is shown
on the Y-axis. The blue, green, and red colored line graph
shows the training results, validation results, test outcomes
respectively. Every iteration of the training process results in
the computation of a performance graph, and the performance
graph with the best performance is the one in which the
training, validation, and testing outcomes all line up. The
training should end at that moment and no more iterations
should be conducted. This indicates that further training is
not necessary and, if it were, would likely lead to inaccurate
findings.

FIGURE 9. The tan sigmoid activation function histogram error plots.

The histogram inaccuracy graph is depicted in Fig. 9.
From these Graphs, most instances’ mistakes are close to 0.
The following relation: output = learning − rategoal +
bias, describes the connection between input and output
parameters - is represented by the regression plot. illustrated
in Fig. 10. It is still another crucial component for confirming
network performance. The data can be best fitted by this
network if the preferred Regression coefficient (R) value is
equivalent to 1, and if it is close to 0, it is undesired. The first
three plots in Fig. 10 represent training, validation, and testing
data. The dashed line on each plot depicts the ideal result,
which occurs when outputs and targets are met. The solid
line signifies the best-fitting linear regression line between
the outputs and the targets. The R value will be influenced by
the connection between the outputs and the goals. If R = 1,
then there is an ideal linear connection between the outputs

FIGURE 10. Regression analysis.

and the targets. If R is close to 0, there is no linear correlation
between the outcomes and the targets. Here, the target denotes
our original image, and the outcome denotes our image fol-
lowing decryption. According to Fig. 10, the training data
shows an excellent fit. Large R values can be seen in both
the test and validation outcomes.

TABLE 1. Chi- square test.

C. VISUAL OUTCOME ANALYSIS
The visual results obtained from experiments of proposed
system are showcased in Table 1 to highlight outcomes
obtained during different stages of algorithm processing.
A closer look into visual outcomes shows there is no dom-
inant fluctuation in visual perception quality for standard
dataset (Sample 1) with real-time images (Sample 2, Sam-
ple 3, and Sample 4). It demonstrates that projected system
is exceedingly applicable on any form of security designs
of commercial applications thereby increasing the scope
towards image security. The proposed system offers nearly
similar performance for any forms of standard and real-time
color images. The testing was carried out with both standard
and high-definition colored image of Sample 4 to find nearly
similar performance of proposed system.

The six sample images from the USC SIPI Image Database
are highlighted in Table 2. Plotting the histogram analysis
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TABLE 2. Stages of visual outcomes of proposed system.

of the raw and encrypted images demonstrates how well our
suggested technique resists statistical attacks. Equation (12)
is used to compute the uniformity of a histogram caused
by the proposed encryption scheme which can be justified
by the Chi-square test. For the purpose of correlation anal-
ysis, 1000 randomly selected pixels from the original and
encrypted images are plotted below in the horizontal, vertical,
and diagonal directions. In the encrypted image, it has been
demonstrated that there are no associations between adjacent
pixels.

χ2
=

∑256

k=1

(νk − 256)2

256
(12)

where k is the number of gray levels and vk is the observed
occurrence frequencies of each gray level (0–255). The exper-
imental chi-square value should be less than the theoretical
value (293 with significance level 0.05) for an ideal image
encryption system. The lower value of the Chi-square value
indicates a better uniformity as highlighted in Table 1.

Decryption is the reverse process of encryption. Here, RGB
image is first converted to gray image, and again gray image
is converted to RGB during decryption process as mentioned
in Table 2.

D. GRAPHICAL OUTCOME ANALYSIS
Fig. 11 displays the study of correlation coefficients for
both real-time images (Samples 2/3/4 of Fig. 11 (b), (c),
and (d)) and the standard dataset (Sample 1, Fig. 11 (a)). The
analysis demonstrates that, over an increasing range of pixel
values, the original image’s correlation (horizontal, vertical,
and diagonal coefficient) is significantly lower than that of
the encrypted image. This demonstrates that the encryption

process of the suggested approach may successfully scramble
the original image.

Fig. 12 displays the histogram analysis for a typical
dataset (Sample 1). The simulation results show that the
histograms of the plaintext images in Fig. 12 (a) are different
from the comparable histogram of the encrypted image in
Fig. 12 (b), which is fairly evenly distributed after encryption.
An attacker would have a hard time deducing anything valu-
able from the statistical characteristic. Therefore, it doesn’t
offer any information on how to carry out a statistical assault
on the proposed system. The proposed algorithm’s experi-
mental findings demonstrate that the XOR and permutation
operations make the encrypted image’s greyscale distribution
very uniform, demonstrating that the algorithm can withstand
statistical inspection in such a way that the attacker cannot
analyze the original grey value distribution set. Plotting the
histogram analysis of the raw and encrypted images demon-
strates how well our suggested technique resists statistical
attacks.

E. ANALYSIS OF CROPPED ATTACKS
The resilience of the cryptosystem can be evaluated by look-
ing at the outcomes of a crop attack [48]. To carry out
a crop attack, it is normal practice to purposely crop the
encrypted image with a modified dimension. Table 4 shows
the decrypted image’s correctness by calculating the quality
metrics MSE, PSNR [56], and Correlation between the origi-
nal and encrypted image. The calculation methods utilized to
determine the MSE and PSNR are described in (13) and (14),
respectively. This outcome demonstrates the resilience of our
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TABLE 3. ANN result comparison of proposed system.

cryptosystem against cipher image attacks.

MSE =
1

MXN

∑M

i=1

∑N

j=1
O (i, j)− D/E(i, j)2 (13)

PSNR = 20 log10
Imax
√
MSE

(14)

O and D stand for the original and decrypted images, respec-
tively. The image size is represented by M and N.

F. NOISE ATTACK ANALYSIS
To demonstrate the resilience, noises like salt and pepper
and Gaussian noise embed with the encrypted image are
occasionally added during transmission, and the associated
decrypted images are then examined. It can be agreed that the
constructed cryptosystem is capable of withstanding attacks
using Gaussian and salt and pepper noise up to 0.001 and
0.00001 amount.

G. KEY SPACE ANALYSIS
Key space is considered as an important feature in any cryp-
tosystem. It should be large enough to produce the ability to
resist against brute force attacks. It was identified that the
adequate key space for image encryption scheme should be
larger than 2100 to oppose brute force attacks. The key space
of our proposed scheme is 2136.

H. STATISTICAL RANDOMNESS ANALYSIS
Encrypted image generated by any cryptographic encryption
scheme, should be invulnerable to statistical attacks. The
presence of randomness is essential not only for pseudo ran-
dom number generators (PRNGs) but also for the encrypted
data. Therefore, the randomness is evaluated in the resulting
encrypted data by using National Institute of Standard and
Technology (NIST) statistical random test suite It is a sta-
tistical test suitable for random and pseudorandom number
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FIGURE 11. Analysis of correlation coefficient.

generators for cryptographic applications. We performed a
NIST test for 65536×8 bits binary numbers of the generated
encrypted image ‘‘Lena’’. The test results are listed in Table 5.
It can be seen from the table that the generated cipher image
passed all 6 tests, which shows that the sequence generated
by our algorithm is random. With the suggested parameters
for input sequence, the p-value is expected to be greater
than 0.01 to qualify for the randomness in the bit stream of
encrypted data.

I. COMPARATIVE ANALYSIS
We evaluated the predicted system’s efficacy by contrast-
ing this algorithm with the pertinent encryption methods

that have recently been put into use by Wei et. al. [50],
Fu et. al. [49], Tang et. al. [45], Maddodi et. al. [46] and
Peng et. al. [47]. The performance of all comparison tech-
niques is shown in Table 6. The suggested method’s NPCR,
UACI, Correlation Coefficient, and Entropy are assessed
against the industry-standard ‘‘lena’’ test image (256 ×
256 pixels, 24-bit RGB color) [50], [51]. Table 7 highlights
the comparative analysis of NPCR (Number of Pixels Change
Rate), UACI (Unified Average Changing Intensity), Correla-
tion Coefficient Entropy, key sensitivity, and encryption time
for six standard images. NPCR and UACI are frequently used
in practice to assess the ability to withstand differential attack.
A greater value is preferable, and the NPCR concentrates
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FIGURE 12. Histogram study a) original image, b) Encrypted image.

TABLE 4. Analysis of the quality of decrypted images in relation to crop
and noise attack.

TABLE 5. NIST SP800-6 TESTS results for encrypted image.

on the precise number of pixels that alters the value in dif-
ferential attack. The average difference between two paired
cipher images is the focus of UACI, where a smaller value
is preferable. Expected average values for NPCR is 99.56%
and for UACI is 33.46%. Entropy can be used to describe
the uncertainty or randomness of an image. The theoretical
maximum of the entropy is 8. The degree of relationship
between pixel’s gray values is known as pixel correlation.

However, the performance of the encryption technique
improves when the correlation between neighboring pixels
of the encrypted image decreases. The correlation coefficient
lies between −1 and 1. The prime reason behind considera-
tion of this comparative analysis is because the core domain
of proposed study is basically an encryption approach whose
performance is improved using neural network. Hence, it is
necessary to analysis the security strength offered by the
encryption approach of proposed system in comparison to
existing encryption system. While performing this analysis,
the complete test-bed is retained same as image dataset so
that unbiased analysis can be carried out. These existing
encryption approaches are found to offer much focus on
ciphering the image and not much on the image quality, which
makes the proposed system perform in distinction in contrast
to existing approach.

The comparison between real-time and standard images
is shown in Fig. 13, which demonstrates that feed forward

and fitting neural networks offer minimized encryption time
for real-time images due to their lower iteration involvement
as opposed to self-organizing maps and feed-forward Back
propagation algorithms, which do not sufficiently reduce
encryption time for real-time images.

The comparison between real-time and standard images
is shown in Fig. 13, which demonstrates that feed forward
and fitting neural networks offer minimized encryption time
for real-time images due to their lower iteration involvement
as opposed to self-organizing maps and feed-forward Back
propagation algorithms, which do not sufficiently reduce
encryption time for real-time images.

It is clear from the pattern of the numerical results pre-
sented in Fig. 14 that the processing times of all ANN
approaches are essentially the same. When compared to
self-organizing maps and feed-forward backpropagation,
feed-forward and fitting neural networks are found to give
faster processing times, according to the data. The prime
reasons behind this are feed-forward has less contribution of
iteration as compared to fitting neural network, consumption
of more time to reach its convergence state for self-organizing
map due to initialization issues with respect to the input and
target, the feed-forward back-propagation strategy requires
extra processing time due to requirement of several iterations
to retrieve the network key. As a result, the entire proposed
technique is characterized by a quicker response time as well
as excellent signal quality retention. This outcome is also
somewhat better version of our earlier implementation study,
in which the image was protected using Chaotic Map [46],
Deep Neural Network [51], and Elliptical Curve Cryptog-
raphy [52]. Further, the study outcome is also compared
with existing approaches where encryption as well as neural
network has been deployed.

A closer look at the numerical analysis of results presented
in Table 8 reveals that the suggested system outperforms the
present system in terms of processing speed and the Structural
Similarity Index Measure (SSIM) value. The quality of the
reconstructed images is assessed using SSIM [56]. The SSIM
index measures the similarity between two images and is
calculated using Eq. (15). It has value between 0 and 1, the
larger the value, the smaller the image distortion. When the
two images are exactly the same, the SSIM value is equal to
1. SSIM between the plain images and the encrypted image
is represented as SSIM (a), and between the plain images and
the decrypted images is represented as SSIM (b) as listed in
table 9.

SSIM =

(
2µxµy + C1

)
+

(
2σxy + C2

)(
µ2
x + µ2

y + C1

) (
σ 2
x + σ 2

y + C2

) (15)

whereµx represents the average of x,µy signifies the average
of y, σ 2

X represents the variance of x, σ 2
y signifies the variance

of y, σxy signifies the co-variance of x and y.
The work carried out by Wang et. al. has used chaotic

encryption principle which offers more focus on synchro-
nized outcome and hence slightly more time is consumed
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TABLE 6. Comparative analysis of NPCR, UACI, correlation coefficient and entropy for recent encryption approaches.

TABLE 7. Comparative analysis of NPCR, UACI, correlation coefficient, entropy, key sensitivity and encryption time for six different images.

FIGURE 13. Comparative analysis of encryption time.

FIGURE 14. Comparative analysis of processing time.

by its algorithm [53]. The approach of Dridi et. al. uses
an extensive key generation mechanism apart from using

TABLE 8. Comparative analysis.

TABLE 9. SSIM results of test images.

neural network and logistic mapwhich significantly increases
algorithm processing time [54]. However, its SSIM is better
than that of Wang et. al. [53]. The work carried out by
Chen et. al. has used neural network with reaction-diffusion
where chaotic cryptosystem is used [55]. This system
includes maximum processes in order to carry out image
encryption and hence consumes more time and also affects
in SSIM performance.

The core findings of the proposed study with respect to its
contributions and advantage are as follows:

• The proposed system shows that usage of non-recursive
encryption technique along with low-iterated machine
learning approach boosts up the encryption process

• Feed-forward based training approach is much efficient
in comparison to other variants of ANN
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• Proposed system offers faster encryption as well as
decryption performance with better quality of signal
with less processing time.

VI. CONCLUSION
This paper has presented a simple computational model that
performs non-recursive process of encryption mechanism
unlike conventional encryption approaches. The robustness
of the encryption is increased by using feed-forward training
approach in ANN. The proposed principle further boosts
up the process of technical adoption of proposed system.
Results and security analysis demonstrate that our technique
is effective at encrypting data and is resistant to exhaustive,
statistical, and differential attacks. Although, deep neural
network offers significant advantage in contrast to conven-
tional approaches; however, their applicability is still under
the radar of research community. The area of applicability
of presented concept of image security has been assessed
with respect to different forms of images to prove that pro-
posed system could be commercially used in the form of
application.
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