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ABSTRACT UAV aerial photos tend to have complicated backgrounds and dense targets that vary in size.
Applying existing object detection algorithms to such images is often inaccurate and prone to misdetection
and omission. To better improve the detection performance of UAV aerial photography, we proposed an
improved small-target detection algorithm based on YOLOvVS5s: 1) We reconstructed the feature fusion
network by introducing an upsampling layer, increasing the model’s focus on features from small targets and
improving related detection accuracy. 2) We introduced the SPD convolutional building block to downsample
the feature map without losing learning information, improving the model’s feature extraction ability. 3) We
replaced the CloU Loss function of the original model with EloU to reduce the location loss during training
and improve the regression accuracy. We experimented with the improved algorithm on the VisDrone2019
dataset and achieved mAP@0.5 of 44%, demonstrating a 10.7% improvement from the original model. The
detection speed also increases to 99 FPS, indicating that the improved algorithm can maintain its real-time

performance while improving its accuracy.

INDEX TERMS YOLOVvS5s, UAV, SPD, small target detection, EIoU.

I. INTRODUCTION

With the development of UAV technology, target detection
technology based on deep learning has become an important
research topic in the field of UAV applications, realizing
target detection and recognition of ground scenes under the
aerial photography viewpoint. However, the background of
UAV aerial images is complex, the detection object is pri-
marily tiny and easily obscured, and the target scale varies
significantly due to the influence of the aerial photography
viewpoint, which brings many challenges to the target detec-
tion of UAVs. Conventional target detection algorithms, when
applied to UAVs, tend to lack detection accuracy. Hence, opti-
mizing target detection algorithms for UAVs is particularly
important.Traditional target detection algorithms have low
accuracy, poor detection efficiency, and insufficient general-
ization and robustness. Along with the rise of Convolutional
Neural Networks (CNN), target detection algorithms based
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on deep learning have gradually replaced the traditional ones.
Contemporarily, two main categories for deep-learning-based
target detection algorithms exist: two-stage models repre-
sented by Faster-RCNN [1] and single-stage models depicted
by the YOLO series and SSD [2]. Since the proposal of
YOLO [3], it has been widely used for target detection in
various scenarios due to its fast detection speed. However,
its detection accuracy on the small targets remains to be
improved.To improve the problem of poor detection perfor-
mance of small targets in UAV aerial photography, the authors
made a new attempt at the YOLOvS5s algorithm. We proposed
an improved algorithm based on YOLOVS5s, which can effec-
tively improve the detection accuracy of small targets under
the premise of keeping the size of the model, the number
of parameters, and the detection speed similar to that of the
original model.

Il. RELATED WORK
Based on the characteristics of UAV aerial images and the
research difficulties at this stage, Liu et al. [4]. proposed a
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feature enhancement block (FEBlock) and integrated it into
spatial pyramid pooling (SPP) to generate enhanced spatial
pyramid pooling to improve the feature extraction ability
of YOLOvV5s network.However, this method was unable to
demonstrate significant improvement in detection accuracy.
Small targets still suffer from misdetection and omission.
Li et al. [5]. added a small target detection layer on the basis
of YOLOVS, and introduced a bidirectional feature pyramid
(BiFPN) to fuse feature information from different scales to
enhance the feature extraction ability of small targets in the
image. Zhu et al. [6] proposed TPH-YOLO: an improved
UAV target detection algorithm with new detection heads
to detect objects with smaller scales, replacing the original
prediction heads with Transformer Prediction Heads (TPH).
This new algorithm improved the model’s detection accuracy
for small targets. Gao et al. [7].introduced the convolutional
block attention module (CBAM) in YOLOVS and added a
small target detection layer to solve the problem of semantic
loss when detecting small targets. Liu et al. [8] added the
efficient channel attention (ECA) module to the backbone
network of YOLOV5] and replaced the sampling method with
transposed convolution to retain more feature information
of small targets. However, the improved model based on
YOLOVS5] has a large number of parameters, which is not
favourable for deployment on edge devices such as UAVs.

The above UAV target detection algorithms improved
the detection ability of small targets mainly by adding a
small-target detection layer in the feature fusion network
and incorporating an attention mechanism. However, increas-
ing the number of detection layers will lead to an increase
in model size, number of parameters, and computational
complexity. The detection speed of the model will also be
affected as a result. At the same time, due to the multiple
downsampling operations in the CNN used, it is difficult
to effectively retain features of small targets, leaving the
problem of missing feature information of small targets in the
detection process unattended in current algorithms.

To address the pitfalls of the existing algorithms,
we designed an improved small-target detection algorithm for
UAV aerial photography based on YOLOvS5s. This algorithm
can effectively improve the detection accuracy on small tar-
gets while keeping the model size, number of parameters,
and detection speed like those of the original model. To
solve the problem of poor detection accuracy of small targets,
we reconstructed the feature fusion network of YOLOVSs
by adding an upsampling layer to adjust the output scale
of the feature maps, resulting in feature images with low
receptive fields and high resolution. Adding this upsampling
layer retains more features of small targets, and effectively
improves their detection accuracy. For the problem of the
loss of features about small targets, we introduced the SPD
convolutional building block to replace the stride convolu-
tion in the original model. This new convolutional block
downsamples the feature maps without losing information,
which improves the feature extraction capability of the model.
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Finally, we replaced the CIloU Loss [9] of the original model
with the EIoU Loss [10], reducing the location loss in the
training time and improving the regression accuracy of the
model.

IIl. THE YOLOV5S ALGORITHM
The YOLOvVSs network consists of four parts: input, back-
bone, neck, and detection head.

(1) Input: The input images are preprocessed using the
Mosaic augmentation to further improve the training speed
and detection accuracy of the model. It also has adap-
tive anchor frame calculation and adaptive image scaling
methods.

(2) Backbone: YOLOv5s uses CSPDarknet53 as the back-
bone network, fusing the CBS convolutional layers and C3
module for feature extraction from the input image. At the
end of the backbone network is the Spatial Pyramid Pooling
Fast (SPPF) module, which converts the feature maps into
feature vectors of fixed size.

(3) Neck: The neck part consists of Feature Pyramid Net-
works (FPN) [11] and Path Aggregation Network (PAN)
[12]. The combination of the two enhances the feature fusion
capability of YOLOVS5s.

(4) Head: The detection head performs convolution on
three different sizes of feature maps outputted from the Neck
for target category and location regression detection.

IV. THE IMPROVED YOLOV5S ALGORITHM

To better improve the detection accuracy of small targets in
UAV aerial images, we improved YOLOVSs. The network
structure of the improved model is shown in Fig. 1:

A. RECONFIGURING THE FEATURE FUSION NETWORK
The feature fusion network of YOLOvSs is composed of
a Feature Pyramid Network (FPN) and a Path Aggregation
Network (PANet). Figure 2 shows the schematic diagram of
the FPN and PAN structures. In the process of shallow to deep
feature extraction, the shallow features have higher resolution
and richer geometric information, while the deep features
have strong receptive field and rich semantic information.
Most of the UAV aerial images contain small targets, which
are heavily represented by shallow features. After multiple
convolution and pooling operations, the original network
outputs a feature map with low resolution and lacks the
expression of shallow information, which makes it difficult
for the original model to learn the features of the small targets,
thus affecting the detection accuracy of small targets.

To improve the utilization of shallow features, we recon-
figured the feature fusion network of the original model by
adding an upsampling layer after the second up-sampling
operation. This change allows the feature map to undergo
the convolution and up-sampling operation again to adjust
the output scale of the feature map, and ultimately obtain the
feature maps with the sizes of 160 * 160, 80 * 80, and 40 * 40.
Among them, the feature map of 160 *160 size is specialized
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FIGURE 1. Improved YOLOV5s network structure.

in dealing with the detection of smaller objects in the image.
It has higher resolution and better preservation of shallow
feature information, making it easier for the network to learn
the features of small targets, thus improving the detection
accuracy of small targets.

FIGURE 2. FPN+PAN schematic diagram.

B. THE INTRODUCTION OF THE SPD CONVOLUTION
BUILDING BLOCK

The background of UAV aerial images is complex. The fea-
ture information of small targets is also vague. The original
model utilizes a stride convolutional layer with a step size
of 2 to downsample the feature map, which is likely to result
in the lack of discriminative information in the process of fea-
ture extraction, thus affecting the accuracy of the detection.
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To better extract the feature information of the small target,
we replaced the original convolutional structure with the SPD
convolutional building block, so as to solve the problem of
missing feature information due to the downsampling. This
innovation can effectively improve the model’s performance
in detecting small targets.

The SPD Convolution building block consists of the Space-
to-Depth layer followed by a non-strided convolution layer.
Its working mechanism is shown in Figure 3:

(1) Slicing: Slices the original feature map into several
sub-feature maps according to the scale factor. For example,
when scale = 2, 4 sub-feature maps can be obtained. The size
of each sub-feature map is (%, %, C1). This is equivalent to a
2-fold downsampling operation of the original feature map.

(2) Concatenation: Perform stitching operations on
sub-feature maps by channel dimension to obtain intermedi-
ate feature maps X'. The spatial dimensions of the interme-
diate feature maps are downscaled by a factor of scale, while
the channel dimensions are upcaled by a factor of scale. This
will result in a final dimension of (ﬁ, SCSW scale? * Cp)

(3) Non-strided Convolution: The intermediate feature
maps X' are further converted to the final feature maps X !
by using a non-strided (Stride =1) convolutional layer with
a C filter. The purpose of using a non-strided convolutional
layer is to retain all the feature discriminative information as
much as possible.

The original image is first sliced into sub-feature maps
after the SPD convolutional building block. Then, the
sub-feature maps are concatenated, and the features are
extracted. Finally, the extracted feature information is filtered
so that the feature information in the image is preserved to the
maximum extent while the feature map is downsampled. The
feature extraction capability of the network is improved after
this process.

SPD Layer Cony (stride=1)

FIGURE 3. Schematic diagram of SPD principle.

C. IMPROVED LOSS FUNCTION
The original YOLOvSs model uses CloU as the location
loss function. CloU considers three important geometric
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factors: overlap area, distance between centers, and aspect
ratio. Given the prediction bounding boxes B and the ground
truth bounding boxes B$’, the CloU loss function is defined
as follows:

p%(b, b8

Leoy =1 — 10U + 6’2 + av (1)
where b and b#! represent the center of B and B¢’ p? represents
the Euclidian distance. c is the diagonal length of the smallest
outer bounding box of the predicted and real bounding boxes.
« is the positive equilibrium parameter. v is the aspect ratio
of the predicted and real bounding boxes.

Since the last parameter, v, in Lcj,py only reflects the
difference in aspect ratio but not the actual difference between
width and height respectively with their confidence levels,
it will hinder the optimization of the model similarity. Based
on the above analysis, this paper adopts the EloU loss func-
tion to replace the CloU loss function in the original network
model, with the aim of obtaining better localization results
while speeding up the convergence of the model. The EloU
loss function is defined as follows:

Lgrou
= Ljouv + Lais + Lasp
2 t 2 t 2 t
p-(b, b%") p-w, w8 p=(h, h®")
=1—-1oU »
oU + (Wc)z + (hC)Z + (Wc)z + (hc)z

@

where B* and h¢ is the width and height of the smallest outer
bounding box of the prediction and target bounding boxes.

EloU divides the loss function into three parts: the IoU loss
Liou, the distance loss Lgis, and the aspect ratio loss Lap,
which takes into account the overlapping area, the distance
between the center points, and the real difference of the length
and width of the edge. It also solves the fuzzy definition of
the aspect ratio based on CloU. The loss term of the aspect
ratio is split into the difference between the width and height
of the prediction bounding box and the width and height
of the minimum outer bounding box, which accelerates the
convergence speed of the model and improves the regression
accuracy.

V. EXPERIMENTS AND ANALYSIS

A. EXPERIMENTAL ENVIRONMENT AND PARAMETER
SETTINGS

We conducted the experiment on a machine with an
i7-11700 CPU, an NVIDIA RTX A4000 GPU, 16GB of video
memory, and operates on Windows 10. Pytorch1.13.1 was
used to run the code, and the training was accelerated
using CUDA11.7.1. The training parameters are set as: batch
size = 16, number of epochs = 300, and other settings are
default.

B. EXPERIMENTAL DATASET
We selected VisDrone2019 as the dataset for experiments
in this paper. This dataset is collected by the AISKYEYE
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team at the Machine Learning and Data Mining Laboratory
at Tianjin University. Images in this dataset are captured by a
variety of UAV cameras. They cover a wide range of locations
(from 14 different cities thousands of kilometers apart in
China), environments (urban and rural), objects (pedestrians,
vehicles, bicycles, etc.), and densities (sparse and congested
scenes). The VisDrone2019 dataset contains 10 categories of
detected targets, and as can be seen in Fig. 4, most of the
objects in the dataset have a size less than 0.1 times the size
of the original image, which is in line with the definition of
the relative scale of small targets and can meet the needs of
experimental validation. The VisDrone2019 dataset contains
6,471 images in the training dataset, 548 images in the vali-
dation dataset, and 1,580 images in the test dataset.

0.1-
0.0-

00 01 02 03 04 05
width

FIGURE 4. Target size distribution of the VisDrone dataset.

C. EVALUATION CRITERIA
The experiments use mean Average Precision (mAP), Pre-
cision (P), Recall (R), Frames Per Second (FPS), and the
number of parameters (Params) to evaluate the detection
performance of the model.

(1) mAP denotes the mean average precision of all detec-
tion categories and is calculated as:

1 C
mAP = - ZAP,- 3)

i=1

where c represents the number of total detection classes. i rep-
resents the number of detections. AP is the average precision
of a single class. mAP is obtained by averaging the APs of all
categories. mAP@0.5 represents the mean average precision
when the threshold IoU is set as 0.5. mAP@0.5:0.95 repre-
sents the mean average precisions when the threshold IoU is
set as each value between 0.5 and 0.95 with a stride of 0.05.

(2) Precision (P) indicates how accurately the model
detects the target. Its formula is:

TP

P=—" x 100% “)
TP + FP
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where TP represents the number of positive samples that

have been predicted as positive, FP represents the number of

positive samples that have been predicted wrong as negative.

(3) Recall (R) measures of the model correctly identifying
True Positives.

TP
R=——
TP + FN

(4) Frames Per Second (FPS) denotes the refresh rate
of the model inference speed and is calculated as follows:
Use either SI (MKS) or CGS as primary units. (SI units are
strongly encouraged.) English units may be used as

x 100% 5)

Framenum

FPS (6)

- ElapsedTime
where Framenum is the total processed frames, ElapsedTime
is the total time taken to process the frames.

(5) Params represent the number of parameters occupied
by the model memory (unit: M)

D. THE ABLATION EXPERIMENT WITH THE IMPROVED
MODEL

We created seven sets of ablation experiments to verify
the enhancement of model detection performance by each
improved module. The validation was carried out by sequen-
tially adding each module to the baseline model YOLOVSs,
and the results of the ablation experiments are shown in
Table 1:

TABLE 1. Ablation experiment.

EloU  SPD  Upsampling mAP@0.5 mAP@0.5:0.95
exl - - - 0.333 0.179
ex2 v - - 0.341 0.182
ex3 - v 0.355 0.193
exd - - v 0.41 0.232
ex5 \ v 0.367 0.199
ex6 - v \ 0.434 0.249
ex7 \/ - N 0.42 0.237
ex8 \ N \ 0.44 0.254

Experiment one is conducted using the original model
YOLOVS5s. Experiment two replaced the loss function with
EloU, resulting in a 0.8% increase in mAP@0.5. Experi-
ment three introduced the SPD convolutional building block,
increasing mAP@0.5 by 2.2%. Experiment four added one
upsampling layer for the feature fusion network and increased
mAP@0.5 by 7.7%. This is because after adding one layer of
upsampling, the output feature map has a smaller receptive
field and is rich in shallow information, which is conducive
to feature extraction and fusion of small targets.

Experiments 5, 6, and 7 are a combination of the
three improvement points, which all improved the model’s
performance compared to the original version and showed
a superimposed effect on the performance enhancement.
Experiment 8 is the final improved model that combines the
three improvement points. It demonstrates the most signifi-
cant improvement compared to the original model, increasing
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mAP@0.5 by 10.7% and mAP@0.5:0.95 by 7.5%. Recall (R)
is improved by 9.3 percent.

E. EXPERIMENTAL ANALYSIS OF THE UPSAMPLING
MODULE

To verify the effect of adding an upsampling layer on the
detection performance of the model, we conducted compar-
ison experiments with the YOLOvSs model with an added
layer of upsampling and the original YOLOvS5s. The experi-
mental data are shown in Table 2. The detection accuracy of
each class is significantly improved after adding one layer of
upsampling. Among them, the accuracy of detecting pedes-
trians rises by 9.6%. The accuracy of detecting cars rises by
8.5%, and the accuracy of detecting buses rises by 11.2%.
These are the three classes with the biggest rise in detection
accuracy. mAP@0.5 increased by 7.7 percent compared to the
original model. It is clear that adding a layer of up-sampling
to the feature fusion network can effectively improve the
detection accuracy of the model for small targets.

TABLE 2. Comparison of detection accuracy after increasing upsampling.

Detection category YOLOV5s Add a lay er of
upsampling
pedestrian 0.405 0.501
people 0.319 0.38
bicycle 0.103 0.173
car 0.738 0.823
van 0.355 0.445
truck 0.283 0.354
tricycle 0.199 0.275
awning-tricycle 0.107 0.138
bus 0.43 0.542
motor 0.391 0.47
all 0.333 0.41

F. COMPARISON OF DIFFERENT LOSS FUNCTIONS

In order to verify the effect of different loss functions on the
performance of the model, we selected GIoU Loss [13], EIoU
Loss, and SIoU Loss [14] for comparison experiments with
ClIoU Loss in the original model. The experimental results are
shown in Table 3. After replacing the loss function with EIoU,
mAP@0.5 increased by 0.8%. This loss function has the best
effect on the model detection performance compared to the
other three. The EIoU loss function can reduce the location
loss during model training and can effectively improve the
regression accuracy of the model. As can be seen from Fig. 5,
replacing the CloU with EloU accelerates the convergence
speed of the model while improving the detection accuracy.

G. COMPARISONS WITH DIFFERENT DOWNSAMPLED
CONVOLUTIONS

In order to verify the effectiveness of SPD convolu-
tional building blocks for model performance improve-
ment, we respectively replace all strided convolutions with
strid = 2 in the original model with Omni-Dimensional
Dynamic  Convolution(OD-Conv) [15], Depthwise
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TABLE 3. Comparison of loss function.

Loss function mAP@0.5 mAP@0.5:0.95
CloU 0.333 0.179
GloU 0.321 0.173
SloU 0.334 0.178
EloU 0.341 0.182
0.40
= original model
0.35 The original model is
replaced with EloU
030
0.25
=
S0
%
®
0.15
0.10
0.05
0.00
0 50 100 150 200 50 300
epochs

FIGURE 5. Performance Comparison of Replacing EloU.

Overparameterized Convolution (DO-Conv) [16], and SPD
convolutional building blocks to conduct comparative exper-
iments. The results as shown in Table 4. As can be seen from
the table, after using OD-Conv to replace the strided convolu-
tion from the original model, the average precision, accuracy,
and recall have decreased compared with the original model.
DO-Conv is the one with the least number of parameters
among the four convolutions and the one with the poorest
performance index. After using the SPD convolution building
block to replace the original model’s stride convolution, the
number of params rises only slightly compared to the original
model. However, nAP@0.5 increased by 2.2%. It can be seen
that the introduction of SPD convolution has a substantial
effect on the improvement of model detection performance.

TABLE 4. Comparison of different downsampling convolutions.

Different
convolutional mAP@0.5 P R Params(M)
layers
Conv 0.333 0.445  0.338 14.4
ODConv 0.332 0.468  0.332 14.5
DO-Conv 0.283 041 0.292 10.1
SPD 0.355 0.504  0.343 17.5

H. COMPREHENSIVE COMPARISONS

Finally, to verify the detection performance of the improved
model in this paper more comprehensively, we compared the
performance of our model with other state-of-the-art models.
We used the following criterias: mAP@0.5, precision, recall,
model size, and parameter size. The results are shown in
Table 5. From these data, we can conclude that the improved
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model, compared with other mainstream models, has the
highest average precision, accuracy, and recall. Compared
with the baseline model, our model increased mAP@0.5 by
10.7% only at the cost of increasing the number of fewer
parameters. Our model has an FPS of 99, which may satisfy
the requirements of real-time detections.

TABLE 5. Performance comparison of different algorithms.

algorithm (glé}; P R FPS Pa(;j)ms sizA/i(;f\l;é )
YOLOv7-tiny[17]  0.358 0.488 0.37 125 6.0 12.3
YOLOvSs 0.398 0.508 0.388 222.2 11.1 22.5
TPH-YOLOvS 0.394 0.496 0.4 60.2 41.6 83.6
YOLOvSm 0.37 0.467  0.382 86.2 20.9 42.2
YOLOvSI 0.395 0.52 0.387  80.6 46.2 92.9
YOLOv5s 0.333 0.445 0338 108.7 7.0 14.4
ours 0.44 0.592  0.431 99 8.6 17.9

FIGURE 7. Night City Road(Improved Algorithm).

I. COMPREHENSIVE VISUALIZATION

In order to more intuitively compare the detection perfor-
mance of the improved model with the original model,
we selected UAV aerial images from three scenes, namely,
city roads at night, complex traffic intersections, and town
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FIGURE 10. City Road with Shades(Original YOLOv5s).

boulevards, for experiments. These images are characterized
by insufficient light, dense small targets, complex back-
ground, and severe occlusion, which can verify the detection
effect of the model under extreme conditions. In Fig. 6 and
Fig 7, it can be seen that the original algorithm falsely
detects buses as trucks and vans as cars. However, the
improved algorithm can detect them correctly. It also detected
targets farther away. In Fig. 8 and Fig 9, the improved
algorithm detects more densely crowded targets than the orig-
inal algorithm. Small targets farther away can be recognized
effectively. In Fig. 10 and Fig 11, the improved algorithm
is able to detect the occluded targets, which the original
algorithm fails to detect.
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FIGURE 11. City Road with Shades(Improved Algorithm).

VI. CONCLUSION

To address the poor performance of current algorithms
for detecting small targets in UAV aerial photography,
we designed an improved small target detection algorithm
based on YOLOVSs. By adding an upsampling layer to the
feature fusion network of YOLOVS5s, we managed to narrow
the receptive field and improve the resolution of feature
images. The network now pays attention to more feature
information of small targets, improving its detection accuracy
for small targets. The SPD convolutional building block is
used to replace the stride convolution in the original model
to perform the downsampling operation, retaining the fea-
ture discriminative information to the greatest extent. This
improves the missing feature information caused by multiple
downsampling of ordinary stride convolution and improves
the feature extraction ability of the model for small tar-
gets. The original loss function is replaced with EloU to
reduce the location loss during training and improve the accu-
racy of the model. Results from the experiments show that
the improved model has a 10.7% increase in its mAP@0.5,
reaching 44%. While improving its accuracy, the improved
model can still meet the needs of real-time detections. Com-
pared with other mainstream algorithms, the improved model
has better detection performance for small targets in UAV
aerial photography. Targeted optimization of the network
structure will be continued in subsequent research to reduce
the number of parameters to achieve a lightweight model
for better application and deployment on edge devices with
limited computational power.
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