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ABSTRACT Social media represent a vital actor in our lives, often serving as a primary source of
information, surpassing traditional sources. Among these platforms, the X-Platform, which used to be
called Twitter, has emerged as a leading space for the exchange of opinions and emotions. In this study,
we introduced a supervised machine learning system designed to detect user credibility in this influential
platform. User credibility detection depends largely on the features of the users on the platform. Feature
weighting plays a pivotal role in identifying the significance of each feature in a dataset. It can indicate
irrelevant features, which can lead to better performance in classification problems. This study aims to
highlight the impact of weighted features on the accuracy of X-Platform User Credibility Detection (XUCD)
using supervised machine learning methods, such as Principal Component Analysis (PCA) and correlation-
coefficient algorithms, and tree-based methods, such as (ExtraTressClarifier) to extract new weighted
features in the dataset and then use them to train our model to discover their impact on the accuracy of
user credibility detection issues. As a result, we measured the effectiveness of different feature-weighting
methods on different dataset categories to determinewhich obtained the best detection accuracy. Experiments
were conducted on real user profiles, and statistical and emotional information was extracted from a publicly
available dataset called (ArPFN). The improvement in XUCD accuracy using different weighting methods
was dependent on the method and dataset category used.

INDEX TERMS Feature engineering, feature weighting, social network, supervised machine learning, user
credibility, X-platform.

I. INTRODUCTION
Detecting credibility among online social network (OSNs)
accounts is a crucial task, as it identifies trustworthy sources
of information that the audience can rely on. This distinction
is vital for mitigating the dissemination of misinformation
and fake news, which can have detrimental effects on people
in this era, where online platforms replaced conventional
sources of information. X-Platform is considered a significant
source of information appealing to a wide range of audiences.
Consequently, the detection of untrustworthy X-platform
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users holds particular significance for combating the spread
of misinformation within this audience.

Automatic detection of X-Platform User Credibility
(XUC) is essential because of the large amount of data
required to be processed and handled on such a platform.
Machine Learning (ML) algorithms are frequently used to
effectively identify patterns and extract valuable insights
from data [1]. However, it is crucial to acknowledge that their
effectiveness depends heavily on the quality of the dataset.
When a dataset includes irrelevant or noisy information,
deriving trustworthy knowledge becomes challenging [2].
As a result, the process of data preprocessing, which involves
converting raw data into a useful and comprehensible format,
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has emerged as a pivotal phase in the application of ML
algorithms [2]. Traditionally, it is assumed that all features
have equal significance when estimating the output. Nonethe-
less, when certain features exhibit greater importance than
others, they can influence the results and potentially impact
the overall algorithm’s performance and accuracy [3].

Not all features contribute equally to predicting the correct
class. It is necessary to weigh the features in the dataset
and use them to prove the accuracy of the classifier. Many
weighting techniques are available, such as ExtraTreesClassi-
fier, Principal Component Analysis (PCA), and Correlation-
Coefficient-based algorithms. However, the effectiveness of
these techniques in detecting user credibility remains unclear.
In this study, we focused on X-Platform User Credibility
Detection (XUCD); therefore, experiments were conducted
to evaluate the impact of feature weighting methods on the
performance of user credibility detection using Supervised
Machine Learning (SML). By investigating these techniques,
we aimed to comprehensively explore different facets of
feature weighting and assess their effectiveness in enhancing
X-Platform User Credibility (XUC) detection within the con-
text of our study. Additionally, different categories of features
and their combinations were considered. them yourself, just
to ensure that the right heading style is applied.

II. RESEARCH BACKGROUND
A. USER CREDIBILITY DETECTION
Credibility can be defined in many ways, but it essentially
means being seen as believable and trustworthy. In other
words, it is about offering reasonable grounds for belief. User
credibility in OSNs concerns the positive qualities of a user
or news provider that makes their followers trust them. User
credibility can be described as the willingness of people to
trust the user of an OSN as a reliable source of information
[3], [4], [5]. It is important for online communication, espe-
cially in social media, where people can share anything they
want.

User Credibility Detection is the process of understanding
and measuring user credibility in an OSNs. It involves iden-
tifying the different features that can be used to determine
whether a user is credible or not, and can be categorized as

1) CONTENT-BASED FEATURES
These features include content quality and relevance as well
as language and tone [4], [5], [6].

2) INTERACTION-BASED FEATURES
Interaction-based features are composed of information on
the following details and the reaction of the audience to the
posted content [5].

3) PROFILE-BASED FEATURES
Including the details about the users that include their demo-
graphic information and their status [4], [6].

FIGURE 1. Supervised machine learning.

4) SENTIMENT-BASED FEATURES
Describe the user’s views, emotions, feelings, opinions,
or assessments regarding products, events, news, or ser-
vices [7], [8], [9].

5) STATISTICAL INFORMATION
Some of the features listed above can be quantified as statis-
tical information [9].

Machine learning can play a significant role in automating
the extraction and analysis of UCD features. This can help
improve the quality and reliability of online communication.

B. SUPERVISED MACHINE LEARNING (SML)
Supervised Machine Learning (SML) is a type of artificial
intelligence that allows computers to learn from data and
make predictions without explicit programming. SML algo-
rithms are trained on a set of labeled data, where the algorithm
learns to identify patterns in the data and uses them to predict
the label of new data, [9] as shown in Figure 1.
SML is idle for classification problems. It has been widely

used for user-credibility detection, where each user is labeled
as either credible or non-credible. The algorithm learns to
identify features of users that are highly associated with cred-
ibility, such as the quality of their content, engagement with
other users, and reputation within the platform. Once trained,
an SML algorithm can be used to predict the credibility of a
new user by analyzing its features.

The most popular SML approaches used in user credibility
detection include logistic regression (LR) [6], [9], [10], Sup-
port Vector Machine (SVM) [6], [9], [10], Naïve Based (NB)
[6], [9], [10], Decision Tree (DT) [9], and Random Forest
(RF) [6], [9], [10].

1) SUPPORT VECTOR MACHINE (SVM)
SVM, which is primarily used for classification tasks, accom-
plishes this by segregating the data into distinct groups.
It identifies a hyperplane, often referred to as a decision
boundary, that effectively divides the dataset into different
groups [11], [12].
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2) LOGISTIC REGRESSION (LR)
The LR method is used to estimate discrete values based
on a given set of independent variables. It helps predict the
probability of the occurrence of an event by fitting the data
to a logit function. Its output value was between 0 and 1.
LR overcomes the limitations of linear regression for better
classification [12], [13].

3) NAÏVE BAYES (NB)
The NB model calculates the probabilities of the categories
assigned to a given dataset based on Bayes’ theorem. Sub-
sequently, it classifies the test data [12], [14]. In the Naive
Bayesian (NB) model, the process involves computing the
conditional probability for each class label, and subsequently
identifying the label with the highest probability as the pre-
dicted label [15].

4) DECISION TREE (DT)
DTs classify instances by sorting them according to their
feature values. In this approach, each node in the tree corre-
sponds to a feature of an instance that requires classification
and each branch emanating from a node represents a possible
value that the node can take on. Decision trees are a com-
monly employed technique for classification, in which the
classification itself is represented as a tree structure known
as a decision tree [12], [16].

5) RANDOM FOREST (RF)
RF is a machine learning algorithm that employs an ensemble
of decision trees. This is based on the collective work of a
large number of decision trees. This ensemble was generated
from a casually selected subset of the training data. The
model gathers votes from several decision tree approaches to
determine the final class of the test dataset [12], [17], [18].

6) BOOSTING ALGORITHMS
Boosting algorithms operate as greedy techniques. Unlike
RF, boosting models do not grow decision trees simulta-
neously. Instead, they sequentially train individual decision
trees, each of which is an improved version of the previous
one, to reduce the error rate. XGB is considered a powerful
machine-learning algorithm. where a regularization term is
used to control the complexity of the model, leading to better
prevention of overfitting [19].

C. FEATURE WEIGHTING
The extraction of feature weights from a dataset can be per-
formed through traditional methods that require expert input
or by employing filter selection algorithms, which can assess
the significance of each feature in the dataset. Some widely
used feature-weighting methods are as follows.

1) ANALYTIC HIERARCHY PROCESS (AHP)
The AHP serves as a decision-making tool that facili-
tates the comparison of several criteria and determines

their relative importance [20], [21]. It has been used
to produce feature weights in machine learning, and
recent research has indicated that AHP can effectively
assign weights to features, ultimately improving the per-
formance of machine learning models across diverse
applications [9], [22], [23].

2) INFORMATION GAIN
This type of filter method is used to measure feature weights
in high-dimensional feature spaces. The information gain
ratio is valuable for assessing features with a large number of
distinct values. However, it should be noted that this method
may result in a bias favoring features with low information
values [22], [24].

3) CHI-SQUARED TEST
The chi-square test is a statistical tool used to determine the
significant association between a categorical feature and the
target variable. It can be used to assess the importance of
features in the dataset [22], [24].

4) EXTRA TREES CLASSIFIER
The extra-tree classifier is a type of DT algorithm that is
primarily used for classification tasks. A key advantage of
feature weighting is its ability to rank features based on their
importance [25].

D. USER CREDIBILITY DATASETS
Several online datasets can be used to train the SMLmodel to
detect X-Platform User Credibility (XUC). The most suitable
datasets were as follows.

1) CREDBANK
This dataset contained tweets from October 2014 to February
2015. Tweets about events, and they were classified based on
the credibility rating of these events [26].

2) FAKENEWSNET
This dataset contains fake news stories and X-Platform users
who share them, along with their profiles, timelines, follow-
ers, and following information [27].

3) ARPFN
This dataset contains X-Platform users and the number of
fake and true tweets they share, along with 39 features for
each user, grouped into profile, text, emotional, and statistical
features [28].

4) PHEME
This dataset contains tweets related to breaking news events
along with their credibility and veracity ratings. It also has
tweet-level features, such as sentiment, source, and retweet
count [29].
Table 1 presents a comparison of the main characteristics

of the aforementioned datasets.
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TABLE 1. Dataset comparison.

III. LITERATURE REVIEW
Users’ credibility is a significant factor in deciding whether
the information is trusted. Given that in OSNs, a large amount
of information comes from unknown individuals who lack
a proven indicator of their credibility, it is challenging to
determine the trustworthiness of this information. Hence, the
credibility of information relies on the reliability of its source.
Therefore, automated UCD techniques have been addressed
by a significant number of scientific papers in literature.
For example, by a simple search in the Google Scholar
database with the keywords (user’s credibility + detection +

X-Platform, between 2015 and 2023), 17300 related articles
were obtained. In this section, we discuss only those studies
that are most relevant to our work.

A. X-PLATFORM USER CREDIBILITY DETECTION
METHODS
The literature addresses user credibility detection in OSNs
using different methods. Many studies use machine learning

techniques, particularly SML algorithms, such as SVMs [4],
[30], [31], [32], [33], [34], [35], NB [33], RF [6], [9], [36],
[37], [38], [39], XGBoost [40], [41], [42], [43], LR [42], [44],
[45], and DT [4], [46], [47], [48]. Some studies have also used
ensemble models [41], [49] that combine the predictions of
multiple SML algorithms.

Hybrid approaches that combine SML with other tech-
niques are popular. For example, [33] used a graph-based
approach to analyze the relationships among users, products,
and shops to calculate the credibility of customers. In [47]
A node2vec graph embedding algorithm was used to extract
features from the X-Platform followers/followed graph, and
then these features were combined with user features pro-
vided by X-Platform to create a hybrid model that reflects
both the user’s features and their social graph. Other hybrid
approaches are based on feature hybridization. For exam-
ple, [41] sentiment analysis combined with social network
features was used to identify features that can be used in
XUCD. They applied a reputation-based technique to each
user profile and assigned a sentiment score based on the user
history. The CredRank algorithm proposed in [50] analyzes
user behavior to measure user credibility in OSNs. In the
same context, [51] the User Credibility (UCred) model uses
both machine learning and deep learning methods to improve
the accuracy of X-platform user credibility detection. In their
study, they generated their output using RoBERT (Robustly
optimized BERT), Bi-LSTM (Bidirectional LSTM), and RF
(Random Forest), and then fed this output into a voting
classifier to achieve their goal. In addition, feature hybrids
have been used in [42] by combining sentiment analysis and
social networks to find features that can be used for XUCD.
This study applied reputation-based techniques and assigned
a sentiment score to each user based on the history of the
user’s profile. Reputation features have also been shown to be
useful for UCD [41] when a probabilistic reputation feature
model is proposed. This model outperformed raw reputation
features in terms of accuracy. In addition, [43] integrated
semantic and sentiment analyses are used to estimate and
predict domain-based analysis of user content in social big
data. Reference [35] used a hybrid approach that combined
sentiment analysis and machine learning to identify the cred-
ibility of both user profiles and content.

B. FEATURE WEIGHTING
Feature weighting has been a subject of study in various
studies. In [9], a credibility formula was introduced for Face-
book users involving several parameters, each of which was
assigned a specific weight. These weights were determined
through the application of the Analytical Hierarchical Process
(AHP) approach, which is grounded in credibility theory.
Using this formula, users’ accounts are ranked based on their
credibility, allowing for the prediction of trust and credibility
levels among Facebook users. Furthermore, in a related con-
text, [52] introduced an enhanced version of the AHP called
the Interval Type-2 Fuzzy Analytical Hierarchy Process. This
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method was used to rank online reviewers concerning their
credibility and address the issue of reviewer credibility.

Moreover, [53] proposed a model for assessing the cred-
ibility of publications on various social networks. The
credibility analysis was based on three metrics: text credibil-
ity, user credibility, and social credibility. They introduced
a model for measuring text credibility from social network
information sources (TCred), represented as follows:

TCred(t) = (weighttext ∗ TextCred) + (weightuser × User-
Cred) + (weightsocial × SocialCred)

Here, weighttext, weighuser, and weightsocial represent the
weights assigned to the text credibility, user credibility,
and social credibility, respectively. TextCred, UserCred, and
SocialCred represent credibility measures associated with
text, user, and social impact, respectively. The user of the
model is responsible for defining the values of the parameters
and weights within the system.

Another study [54] aimed to detect fake news using opin-
ion mining in which user credibility scores were calculated
and used. The user credibility equation comprises of three
components: user reputation, user influence, and user com-
ments. Each component was assigned a specific weight. User
comments carried a lower weight (0.2) because they did not
directly reflect a user’s credibility, whereas user reputation
and influence both had the same weight (0.4) because they
more directly indicated a user’s credibility.

CredRank, as proposed in [50], evaluates user credibility
by identifying similarities in online behavior. It is designed to
detect coordinated behavior on social media and assign lower
credibility weights to users engaged in such behavior. Coor-
dinated users can suppress other users and hinder the spread
of their content, potentially leading to the dissemination of
misleading information.

In addition, [55] the information entropy method is
employed to assign weights to various feature items. They
considered four factors in their model for evaluating user
credibility: social relationship strength, social influence
scope, information value, and information transmission con-
trol. However, determining the optimal weights for these
factors remains a challenge [56].

C. FEATURES RELATED TO XUCD
The concept of user credibility on social media platforms,
such as X-Platform, has garnered substantial research atten-
tion. In [57], a set of language-independent features, extracted
from four different languages, was utilized to investigate the
nature and characteristics of spam profiles in X-Platform and
to enhance spam detection.

Reference [41] introduced a novel probabilistic reputation
feature model that focused on user reputation. The analysis of
user reputation within a social network was also addressed by
[8], who delved into a user’s reputation regarding a specific
topic while also assessing the user’s profile and sentiment to
identify trustworthy sources of topic-related information.

In another approach, [30] introduced a method for rating
user credibility in his/her X-platform profile. This method

FIGURE 2. Research stages.

considers the content, images, links, sentiment, and profile
features. Moreover, [46] the identified key tweet features
affect credibility, including the user’s duration time on X-
Platform, posting frequency, friend/follower counts, and the
number of retweets received.

Examining tweets related to various events revealed [58]
that credibility is strongly associated with the inclusion of
URLs, mentions, retweets, and tweet length. Additionally,
[59] users often base their credibility perceptions on easily
identifiable information such as their username and profile
picture.

Another study [39] aimed to calculate users’ credibil-
ity scores based on factors such as users’ social profiles,
tweet credibility, number of likes and retweets, and sentiment
scores. They suggested that a higher user-credibility score
signifies a greater influence and credibility.

The detection of XUCD was also addressed in [60], where
sentiment features, the presence of emojis, hashtags, and
political bias in user tweets were considered in the detection
process. Conversely, [61] features such as the number of
followers, tweet production volume, and ratio of tweet count
to the account’s creation duration in days significantly influ-
enced credibility judgments, with the number of followers
being the most impactful feature.

D. LITRATURE OVERVIEW
Finally, Table 2 provides a comparative overview of the most
relevant studies in the domain of XUCD, focusing on the
primary objectives of the proposed solutions.

IV. MATERIALS AND METHODS
This research aims to investigate the impact of feature weight-
ing on the accuracy of XUCD by using embedded methods
such as the ExtraTreeClassifier, Correlation coefficient, and
PCA to determine the importance of each feature in our
dataset, which has been used to calculate feature weights that
enabled us to transform features into weighted features. The
feature-weighting process was performed between feature
extraction and classification. This is the process of generating
new weighted datasets that have been used to evaluate their
impact on prediction results. Our hypothesis was based on the
fact that treating all features equally may reduce the accuracy
of the model. It is hoped that feature weighting will increase
model accuracy in XUCD. Figure 3 illustrates the main stages
of the research methodology.

A. DATASET
We plan to use the ArPFN dataset [28] for our experiments
because it is the most recent dataset and has the most features.
The ArPFN is a real-world dataset created [42] in three
stages. First, they collect a set of verified Arabic claims from
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FIGURE 3. Flow diagram of the proposed model.

various sources. They then used these claims to find tweets
that spread them. Finally, they identified the users associated
with these tweets and labeled them credible or non-credible
based on how often they tweeted fake news. The ArPFN
contains 1,546 X-platform user accounts, of which 541 are
non-credible (prone to spreading fake news) and 1,005 are
credible (not prone to spreading fake news).

As shown in Table 3, the dataset had three feature cate-
gories for each user: profile, emotional, and statistical.

B. FEATURE WEIGHTING
This phase focused on estimating the importance of the
features in the UCD. Each category of feature is processed

individually and combined with the other categories, which
results in seven different sub-datasets of features as follows:

Datasets: {(profile features), (emotional features), (statis-
tical features), (Profile and Emotional features), (Emotional
and Statistical features), (Profile and Statistical features),
(Profile, Emotional, and Statistical features)}.

Two alternatives have been considered for each sub-dataset
through this phase.

First: considering raw data.
Second: Using ML feature importance estimator meth-

ods, such as ExtraTreeClassifier, correlation coefficient, and
principal component analysis (PCA), are used to generate
weighted feature datasets. This approach consists of the fol-
lowing steps:
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TABLE 2. Credibility detection in literature. TABLE 2. (Continued.) Credibility detection in literature.
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TABLE 3. ArPFN feature types [28].

Finding the weight for each feature by using the following
equation.

Wi = Ii/
∑T

i=1
Ii (1)

where:
• Wi: Feature(i) weight,
• T: Number of features in sub-dataset, and
• Ii: Feature importance score

While
∑T

i=1Wi = 1
Calculate the weighted features based on their weights by

multiplying each feature value by its weight.

WFi = Fi∗Wi (2)

where:
• WFi: Weighted Feature(i),
• Fi: Feature (i) value, and
• Wi: Feature (i) weight.
User Credibility Detection
This phase of the research focused on developing an SML

model that can distinguish between credible and non-credible
users on the X platform. We chose to use SML because
it has been proven to be highly accurate for classification
problems, as shown in the literature review. To obtain a better
and more generalizable model, we trained it using a 10-fold
cross-validation method, which has been shown to reduce
overfitting. We then compared the most common classifica-
tion algorithms, such as XGB, SVM, and LR, to determine
the most accurate for our datasets.

C. IMPLEMENTATION, EVALUATION, AND
INTERPRETATION OF THE RESULTS
Python has been used for model implementation using
open-source libraries such as Scikit-learn and Matplotlib.

In this phase, we use various evaluation metrics to determine
the effectiveness of the proposed method. These evaluation
metrics, including the accuracy, precision, recall, and F1
score, were used to validate each alternative from the previous
phase. Python visualization tools, such as bar plots, heatmaps,
and confusion matrix visualization, were used to analyze and
visualize the results. Figure 3 shows the flow diagram of the
proposed model.

V. RESULTS
Using the proposed methodology, we determined the impact
of various feature weighting methods, different feature cate-
gories, and three SML classifiers on the accuracy of XUCD,
which can be summarized as follows:

A. FEATURE WEIGHTING
1) FEATURE WEIGHTING METHODS
In general, feature-weighting algorithms do not reduce the
dataset dimensionality. Instead, they assigned weights to each
feature based on their importance in predicting the correct
labeled class. Unless features with extremely low weights are
explicitly removed from the dataset at the outset, we assume
that each feature has some level of importance in the induc-
tion process, with the magnitude of its weight reflecting
its degree of significance. In this study, we used several
machine learning algorithms to weigh features according
to their importance in detecting X-platform user credibility
(XUC). As described in Appendix, we considered three of the
most popular methods for calculating the feature importance
score.

a: CORRELATION COEFFICIENTS
A Logistic regression algorithm was used to assess the corre-
lation coefficients of the model. The significance of a feature
in detecting XTUC is determined by the magnitude of its
coefficient, whether it is positive or negative. A coefficient
of zero indicates that the feature has no influence on the
detection. In this approach, we considered the absolute value
of each significant score.

b: TREE-BASED MODEL
ExtraTreeClassifier and XGBClassifier were employed to
train the model and obtain the important scores for each
feature.

c: PRINCIPAL COMPONENT ANALYSIS (PCA)
The importance of features within the datasets was deter-
mined using the first principal component (PC1), which
signifies variance.

2) XUCD ACCURACIES USING WEIGHTING METHODS
We utilized the various methods mentioned above for the
sub-datasets within our model. As depicted in Table 4
and Figure 4, the results revealed that in the most favor-
able scenario, the ExtraTreeClassifier was able to positively
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FIGURE 4. Accuracy comparison after features weighting.

TABLE 4. Accuracy after applying weighting methods.

FIGURE 5. Classifiers’ accuracies comparison.

influence five out of seven groups, enhancing the accuracy of
XUCD.

3) DATASET CATEGORY IMPACT ON XUCD
As seen in Table 4 and Figure 4, the most significant dataset
category was the combination of weighted profile and emo-
tional features using ExtraTreeClassifier, which achieved the

TABLE 5. SML classifier metrics for XUCD.

FIGURE 6. Influence of dataset on classifiers.

highest accuracy score (0.546) among all datasets. It is impor-
tant to note that using a combination of feature categories
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TABLE 6. Classifiers’ accuracies comparisons.

TABLE 7. Profile features importance.

provides higher accuracy scores than using the individual
category dataset in the detection of XUC, as shown in Table 4.

B. SML CLASSIFIERS COMPARISON
Three supervised machine-learning classifiers, SVM, LR,
and XGBoost, were trained using the datasets. The metrics
for detecting the credibility of X-platform users are listed in
Table 5.

Table 6 and Figure 5 present a comparison of the accuracies
of the three classifiers. The XGB surpasses the others with

TABLE 8. Emotional features importance.

TABLE 9. Statistical features importance.

the highest accuracy of 0.543 when utilizing a combination
of profile and statistical features. LR comes in close second,
with an accuracy of 0.540, when working with a dataset that
incorporates a combination of profile and emotional features.
Bringing up the rear is an SVM, with its peak accuracy
reaching 0.530, which is achieved when using the profile and
emotional features.

Our experiments confirmed that XGB achieved the best
performance among the examined supervised machine learn-
ing classifiers, with an average accuracy of 0.521 in XUCD,
as shown in Figure 5.
The accuracy of the classifiers varied based on the pro-

cessed dataset. Figure 6 illustrates the impact of different
dataset categories on the detection accuracy of the three clas-
sifiers. This visual representation highlights how the choice
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TABLE 10. Profile and emotional features importance.

of dataset category can affect the performance of the classi-
fiers.

VI. DISCUSSION
This section discusses the findings of our research on feature-
weighting XUCD. We investigated the impact of various
feature-weightingmethods including logistic regression coef-
ficients, tree-based models, and PCA. We used the ArPFN
dataset, which contains profile, emotional, and statistical fea-
tures, to conduct the experiments. The key findings and their
implications are as follows:

A. FEATURE WEIGHTING
1) EFFECTIVENESS OF THE METHOD
In this study, the effectiveness of feature weighting tech-
niques, such as logistic regression coefficients, tree-based
models, and PCA, proved pivotal in assigning weights or
importance scores to features. These weights were subse-
quently utilized by the model to generate new weighted
sub-datasets, which were then employed in the training to
assess their influence on the accuracy of XUCD. Notably,

TABLE 11. Profile and statistical features importance.

the use of these methods, particularly tree-based algorithms,
had a positive impact on the detection accuracy of our model.
As depicted in Table and Figure 4, our findings indicate
that five out of seven sub-datasets demonstrated improved
performance when utilizing feature weighting methods. Con-
versely, two out of the seven sub-datasets showed a decrease
in performance when any of the four weighted methods were
applied. Hence, this finding confirms that the tree-based
weighting methods outperformed the other methods in most
cases, except in one case (using all 39 features), where PCA
achieved the highest performance in XUCD.

2) FEATURE CATEGORY INFLUENCE
The impact of feature weighting varies across feature cat-
egories. The profile and emotional features showed the
greatest improvements in accuracy, especially when using
tree-based models for feature weighting. In contrast, the
profile features category and the combination of profile and
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TABLE 12. Emotional and statistical features importance.

statistical feature categories were negatively affected by the
application of weighting techniques on XUCD accuracy.

B. FEATURE CATEGORY
The experimental results shown in Table 6 and Figures 5 and 6
prove that the effect of the data categories changes depending
on the classifier used in the model. Using a combination of
feature categories can provide the best performance in XUCD
in all three classifiers, and all three classifiers confirmed that
profile features must be included for the best detection of
TUC.

C. XUCD CLASSIFICATION USING SML
Referring to Table 6. The best performance for XUCD was
achieved using the XGB classifier because it provides the
highest accuracy result with an average of 0.521. it is also
important to note that XGB was least affected by dataset
categories, as the difference between the accuracies obtained
from different categories of datasets was the less range among
other classifiers, it does not exceed 0.042 Next, in the sec-
ond place, LR classifier comes with accuracy average 0.491.
Finally, the worst accuracy resulted from the SVM, with an
average accuracy of 0.487.

VII. CONCLUSION
A supervised machine learning framework for detecting
XUC based on feature weighting techniques was proposed.

TABLE 13. Profile, emotional, and statistical features importance.

These weighting techniques were examined to determine
their impact on the detection accuracy of the proposed model.
Three weighting methods were investigated: tree-based, cor-
relation coefficient, and principal component analysis (PCA).
Our findings confirmed that tree-based methods, such as
ExtraTreeClassifier and XGBClassifier, were the most effec-
tive methods for achieving the highest accuracy in XUCD.

Furthermore, the ArPFN dataset provides seven different
datasets according to the feature categories. Our experiments
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also focused on determining the impact of different feature
categories on XUCD, and the results revealed that the inclu-
sion of profile features is essential for enhancing the accuracy
of XUCD.

In our model, we employ three ML classifiers: XGB, LR,
and SVM. The highest performance was attained using XGB,
followed by LR, with SVM ranking last in terms of the TUC
detection accuracy.

In conclusion, our research provides valuable insights into
the role of feature weighting methods, feature categories, and
the three ML classifiers in the accuracy of XUCD. This was
achieved by comparing the accuracy of the results obtained
in terms of the accuracy, precision, recall, and F1 score. This
paragraph has been added to the Conclusion section.

Moreover, the findings of this study not only contribute to
the theoretical understanding of feature weighting in machine
learning, but also provide actionable insights for practitioners
seeking to implement robust credibility detection systems.
As online platforms continue to evolve, the adaptability and
efficacy of such systems have become paramount for safe-
guarding the integrity of information dissemination.

APPENDIX
Importance scores for all 7 datasets in the proposed model:
See Tables 7–13.
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