IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received 27 October 2023, accepted 9 January 2024, date of publication 12 January 2024, date of current version 23 January 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3353466

== RESEARCH ARTICLE

Proposal and Investigation of a Lite Time
Sensitive Networking Solution for the
Support of Real Time Services in

Space Launcher Networks

TIZIANA FIORI, (Graduate Student Member, IEEE), FRANCESCO GIACINTO LAVACCA™,
FRANCESCO VALENTE", (Graduate Student Member, IEEE),
AND VINCENZO ERAMO ", (Member, IEEE)

DIET Department, Sapienza University of Roma, 00184 Rome, Italy

Corresponding author: Tiziana Fiori (tiziana.fiori @uniromal..it)

ABSTRACT Most launcher networks are based on proprietary buses such as MIL-STD-1553B whose low
bandwidth limits the introduction of new services of suitable characteristics. Ethernet technology, because
of its low cost and high performance, has been considered an excellent candidate for its use in launcher
networks. The real time Ethernet solutions based on the Time Sensitive Networking (TSN) standards seem
the most suitable because of its multi-vendor product characteristics. In this paper we propose a real time
Ethernet solution for aerospace applications in which negligible jitter services has to be guaranteed. The
proposed solution is based on the following TSN standards: IEEE 802.1AS/ASrev as synchronization
protocol and 802.1Qbv-2015 for deterministic traffic scheduling. To improve both the bandwidth effective
and the frame delay the solution is also based on a change in the management of the Priority Code Point field
in IEEE 802.1Q standard. The optimal scheduling problem is formulated so as to minimize the makespan,
defined as the time needed to deliver all of the messages of an elementary cycle. The problem has been
resolved with the CPLEX solver and the proposed solution has been evaluated in terms of both delay and
bandwidth effective by comparing its performance with the TTEthernet, FTTEthernet benchmark solutions.
The obtained results in areal traffic scenario characterized by the set of messages of the VEGA launcher show
how the proposed solution allows for the same performance of TTEthernet, i.e., the solution of proprietary
and real-time Ethernet with better performance.

INDEX TERMS Time sensitive networking, TTEthernet, FTTE, scheduling optimization.

1. INTRODUCTION costs and lack in flexibility of other alternatives, like

Future aerospace intra-communication systems must be
designed with new, acceptable communication infrastruc-
tures intended to overcome the restrictions associated with
well-tested aerospace protocols. This allows to overcome
the bandwidth constraints of the current most widely used
solution, MIL-STD-1553B, whose limited 1 Mbps bandwidth
is no longer adequate for modern high-speed applications
requiring faster data transfers, [1], [2], or large deployment
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TTEthernet, used as communication system in Ariane 6
[3] and on board for NASA’s Artemis I mission [4]. This
trend has been verified by the introduction of the new
micro-launcher technologies in the context of the so-called
“New Space” [5]. These launch vehicles are typically
intended to release relatively modest payloads and, given this
reduced size of the payload, these projects are frequently
driven by the reusability of the launching vehicles themselves
or the viability of a quick production. Due to this paradigm
shift, manufacturers are attempting to use commercially
available off-the-shelf (COTS) components in order to
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minimize development effort and increase interoperability
with standards emerging from industrial applications or other
domains. As a result, the companies driving the design of
micro-launchers are opting for avionics intra-communication
systems based on Ethernet technologies, because of its high
bandwidth and interoperability. However, traditional Ethernet
networks cannot provide the necessary real-time transfer
needs, hence they are not suited for aerospace networks [6],
(71, [8].

The standardization efforts within the IEEE 802.1 Time-
Sensitive Networking (TSN) task group which is part
of the IEEE 802.1 Working Group have lead to the
introduction of a set of standards for the support of
real time and reliable communications in Ethernet net-
works. TSN is a set of standards covering 4 categories:
resource management, shaping/scheduling, time synchro-
nization, and reliability. The TSN is based on some
cores standards for supporting synchronization capabili-
ties (IEEE 802.1AS/ASrev), deterministic scheduled traffic
(IEEE 802.1Qbv-2015), frame preemption of low-critical
frames by high-critical frames (IEEE 802.1Qbu-2016), traffic
filtering and policing (IEEE P802.1Qci-2017), redundant
frame transmission (IEEE 802.1CB-2017) and network
configuration (IEEE 802.1Qcc) [9].

TSN is currently offered for custom designs as well as
COTS controllers from several company [10], [11].

The selection and implementation of TSN standards are
highly related to the specific application. The TSN system
implementation details, such as network topology, device
buffers, queue mechanisms, time synchronization precision,
need to be determined by designers, and the selected
standards should be carefully customized according to the
application requirements. By employing only the standards
strictly necessary to meet the demands of the particular
application, network configuration and management are
simplified. In particular we are interested to defining a real
solution Ethernet solution for launcher networks able to
guarantee negligible jitter services. It will have to satisfy
two main requirements: a synchronization of the network
elements and a message deterministic scheduling. For this
reason the proposed solution, referred to as TSN-Lite is
based on the IEEE 802.1AS/ASrev synchonization and IEEE
802.1Qbv scheduling standards. Their application ensures a
defined maximum latency for scheduled traffic via switched
networks by constructing queues that transmit their messages
according to a specified schedule.

The main contributions of the paper are the following:

e The definition of TSN-Lite in two different ver-
sions, TSN-Lite-vl based on the standards IEEE
802.1AS/ASrev and IEEE 802.1Qbv and TSN-Lite-v2
that enriches TSN-Lite-v1 with the addition of a change
to the management of the Priority Code Point filed in the
standard IEEE802.1Q;

o The definition of the optimization problem for the
evaluation of the message scheduling instants for TSN-
Lite-v1l and TSN-Lite-v2;
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o The evaluation of TSN-Lite-vl and TSN-Lite-v2,
in a real-world network environment using VEGA
messages, a launcher developed by the Italian Space
Agency (ASI); including a comparison with FTTE and
TTEthernet state-of-the-art solutions; in particular we
will compare the results of the optimization problems.

The paper is organized as follows. The related work is

described in Section II. A general overview of the launcher
network is described in Section III. The state of the art
real-time Ethernet solutions are described in Section IV.
Section V describes the TSN-Lite solutions and Section VI
formulates the message scheduling optimization problems.
The numerical results are presented in Section VII and
Section VIII reports the conclusions.

Il. RELATED WORK

The avionics subsystems of space launchers or satellites
typically use buses that are based on protocols, such as
the well-known MIL-STD-1553B. While this bus ensures
the determinism and dependability crucial for aerospace
applications, its constrained 1 Mbps bandwidth has become
inadequate. As aerospace networks now contend with larger
data volumes, including images, voice, and video streams,
there is a growing requirement to upgrade solutions by
increasing data transmission rates and enhancing overall per-
formance. Designing an Ethernet-based solution can achieve
performance increase in terms of available bandwidth. Some
Ethernet-based solutions have been proposed to conform
Ethernet standard to be able to handle real-time features.

A compelling solution is the Time Triggered Ethernet
(TTEthernet), which has garnered attention for aerospace
applications due to its ability to provide real-time commu-
nication with predictable latency [12]. TTEthernet [13], [14],
[15], provides synchronization and establishes temporal par-
titioning for high criticality data flows, but it is a proprietary
technology associated with a mono-vendor market and high
costs.

To face the temporal requirements, an innovative com-
munication system, the Flexible Time Triggered Ethernet
(FTTE), for a next-generation launcher has been proposed
in [16]. This solution involves the use of traditional Ethernet
switches and the definition of a scheduling algorithm for
messages running in the end systems and able to avoid
bandwidth resource contention in the network links, [7], [8],
[17]. FTTE is a promising solution but it is not mature yet for
a short-term application.

The Time Sensitive Networking (TSN) group task was
founded in the Institute of Electrical and Electronics Engi-
neers (IEEE) working group 802.1 to study new solutions
supporting real-time services in Ethernet networks [18], [19],
[20], [21].

TSN focuses on the IEEE 802.1Qcr [22] Asynchronous
Traffic Shaper (ATS) and the IEEE 802.1Qbv [19] Time-
Aware Shaper (TAS). ATS is a token bucket based approach
applied in the end systems and the switches but is not suited
for launcher networks because it is not able to guarantee
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deterministic delay to periodic traffic flows. Conversely TAS
defines a mechanism for time-driven control and scheduling
of data frames. It offers the opportunity, for every TSN device
to have up to 8 traffic shapers associated to up to eight
transmission queues per port; Time Aware Shaper allows
defining time windows in which frames can be emitted.
The time-aware shaper is essentially a gate enabling or
disabling the transmission of frames for a queue following
the specification of a periodic schedule. Here it is important to
note that the schedule is defined on the level of traffic classes
and not of individual frames like in TTEthernet. Scheduling
entire traffic classes as opposed to individual frames provides
more flexibility for use-cases where strict timing constraints
and determinism on the level of streams are not the most
important aspects. Since the traffic class is defined in the
PCP code of the VLAN tag of frames, using only IEEE
802.1Qbv cannot enable a fined-grained identification and
control on the level of streams. Additional mechanisms like
the per-stream identification and filtering (defined in IEEE
802.1Qci/802.1CB), allowing identification of frames based
on a stream identifier and overriding of the traffic class
encoded in the PCP code, are necessary if we want to achieve
the same level of determinism as in TTEthernet [23], [24].

To avoid the use of the IEEE 802.1Qci/802.1CB standards,
we propose a real time Ethernet solution, referred to as
TSN-Lite and based on two standards IEEE 802.1AS/ASrev
and IEEE 802.1Qbv. Performance is evaluated in terms of
makespan defined as the time needed to deliver all of the
messages of an elementary cycle. Other papers have assessed
and minimized makespan for TSN, such as [25], [26], and
[27], but none of the cited works have conducted evaluations
of minimized makespan for lightweight versions of TSN,
as proposed in this study with TSN-Lite. We carry out a
comparison of TTEthernet, FTTE, and TSN-Lite in a case
study of a real avionic application.

IIl. LAUNCHER COMMUNICATION SYSTEM

First we report a generic overview of a launcher com-
munication system, the next section describes real-time
Ethernet options that were considered for the particular
space application. A general overview of the communication
system of a launch vehicle is illustrated in Fig. 1. A launcher
executes various phases and the main high-level operations of
a mission are listed below:

o Ground: the vehicle is getting ready for its launch
campaign during this phase. The launcher components
are powered up, all system and payload components,
such as propulsion and avionics, are verified at the
launch pad, tanks are filled and pressurized, and the
ground activities are carried out until the vehicle control
is transferred to the On-Board Computer (OBC).

o Lift off and flight: the umbilical is freed from the
launcher when the engine has been started and the motor
has been ignited, the Lift off of the vehicle has started
and the launcher begins the ascent phase where it is
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FIGURE 1. Generic launcher communication system and equipment
distribution.

controlled (primarily by the Trust Vector Control (TVC)
system) to follow an ideal trajectory profile.

A division of the flight itself stands out and implies
that the avionic architecture has been broken down into
modules, each of which has features that are closely tied
to the stage to which it is attached. The launcher needs to
use a comprehensive avionics system to execute the task.
As a result, each stage has its own avionics system and
it is composed by a Guide Navigation & Control (GNC)
subsystem, On-Board Software, Data Handling subsystem,
responsible for gathering sensor data, operating valves, and
formatting telemetry, and other subsystems. The GNC is
the module in charge of maintaining the launcher’s target
mission trajectory and attitude, primarily through attitude
control via Trust Vector Controls. In order to determine
the launcher state that the GNC requires, the navigation
function receives the measurement data from the inertial
sensors. The angular rates and accelerations that the inertial
sensor measures are directly integrated into the navigation
algorithms. The launcher communication system is therefore
equipped with a Navigation Unit (NAVU) in the upper stage.
To comply with the mission maneuvers and schedule, the
launcher must maintain the reference attitude and reference
angular velocity calculated by the guidance function. The
control function computes the attitude control for the TVC
and Attitude and Rate Control System (ARCS) based on the
information received by the navigation and guiding system.
The guidance provides the reference thrust direction, and
reference attitude. The actuation units (ACTUs), one in each
stage of the rocket, receive this data from the OBC, which is
located in the upper stage. Finally, the master stage located
in the upper stage operates during the entire mission and
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supervises the other stages, so it is also equipped with a
Telemetry Master Unit (TMU).

Overall, the avionic intra-communication system supports
two types of messages:

o Time Triggered (TT) messages: they represent the
cyclic GNC messages and the sporadic messages. The
GNC must be transmitted in real-time and error-free
because the predefined orbital accuracy performances
are guaranteed by the cyclic GNC mechanism. The GNC
algorithms specifically process the attitude, velocity, and
position data, which have already been transformed into
engineering format, and compute new command data for
the actuators in order to follow an optimal trajectory.
In addition, there are commands that are only executed
to trigger crucial events, thus the sporadic messages
must be issued without designating predetermined time
intervals (such as the separation of a stage, the ignition of
an engine). Nevertheless, due to the fact that they relate
to important events, even these occasional signals must
be transmitted with a deterministic delay.

« Telemetry messages: they allow for ground visibility and
supervision of onboard activities; this is possible using
the TMU. Some telemetry data can be simply supplied
when it is possible, while other telemetry data may need
to be sent promptly in order to identify abnormalities and
determine the progress of the launch. Two categories of
data will be managed by the TMU and Ground: i) the
Contrdl Visuel Immediate (CVI) messages, transmitted
to the ground and made available to mission control right
away on the screen; ii) the Contrdl Visuel Différé (CVD)
messages, sent to the ground as soon as possible and
stored there for post-processing.

The majority of launchers organize message transmission
into time blocks known as Elementary Cycles (EC) of
duration Tgc. For instance, the VEGA launcher created by
ASI has defined EC of duration 5 ms [28]. Two terminals
exchanging GNC messages provide a periodic message flow
with a period multiple of Tgc. The GNC messages of the
same flow must be transferred with the same network delay
since all GNC processes are synchronized, and as a result,
they require a service with zero jitter. The deterministic
nature of the traffic in launcher networks causes an admission
control procedure to only be used in the initial launch
phase, where bandwidth resources are statically allocated
to each GNC flow to ensure deterministic delays while
only maximum delay constraints are verified for telemetry
messages.

IV. REAL TIME ETHERNET SOLUTIONS FOR A LAUNCHER
COMMUNICATION SYSTEM

A. TIME-TRIGGERED ETHERNET

Time-Triggered Ethernet (TTEthernet) adds robust services
to traditional Ethernet to satisfy the demands of fully
deterministic communication. These services include fault-
tolerant synchronization, guaranteed constant latency for
multi-hop communication pathways in a network and
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FIGURE 2. TTEthernet switching architecture.

traffic segregation and protection. In application sectors like
aerospace, TTEthernet can be used as a single real-time
network and backbone network solution. In this scenario,
a single network can incorporate the entertainment system,
electronic navigation and guidance system, and in-seat
internet access. In TTEthernet, Time Triggered (TT) traffic
produced by critical applications will always take precedence
over non-critical application traffic. The message temporal
behavior can be modified based on the desired quality and
is predictability. If the network is expanded, due to the
change of other apps, an existing critical application does
not need to be altered in terms of functionality or scalability.
By synchronizing the local clocks of all Time-Triggered
Ethernet devices, these time-triggered methods create and
uphold a universal time. The implementation of temporal
segmentation, accurate diagnosis, effective resource use,
or composability all start with the global time. TTEthernet
uses the global time Universal Coordinated Time (UTC) as
the basis for synchronization, which is compatible with the
time format of the IEEE 1588 standard. It relies on the
Precision Time Protocol (PTP) [29] to send synchronization
packets and measure transmission times, aligning device
clocks through hardware timestamping that instantly records
packet reception and transmission times, aiding in precise
network delay measurements. The following three traffic
classifications are supported by this solution: i) TT traffic,
sent in a time-triggered way; each TTEthernet sender node
has a transmit schedule, and each TTEthernet-Switch has
a receive and forward schedule; ii) Rate-constrained (RC)
traffic, controlled by shaping and policing processes; iii) Best
Effort (BE) traffic, transmitted with no timing guarantees.
The frame format is compatible with the IEEE
802.3-compliant frame format for Ethernet. Switches play a
crucial part in processing communication data in TTEthernet.
The switch processes TT messages in accordance with a
predetermined timetable. RC messages are not transmitted
with respect to a system-wide synchronized time base, in con-
trast to TT messages. As a result, various communication
controllers may send RC signals to the same receiver at the
same time. The RC messages could therefore accumulate
in the network switches, increasing transmission jitter. The
TT messages take precedence over the RC messages if they

10667



IEEE Access

T. Fiori et al.: Proposal and Investigation of a Lite Time Sensitive Networking Solution

Medium Access Control (IEEE 802.1Q)

End System A

Switch

End System B

Real Time Layer Real Time Layer

End System C
Medium Access Control (IEEE 802.1Q)

Medium Access Control (IEEE 802.1Q)

Physical Layer (IEEE 802.3) Physical Layer (IEEE 802.3)

FIGURE 3. FTTE architecture.

are to be sent simultaneously over the same switch outgoing
port as shown in Fig. 2. BE messages are forwarded as
classical Ethernet messages. It is crucial to keep in mind that
TTEthernet devices dispatch frames in accordance with the
stated schedule, meaning that the TTEthernet schedule is set
at the level of individual frames.

B. FLEXIBLE TIME TRIGGERED ETHERNET (FTTE)

The Flexible Time Triggered Ethernet (FTTE) solution is
based on the use of 802.1Q [30] traditional Ethernet switches,
which ensure low costs, especially if COTS Ethernet switches
are used. The 802.1Q standard allows for the configuration
of VLANSs regarding communications involving two any
devices and the telemetry system. The use of traditional
Ethernet switches, however, would not allow for obtaining
the time guarantees required by a space application, for this
reason, the FTTE solution is based on two aspects:

o The implementation of a Real-Time Layer, whose
primary role is medium access control that prevents
bandwidth usage and enables the support of a service
with zero jitter; in order to prevent link bandwidth
contention, the Real Time layer is only implemented in
the network end systems as shown in Fig. 3. A Master
End System (MES), which can be the OBC, evaluates
the GNC messages scheduling times.

o The MES distributes the scheduling instances to all
end systems. They are inserted in a message known as
the Trigger Message (TM), which is also periodically
transmitted to synchronize all of the end systems and
may be sent at the start of each EC.

The Service Data Unit (SDU) of the TM, contains a list
of identifiers of all messages which can be sent in that EC
and, for each TT message, the time delay from the beginning
of the EC at which that message shall be sent, determined
by the a priori scheduling algorithm, is indicated. Each end
system then receives the TM, and whenever it locates a
message identifier in the list of TM messages identifiers for
which it is the sender, it transmits the message at the time
specified by the scheduling and indicated by the TM. This
is the reason why the TM frame has a different structure
from other GNC messages. As shown in Figs. 4 and 5,
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the TM and GNC messages are transmitted on conventional
Ethernet frames according to IEEE 802.1Q [30]. For all
message typologies, frames will be characterized by the
presence of standard Medium Access Control (MAC) frame
fields (Destination Address, Source Address, Length/Type,
Frame Control Sequence) and VLAN tag, since IEEE 802.1Q
standard is used. The structure of the TM is composed by the
following main fields:

e MSGip: 8 bits field which identifies the Trigger
Message.

o NumMsg: a field of 8 bits that indicates how many
messages are scheduled to be sent in the EC where the
TM is being sent.

e« ID; i = 1,---,NumMsg): 8 bits field that reports
the identifier of the i-th (i = 1,---, NumMsg) GNC
message scheduled in the EC in which the TM is sent.

o« STi i=1,---, NumMsg): 12 bits field that reports the
sending time of the i-th (i = 1,---, NumMsg) GNC
message scheduled in the EC in which the TM is sent.

When an end system delivers the GNC message in the

planned instant, as shown in Fig. 5, the GNC message and
its MSGyp are conveyed in the MAC SDU.

C. TIME SENSITIVE NETWORKING (TSN)

In order to increase the determinism of Ethernet-based
networks, the Institute of Electrical and Electronic Engineers
(IEEE) established the Time Sensitive Networking (TSN)
Ethernet extension [9]. is based on a set of standards that
allow for a precise synchronization, packet prioritization,
bandwidth guarantee, and fault tolerance mechanisms. Pre-
cise synchronization relies on high-precision protocols to
align network device clocks, enabling real-time coordination.
Packet prioritization assigns priority levels to packets, ensur-
ing timely transmission of critical data. Bandwidth guarantee
reserves sufficient bandwidth for critical traffic, preventing
network congestion. Fault tolerance mechanisms provide
redundancy and recovery from failures, ensuring continuous
communication. For the support of negligible jitter services,
two standards defined by the TSN group are of interest: IEEE
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802.1ASrev and IEEE802.1Qbv [9]. The IEEE 802.1ASrev
is a specific application of the Precision Time Protocol (PTP)
synchronization protocol for Ethernet networks. This means
that IEEE 802.1AS customizes the time synchronization
functionalities of PTP specifically for Ethernet networks,
ensuring that devices within an Ethernet network can achieve
highly accurate time synchronization using the PTP protocol
as its basis. The TAS adds time-controlled gates to the queues
at the egress ports to provide a Time Division Multiple
Access (TDMA) scheme for IEEE Ethernet. These gates
allow for the temporary disabling of one or more queues
to give high-priority traffic exclusive network access. With
enough time synchronization, these gates—which normally
operate on a queue basis—can be utilized to schedule frames
in a stream-wise manner. The fundamental idea behind TT
communication is quite straightforward: the IEEE802.1Qbv
creates a communication timetable that tells the end stations
when to send specific frames to the network. Instead of
explicitly scheduling frame transmissions (as in TTEthernet),
IEEE802.1Qbv plans the activation and deactivation of
queues. To implement the activation and deactivation of a
queue, IEEE802.1Qbv introduces a gate for each queue. The
gate is in the open position to activate the queue; conversely,
it is in the closed position to stop it. The communication
schedule in IEEE802.1Qbyv is realized by a Gate Control List
(GCL), whose entries specify the points in time when to set
the gate state into the open/closed state for each port. It is
significant to notice that, unlike TTEthernet, the schedule
in this case is established at the level of queues rather than
individual frames. The transmission selection with gates is
depicted in Fig. 7.

The queue selected by the switch to store an arriving frame
is determined by the Priority Code Point (PCP) values of the
three bits VLAN TAG field of the standard IEEE802.1Q. The
encoding of the VLAN TAG leads to the need to implement
up to eight queues.

There is more flexibility when scheduling at the level
of queues as opposed to individual frames for use cases
where severe time constraints and stream-level determinism
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are not the most crucial factors. If we want to achieve
the same level of determinism as TTEthernet, we can use
the per-flow identification and filtering (specified in IEEE
802.1Qci), allowing identification of frames based on a
VLAN Id and overriding the PCP field. In particular the IEEE
802.1Q specification establishes a standardized method for
implementing VLAN tagging and class of service in Ethernet
networks. The fields within the 802.1Q tag are the following,
as reported in Fig. 8:

« Priority Code Point (PCP): A 3-bit field is used to denote
the level of priority assigned to the frame.

« Drop eligible indicator (DEI): 1-bit field not used to our
purpose and allowing for a frame discarding priority of
messages.

o VLAN Identifier (VID): A 12-bit field is utilized to
designate the VLAN of the frame.

IEEE 802.1Qci enhances determinism in Ethernet net-
works by providing a mechanism for reserving resources.
While it may appear to be focused on stream filtering, its
impact on determinism is significant because it helps to
create a controlled and predictable network environment,
which is crucial for meeting the demanding requirements of
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applications like TTEthernet or other real-time systems.
Assigning a PCP value to each flow enables precise control
over the path of the flow, optimizing resource management
and ensuring adherence to quality of service criteria. Lever-
aging various PCP values facilitates the allocation of flows
to separate priority queues, thus enhancing the efficiency
of network resource distribution. For each stream, a PCP
is assigned, which can vary for each link traversed by the
flow. We want to provide the same degree of determinism on
the level of frames in a TSN environment. Hence, we need
to derive, in addition to the TTEthernet constraints, specific
802.1Qbv constraints. We will later explore the implications
of this on scheduling constraints.

To support negligible jitter services in Ethernet network we
need to extend it with the protocols defined in the following
TSN standards: IEEE 802.1Qci for traffic filtering, IEEE
802.1ASrev for clock synchronization, IEEE 802.1Qbv for
traffic scheduling. Next the real time Ethernet solution based
on the TSN standards IEEE 802.1Qci, IEEE 802.1ASrev and
IEEE 802.1Qbv will be referred to as TSN-Target. The TSN-
Target switch architecture is depicted in Fig. 6, incorporating
the key IEEE 802 standards ( to enable deterministic and
time-sensitive communication in aerospace environments.

V. LITE VERSIONS OF TIME SENSITIVE NETWORKING

In this section, we describe TSN-Lite which is based
on the essential time sensitive standards for achieving
good temporal guarantees. We propose two versions of
TSN-Lite referred to as TSN-Lite-vl and TSN-Lite-v2
respectively. In both cases, the IEEE802.1Qci standard
is omitted. The first version, TSN-Lite-v1, includes the
traditional standards IEEE802.1ASrev and IEEE802.1Qbyv,
without further modifications. However, this approach does
not achieve the same level of performance as TTEthernet.
Conversely, TSN-Lite-v2 involves a modification to the
embedded IEEE802.1Q standard to attain the same level of
performance as the existing solution currently employed by
TTEthernet launch systems. The introduction of TSN-Lite-v2
is crucial to achieve a competitive performance level on par
with TTEthernet, without adding further filtering standards,
thereby maintaining simplicity.

A. TSN-LITE-V1

As previously stated, to attain an equivalent level of
determinism as TTEthernet, we can employ the per-flow
identification and filtering mechanisms outlined in IEEE
802.1Qci(802.1CB. However, the use of these additional
standards makes the implementation and configuration very
complex. Filtering, as stipulated by the IEEE 802.1Qci
standards, enables the regulation of data flow paths within
the network, facilitating the selection of specific network
segments or nodes through which data flows should be
transmitted. This regulatory mechanism guarantees the
allocation of adequate bandwidth and latency to prioritized
or critical data flows, ensuring compliance with determinism
and quality of service requirements. The IEEE 802.1Qci
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standard defines a comprehensive set of rules and criteria
often based on the PCP parameter and other frame fields for
identifying and filtering data flows within the TSN network.
By overriding a PCP value with each flow, it becomes
possible to exert granular control over the path of the flow,
optimizing resource management and ensuring compliance
with quality of service requirements. The utilization of
different PCP values allows for the assignment of flows to
distinct priority queues, maximizing the efficiency of network
resource allocation.

TSN-Lite-v1 is based IEEE802.1ASrev for syncronization
and IEEE802.1Qbv for time-aware-shaper scheduling. It uses
the capability provided by the IEEE 802.1Q standard to
change the PCP value when a frame is received. as reported
in paragraph 6.9.4, page 160 [30]. Typically, the relay
function of a bridge does not modify priority during transit.
However, if useful as in this case, bridges can regenerate the
PCP based on signaled information and stored configuration
data, enabling PCP changes on each receiving port for
efficient resource management. However, assigning different
PCP regeneration rules to multiple flows passing through a
receiving port is not possible. Thus, achieving the same level
of determinism and bandwidth efficiency as TTEthernet is
not feasible with TSN-Lite-vl. An example of TSN-Lite-v1
is depicted in Fig. 9, where we have two flows, Flow #l
and Flow #2, passing through the same reception port of
the switch. The Flow #1 and Flow #2 are characterized by
the Virtual IDentifiers (VID) 7 and 8 respectively and the
same Input Priority Code Point (IPCP) equal to 4. Because
the current TSN version allows for the support of one PCP
regenerative table only per input port, the frames of the
Flow #1 and Flow #2 will be constrained to be directed to the
same output queue with Egress Priority Code (EPCP) equal
to 6.

B. TSN-LITE-V2

TSN-Lite-v2 is an extension of TSN-Lite-vl with the
addition of a change to IEEE 802.1Q in order to attain a
comparable level of performance and determinism as the case
incorporating the filtering standards.

In typical scenarios, the relay function of a bridge does
not alter the priority during transit. However, there might
be instances where it is necessary to have control over
how the priority is propagated for management purposes.
In such cases, the bridges have the capability to regenerate
the PCP, as in the case TSN-Lite-vl by considering both
signaled information and configuration data stored within the
bridge, and therefore a PCP change can be performed on
each receiving port to achieve efficient resource management.
However TSN-Lite-v1 lacks flexibility because if multiple
flows pass through a receiving port, it is not possible to
assign different regenerated PCPs to them. By proposing a
modification to IEEE 802.1Q that allows for the regeneration
of a distinct PCP for each differential flow at each receiving
port, an optimal resource management can be achieved,
similar to the case of TSN with IEEE 802.1Qci/CB.
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PCP Regenerative Table

[“Ingress vID Ingress | Egress
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FIGURE 9. Architecture of TSN-Lite-v1 Switch. The two flows, denoted as Flow #1 and Flow #2, traverse the same
receiving port. It is possible to assign a regenerated PCP to them, (in this example equal to 6), which must be the
same for both since they pass through the same receiving port.
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FIGURE 10. TSN-Lite-v2 switch. The two flows, denoted as Flow #1 and Flow #2, traverse the same receiving port.
It is possible to assign different regenerated PCPs to the two flows, even though they pass through the same

receiving port.

Therefore, we propose TSN-Lite-v2, an extension of TSN-
Lite-vl with the modification as shown in Fig. 10, whose
scheduling constraints will be outlined in the optimization
problem section. As depicted in Fig. 10, there are two
flows, namely Flow #1 and Flow #2, passing through the
same reception port of the switch. Both of these flows
can be assigned regenerated PCP values. Despite sharing
the same reception port, it is possible to assign distinct
regenerated PCP values to each flow. That can be be realized
by introducing an additional column in the PCP regenerative
table identifying the flow. For example a column VID may be
inserted. The switch is shown in Fig. 10 where the VIDs 7 and
8 are reported for the flows #1 and #2 respectively. In such
a way the frames of the flows #1 and #2 can be addressed
towards two different output queues with PCP equal to 6 and
5 respectively.
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TABLE 1. Distinguishing variances in TSN.

Solution Scheduled Traffic Synchronization Assignment of Priorities
TSN-Target  IEEE 802.1Qbv IEEE 802.1ASrev  IEEE 802.1Qci
TSN-Lite-vl  IEEE 802.1Qbv 1EEE 802.1ASrev  IEEE 802.1Q PCP

Regenerative Function
TSN-Lite-v2  IEEE 802.1Qbv IEEE 802.1ASrev  IEEE 802.1Q PCP

Modified
Regenerative Function

VI. TSN-LITE OPTIMIZATION PROBLEM FOR MESSAGE
SCHEDULING

In this section, we delve into the network and traffic
modeling, as presented in Subsection VI-A. Additionally,
we provide an illustrative explanation of the optimization
problem in Subsection VI-B for the TSN-Lite-vl and
TSN-Lite-v2.
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A. NETWORK AND TRAFFIC MODELING

The network is a multi-hop layer 2 switched Ethernet with
full-duplex physical links and the network model is defined
as a directed graph G (W, £), where N is the set of
nodes and L is the set of links between nodes. A full-duplex
physical link between nodes n, € V and nj, € N results in two
directional logical links, each denoted by an ordered tuple,
namely [n,, np] € L. Each physical link [n,, np] is described
by the tuple <[n,, npl.s, (14, npld, [ng,, npl.mt> where
[ng, np].s is the speed of the link, [n,, np].d is the propagation
delay on the link, and [n,, np].mt is the macrotick of the link.
Slots are used to divide time.

The origin node sends messages to the destination node.
A stream (flow) is defined as a periodic data transmission
from one sender (talker) to one or multiple receivers
(listeners). We define TT message flows, sometimes known
as streams, and define S as the set of all currently active
streams in the network. A stream s; € S, which travels from
a sender node n, to a receiver node np, is s; = [[ng4, n11, (11,
nol,..., [nn, npll, where ny, no,...,n, indicates the stream’s
path through the network. A stream is characterized by the
tuple <s;.L, 5;.T, s;.6>, where s;.L is the stream data size,
s;.T 1is the stream period, and s;.6 indicates the initial offset
of stream i. A stream s; € S on a link [n,, np] € L is denoted by
le"”’"hJ. Flows are assumed to follow a deterministic periodic
behavior and the message scheduling needs to be performed
in a Hyper-Cycle (HC) whose duration is given by the least
common multiple of the time periods s;.7 (Vi € S). Let us
denote with Tyc the duration of the time period of the HC.
The initial offset s;.5 indicates the initial absolute temporal
offset of stream i from the beginning of the HC.

We denote the set of frames f;; (na.m] of 3 stream s[ el py

Finaml g frame f;} Dam] g pina, ) is defined by <f["“ ol g
fl[Z” 2 T.fix (na.ms) 1, Sk (na:m] 5 scaled to the link macrotick,

where f Ua.1p] .¢ is the scheduled transmission instant of the

frame on link [ng, np], fifza’"b].T is the period, fl-fza’"”].L
is the transmission duration of the frame on the link, and
]‘JZ“’"”.(S is the initial offset of the frame on the link. Frames
of two different flows, s; and s;, might have different periods.
Consequently, they are repeated a different number of times
within their hypercycle. We denote the hypercycle of the two
streams by hcf = lem(s;.T, 5;.T), in which lem(s;.T, 5;.T) is
the least common multiple of the two periods. We indicate
with o and B the set of translations of the frames of flow s;

and s; within the hypercycle, formulated as « € [s;.8, s;.0 +

21 and B e [5.8 ,s,8+’“j

ST — 1]. We introduce
an additional variable specifying the asmgned queue for the
instance of a stream on a particular device, s [na.ms) 1, Keep
in mind that the queue variable corresponds to the stream
priority within the device egress port. Let rij R binary

na np]

indicator with r;; = 1 if stream s; and stream s; are

assigned to the same priority s[ ar b]‘p [na np]

[n4,np]
ij

.p, and
= 0 otherwise, for [n,, np] € L. Table 2 provides a
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TABLE 2. Attributes of the network model.

Notation Description
p
Set of network nodes
L Set of network links between nodes N
G = (N,L) Directed graph of network topology
Ng Network node in , either switch or end system
(4, np) Data link in £, from n, to np
[na, np).s Speed of link [n4, np] € L
[na,np).d Propagation delay on link [nq,np] € £
[na,np].mt ~ Macrotick of link [ng, np] € £
Set of streams
Si Single stream in S
si.L Data size of stream s; € S
si.T Period of stream s5; € S
5i.0 Initial transmission offset of stream s5; € S
s’["ﬁ ] Instance of stream s; € S on link [nq, np] € £
HC Hypercycle
Tuc Duration of the time period of HC
p
Flam] Set of frames of stream sl["“’"”] € S on link [ng,np] € £
.ﬁ.f"”’””] Single frame in }',.[""""”]
fi["“’"”] .T Period of frame i in ]-"[” ] on link [na,mp) € L
f}[”"‘"/’] L Transmission duration of frame i in ]-'[" ] on link [na,mp) € L
j;.[""""”] ) Initial transmission offset of frame i in }'["""’] on link [ng,np) € L
h({. Hypercycle of the stream s; and s;, with s;,5; € S
« Translations of the frames of stream 5; € S within the hyper cycle i

Translations of the frames of stream s; € S within the hyper cycle hcf

Binary indicator with r; '/’ b

priority s[" o] p= s,[" o]

r’.[;l.“ ] =1if s; and 5; € S are assigned to the same

.p for [na,np) € L

TABLE 3. Optimization problem variables.

Notation
Tnamp]
s p

Description

Assigned queue for the instance of stream s; € S on link [nq, np] € £

f;['k"”"”] .¢  Transmission instant of a frame k in ]-'i[""""”] on link [, n,] € £

list of the network model set and constants. IEEE 802.1Qbv
specifies a time-based shaper feature for scheduling, that
enables time-triggered communication at the egress ports.
In essence, a time-aware shaper is a gate that, in accordance
with the specification of a periodic schedule, enables or
disables the transmission of frames for a queue. The frame
scheduled transmissions ﬁf’;"’"b].¢ represent the open and
close events for the timed-gate of the assigned queue of the
frame/stream.

The two sets of the optimization problem variables are
reported in Table 3.

B. STATEMENT OF IEEE 802.1QBV TSN OPTIMIZATION
PROBLEM

In order to obtain the scheduling decisions a Mixed-Integer
Linear Programming (MILP) model for the scheduling
optimization problem is considered and described in this
section. The message optimization schedule is derived
from [23] and [24]. However, it necessitates a refinement
through the inclusion of an additional constraint specific to
TSN-Lite-vl and TSN-Lite-v2, a constraint not accounted
for in the conventional problem formulation. This addi-
tional constraint is elucidated in the final section of this
section. Furthermore, the problem presented is intricately
tailored to address the unique requirements of the aerospace
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application, specifically pertaining to a spacecraft launcher.
Consequently, the various constraints have been meticulously
transcribed to incorporate the characteristic parameters of this
application. The scheduling in the case of Time Sensitive
Networking is defined on the level of streams and not of
individual frames like in TTEthernet or FTTE. The TAS
scheduling relies on time and operates within a defined cycle,
during which multiple frames of traffic are transmitted. If we
want to achieve the same level of determinism as TTEthernet,
we need to derive, in addition to the TTEthernet constraints,
specific 802.1Qbv constraints. Considering behaviour on
a per-frame basis is aimed at achieving the highest level
of determinism. This is related to a necessary bandwidth
overhead. The frame offsets represent the open and close
events for the timed-gate of the assigned queue of the
frame/stream. Frame offset and queue index directly translate
into gate open and gate close events. The offset represents
the gate open event for the specific queue index, while the
gate close event is determined by the duration of the frame.
Specifically, a gate can be in one of two states—opened or
closed, respectively—allowing or disallowing the transmission
of a frame from a certain queue. A specific scheduling
technique is used to determine which frame of the queue
will be dispatched within each queue with an open gate.
Additionally, it is necessary to undertake a precise scheduling
of the time instants at which to change the gate states. The
constraints can be viewed as a set of inequality equations,
where the variables are the message scheduling times that
specify the proper temporal behavior for the communication
streams.

Frame Constraint: given the periodic repeating pattern of
critical streams, any frame belonging to a critical stream
must be scheduled between the initial offset time and its
period. Therefore, the stream time must encompass the whole
transmission window. We have the condition in place to
enforce this.

VsieS, Yinamlel, Vflhemnhe gt
:f;{Zasnb].('b zf;Flkqll,nb]~8
AR < T 4 e = £ L)

Link Constraint: we enforce that no two frames that are
routed through the same egress port of a device may overlap
in the time domain because there can only be one frame at a
time on a physical link.

Vi, mlel, ¥fiemhe Freml

Ve F with (£,

he’,
Ya € [s.8, si.6 + —= —1],
si. T

VB els;.s 5+hc€' 1:
sj.8, Sj. o7 :

(f;’[Zasnb].(b_Faf;’[Zasnb].T > J?Bla,nh]_‘p
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+ ’ijgla’nb].T +fj‘~’[7a’nb]~L)

\4
(fj'.’[?as"b].(p + ﬂf}’[?a’nb].T > f;’[Za»nh].(p
+afliem T 4 flreml L 2)

Frames of different streams with different periods,
i.e. s; and s;, are repeated a different number of times within
their hypercycle hcjl.. The frames could potentially overlap
in the time domain for any choice of o and B (the set
of translations of frames of stream s; and s;). The link
constraint (2) avoid these overlaps, expressing that the frame
fiFZ"’"b] must finish before fjfy”’”b] starts for each choice of o
and B, or vice-versa.

Stream Transmission Constrain: the propagation of stream
frames throughout the routed path must adhere to sequential
order to guarantee minimum latency. This constraint ensures
that a frame is forwarded only after it has been received by
a specific device, even though it is not necessary for the
schedule to be right. This constraint helps a scheduler to
find solutions that reduce end-to-end latency. The network
precision, indicated by &gy, is a crucial component in
this case, and represents the maximum possible discrepancy
between any two synchronized devices local clocks.

VSiES, V[naa nx]v[nx,nb] G‘C’
Vf;FZaanx] c E[nasn.x]’ V‘fi’[zhnb] c f‘i[nxvnb] :
(f;"[zx’nb]-(p * [ny, npl.mt — [ng, nel.d) — Isyne

> (™ + £ ™ L) % [ng, n).mi) 3)

A switch cannot forward a frame until the full frame
has been buffered in the switch. Consequently, the stream
transmission constraint (3) imposes that a frame can only be
scheduled on a subsequent link [n,, np] after the complete
reception on the previous link [ng, n,], considering the
propagation delay of the respective link [n,, n,].d.

Finally, we need to consider an additional constraint. When
aframe is scheduled to be transmitted on a link in a given time
period, the corresponding gate will be open in that interval.
Let us say that anything goes wrong, causing the frame to not
be completely received or to not appear as the first frame in
the queue as intended. The link then transmits the incorrect
frame or doesn’t transmit when it should. As a result, non-
determinism is introduced, which compromises timeliness.
Two streams that arrive from different devices can arrive at
the same time in the same switch. The arrival order of frames
during run-time can change, resulting in various queue states,
due to a number of variables, such as a frame loss. As a result,
it is possible that the individual frames order in the planned
queue during run-time will not be predictable. As previously
mentioned, the schedule in TSN does not determine the
sequence of frames in the queue but the opening and closing
of the timed gates on the queues of the egress port. We include
conditions that ensure a predictable sequencing of frames in
the queues in order to prevent this delay and jitter. This can be
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enforced by preventing streams arriving at conflicting times
from being queued together.

Determinism Constraint: It ensures that streams are run in
the proper order; for example, if a frame from one stream
has entered a queue, no frames from another stream may join
the queue until the entire prior stream has been dispatched.
In addition, there are only frames of one stream in the queue
at a time, i.e., frames from another stream may only enter
the queue if the already queued frames of the initial stream
have been serviced. For this reason we add the following
determinism constraint:

vV [na, mp) € L,
V‘fi’[Za,nb] c f’i[naﬂnb],

Vsl[»nmnb], s][_”cunb] = S’

v-ﬁF?“’nb]

with (i # ),
[na.np]
€ ]—'J ,

he!
Yaels.s, 5.6 +—L—1],
s;. T

i

hc’
VB € [s8, sj.6+ _Zl" —1]:

rie et g o ng, npl.mt + B % 5T + Sgyne)
< ,[’}“ "D sk [, ng).mt + @ % 51T + [y, ngld)
Vv r[na n/,](f[na "l @ *x [ng, npl.mt + B * 5;.T + Svync)

< l[;’” ”h](f[ny a] @ x [ny, ngl.mt + o % 5;.T + [ny, ngl.d)
4

To enforce determinism, (4) schedules carefully queue-
sharing streams. It is necessary to schedule the streams of
such flows in a manner where the frames of only one stream
are present in the queue at a time. Therefore, (4) expresses the
case where f; [na.n1 i scheduled to leave the queue in n, before

j;[?" ) enters, and vice versa. Similar to the link congestion
constraint, a queue can only contain frames from one stream
at a time. In addition, the isolation of the streams is ensured
in the event that the streams are put in different queues. Then,
this constraint is always verified if s["”’"b].p £ j[n“’"”] D,

which corresponds to having the binary indicator r[ a:m]

equal to 0. Consequently, the proposed modification to IEEE
802.1Q in TSN-Lite-v2, that enables the regeneration of a
distinct priority for every differential flow at each receiving
port, allows optimal resource management, analogous to the
resource management observed in TSN employing IEEE
802.1Qci. In the case of TSN-Lite-v1, resource management
will not be optimal as the following additional constraint
needs to be taken into account. Therefore, the “PCP
regeneration constraint” is exclusively applied to TSN-Lite-
vl.

PCP Regeneration Constraint: if multiple flows pass
through a receiving port, the same regenerated PCP must be
assigned to them.

Vg mple £, Vsl el e S it (i # j),
Sl[_"av"b]'p — sj[‘”av”b]'p (5)
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Finally, as already pointed out, the frame offsets represent
the open and close events for the timed-gate of the assigned
queue of the frame/stream. A schedule and the collection of
GCLs for all egress ports are equivalent. It is possible to
create a set of GCLs from a schedule and vice versa. We use
schedules rather than tables of GCLs for the rest of this paper.
The interaction between various links and egress ports is
visualized much more clearly in schedules.

The optimization problem aims to minimize the scheduling
time for all frames. To achieve this, the objective function can
be defined as the makespan MS of each EC, representing the
total time required to transmit all frames within EC j. Let us
denote with Tg¢ the duration of an EC, let Ny = ;’;—g be the
number of ECs in an HC that are numbered from O to Nyc-1:

Nuc—1

min Z (MS);

J=0

with MS = Z Z

a.mpl € £ ¢ }-i["ﬂv"b]

2 L

c Si["“’"h]
(6)

We now briefly discuss the implications of a number of
special configurations which include non-scheduled traffic
and different configurations of the scheduled and priority
queues.

Configuration 1: network having one single queue per
egress port operated as a scheduled queue. In this case, con-
dition sl[."”’”b D # sj["“’"”] .p is always false and, hence, high-
criticality flows are scheduled to be completely sequential in
the time domain. This case amounts to serializing incoming
traffic that converges on the same egress port reproducing
a Time-Triggered Protocol. By using the additional Qbv
constraint to achieve the same degree of determinism as
TTEthernet, it is possible to obtain adequate time guarantees
for critical traffic.

Configuration 2: network with all egress ports as many
queues as there are incoming scheduled streams. Each stream
could be assigned to its own dedicated queue. Hence,
the problem is similar to scheduling TTEthernet, since
sl["“’"b].p £ st"@] 1 is always true. In this case, each queue
will behave as a “large” buffer, sufficient to accommodate
all frames of each stream instance, guaranteeing isolation
between flows through the schedule. The optimization
scheduling problem presented was solved using the CPLEX
solver, which is a high-level mathematical optimization
software developed by IBM. CPLEX is capable of solving
a wide range of optimization problems, including MILP
problems, such as the one addressed in this context. The
code is available on GitHub (https://github.com/tizianafiori/
TSN-Lite-Paper-IEEE-Access).

Vil. NUMERICAL RESULTS

In a real network and traffic scenario, we evaluated the
performance of TSN-Lite-v2, and compared it to the perfor-
mance of TSN-Lite-vl, TTEthernet and FTTE considering
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FIGURE 11. Network topology.

a scheduling message optimization problem reported in [17]
and [23] respectively. Subsection VII-A contains a descrip-
tion of the case study. In Subsection VII-B, the performances
are compared.

A. CASE STUDY
Let us describe the topology and the message set used.

The topology is reported in Fig. 11. A space launch vehicle
with three stages (1° Stage, 2° Stage, 3° Stage) that gradually
separate after lift-off is used to evaluate the performances of
the three alternatives. As a result, three flight phases with
different network architectures may be recognized. Not all
stages are attached to the launcher for the duration of the
flight since the launch vehicle separates stages while in flight.
Let us focus on three distinct flight phases in particular:

o Flight Phase 1 (FP1), when all three stages are part of
the launch vehicle, implying the maximum number of
messages involved.

« Flight Phase 2 (FP2), when only two stages (2° Stage
and 3° Stage) are still part of the launch vehicle.

o Flight Phase 3 (FP3), when launcher only consists of
3° Stage.

The topology consists of three stages with one switch in
each of them. A NAVU is attached to the switch of the
upper stage as well as an OBC, the TMU, and an ACTU
(ACTUS3 for the upper stage). In the other remaining stages,
one ACTU (ACTU2 and ACTU1 for the second and third
stages respectively) is attached. The messages sent to the
TMU only, can be routed only using the telemetry links
through the switches.

The message set used is drawn from the traffic exchanged
within the VEGA launch vehicle [28]. The MIL-STD-1553B-
compliant original messages are grouped in the message set
used for simulation in order to reduce overhead from the
Ethernet network technology proposed in this study. The
EC lasts for 5 ms. The periodicity of the message streams
are equal to 5 ms, 20 ms, and 40 ms, resulting in a 40 ms
HC duration. Thus, one HC has eight ECs. Information of
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TABLE 4. Message flow parameters.

Stream_ID  Phase Sender Receiver  Periodicity [EC]  Offset[EC]
1 All OBC All 1 0
2 All OBC ACTU3 1 0
3 1,2 OBC ACTU2 1 0
4 1 OBC ACTU1 1 0
5 3 OBC ACTU3 8 3
6 2 OBC ACTU2 8 3
7 1 OBC ACTUI 8 3
8 All NAVU OBC 4 1
9 All ACTU3 OBC 8 5
10 1,2 ACTU2 OBC 8 5
11 1 ACTU1 OBC 8 5
12 All OBC ACTU3 1 0
13 1,2 OBC ACTU2 1 0
14 1 OBC ACTUI 1 0
15 All OBC ACTU3 1 0
16 All OBC ACTU3 1 0
17 All OBC ACTU3 1 0
18 1,2 OBC ACTU2 1 0
19 1,2 OBC ACTU2 1 0

20 1,2 OBC ACTU2 1 0
21 1 OBC ACTUI 1 0
22 1 OBC ACTU1 1 0
23 1 OBC ACTU1 1 0

the message streams are reported in Table 4, providing the
following data: i) an identifier (Stream_ID), ii) the phases of
activity for message flows; iii) the sender and the receiver;
iv) the periodicity and the offset stated in terms of number of
ECs. 23 periodic message flows that repeat every HC have
been considered. The MAC SDU length in Figs 4 and 5 is
chosen to be equal to 40 bytes. The flows in Table 4 represent
a real-world network traffic, in the context of the VEGA
launcher (the European Space Agency launch vehicle). The
parameters have been thoughtfully selected to align with the
phase, periodicity, and initial offset observed in the actual
scenario. In this application, the aim is to transmit periodic
message flows within the ECs according to their specified
offset and periodicity. The critical requirement is to ensure
that messages are transmitted within the specified 5 ms time-
frame of each relevant EC. For example, let us consider
sensor data from NAVU that needs to be sent to the OBC for
processing. Suppose this data must be transmitted in EC #3.
It is crucial that the entire transmission occurs within the 5 ms
time-frame of EC #3 because the OBC will process the
sensor data in the subsequent elementary cycle. Minimizing
the makespan is equivalent to reducing latency for each EC.
To evaluate the impact of latency, the average delay for all
transmitted message flows is assessed for each EC, ensuring
that each message flow effectively adheres to the 5 ms
boundary of the relevant ECs, as detailed in section VII-B4.
Additionally, to assess the overall performance in terms of
its adaptability and effectiveness, it is necessary to vary the
parameters and number of the message flows. We evaluated
the performance of both TSN-Lite-vl and TSN-Lite-v2
within scenarios featuring diverse message flows. These
scenarios considered both double and triple the number of
message flows as listed in Table 4. The periodicity was
uniformly varied, encompassing values of 1, 2, 4, and 8,
(mirroring the expected values for the real VEGA network
messages), along with offset values ranging from O to 7.
Additionally, we varied the length of flow messages, ranging
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from 88 bytes (the minimum Ethernet frame length) to
double or triple this length for duplicated and triplicated
messages, respectively. This comprehensive testing allowed
for a thorough assessment of performance. The results are
presented in VII-B2.

B. RESULTS

The performance index is the makespan, defined as the length
of time between the beginning of the EC and the end of the
scheduled frames transmission. First, we provide a makespan
performance comparison of TSN-Lite-v2 with TTEthernet
and FTTE, followed by a performance comparison of TSN-
Lite-v2 with TSN-Lite-vl and TSN-Target, considering
variations of the parameters and number of messages.
Additionally, the makespan performance of TSN-Lite-vl
and TSN-Lite-v2 are evaluated while varying the network
precision to assess the effects of clock misalignment in
synchronized devices. Finally, the average delay is evaluated
for TSN-Lite-v2, TSN-Lite-v1, and TTEthernet.

1) STATE-OF-THE-ART RESULTS COMPARISON

For the comparison with the state-of-the-art, the makespan
has been evaluated for each EC, considering the message set
of Tab. 4, in the following scenarios:

o TTEthernet: applying the optimization problem
described in [31], with the same case-study setup, with
the use of TTEthernet switches which can schedule the
forwarding points in time per frame.

o TSN-Lite-v2: applying the optimization problem
described in VI-B with eight available queues per link
and with the use of TSN switches which can schedule
the forwarding points in time per stream.

o FTTE: applying the optimization problem described
in [31], with the same case-study setup. The frame
scheduling instants are determined in the end systems
only. Store & Forward (SF) and Cut Through (CT)
forwarding solutions of traditional switches are con-
sidered; where, in the SF solution, retransmission of a
message on a port is only permitted once the switch
has completely received the message; instead, in the CT
solution, the message is retransmitted as soon as the
destination address is detected.

The makespan is provided as a function of the EC index for
the Flight Phases 1, 2 and 3 in Fig. 12, leading to the following
remarks:

o The highest makespan values are achieved in Flight
Phase 1 for all three scenarios when all stages are
attached, needing the scheduling of the highest number
of messages.

« In all flight phases, the makespan value in the TTEth-
ernet and TSN-Lite-v2 cases is lower that the one in
the FTTE case. The largest percentage increase in Store
and Forward FTTE is 166.7%, 125% and 83.3% in FP1,
FP2 and FP3, respectively. This result is not unexpected
due to the use of TTEthernet and TSN switches, which
are non-traditional and that enable the rescheduling of
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and 3 (c).
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FIGURE 13. Makespan values comparison for TTEthernet and TSN-Lite-v2
as a function of the EC index in the Flight Phases 1 (a), 2 (b), and 3 (c).
TSN-Lite-v2 case with eight queues available per egress port.

messages in the switches with the introduction of an
offset time. Of course, higher TTEthernet/TSN network
performance comes at a higher cost due to a more
complex switching technology.

o CT switching technology allows for a reduction of the
performance gap between FTTE and TSN/TTEthernet,
especially in the Flight Phase 3 in which few messages
are scheduled and the delay is reduced because the
network is simply composed by the switch of the 3rd
stage only. In this scenario the maximum percentage
makespan reduction in TSN/TTEthernet with respect to
FTTEthernet is 33%, 25% and 17% in FP1, FP2 and
FP3, respectively.

o The use of IEEE802.1Qbv time aware shaping allows
TSN-Lite-v2 to achieve the same degree of determinism
as TTEthernet in FP2 and FP3; a light degradation
of 6 ws only occurs in FP1.

In addition, we carry out a comprehensive comparison
between TSN-Lite-v2 and TTEthernet, taking into account
scenarios with one and eight queues per egress port for
TSN-Lite-v2.

TTEthernet and TSN-Lite-v2 are compared in
Figs 13 and 14 for eight and one queues available per
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FIGURE 14. Makespan values comparison for TTEthernet and TSN-Lite-v2
as a function of the EC index in the Flight Phases 1 (a), 2 (b) and 3 (c).
TSN-Lite-v2 case with one queue available per egress port.

egress port respectively. The results for TSN-Lite-v2 with
eight available queues were already included in Fig. 12.
However, it was decided to present them separately in Fig. 13
for the sake of clarity in presentation, without adding the
FTTE. providing the following remarks:

o As already pointed out, the makespan values in TSN-
Lite-v2 with eight queues are equal to TTEthrnet in
Flight Phases 2 and 3. TTEthernet achieves better
performances only in Flight Phase 1 with a maximum
difference of only 6 us.

o The TSN-Lite-v2 makespan values in the worst possible
case of one only queue available are equivalent to
the TTEthernet case in Flight Phase 3, and there is a
maximum percentage makespan difference of 4% and
20% in Flight Phase 2 and 1, respectively. Even in the
case in which TT traffic uses only one queue in TSN-
Lite-v2, it is possible to obtain adequate time guarantees
for TT traffic.

In the context of a launcher communication system, the
configuration with a single queue dedicated to critical traffic
is an extreme and highly unlikely scenario. Nevertheless,
this extreme case has been considered, demonstrating that
even under the worst-case conditions, TSN-Lite-v2 provides
performance that meets the requirements of the aerospace
application under consideration.

2) TSN-BASED RESULTS COMPARISON WITH VARIED
MESSAGE FLOWS

The makespan was evaluated by first considering double and
then triple the number of messages listed in Table 4. During
these assessments, we concurrently varied the periodicity,
offset, and message length. For each EC, the average
makespan was calculated for TSN-Lite-v1, TSN-Lite-v2, and
TSN-Target. This allows for the assessment of performance
variations in response to changes in network parameters
and the number of message flows, thereby evaluating the
flexibility and adaptability in terms of generalization. In this
analysis we considered:
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periodicity, offset, and message flow length in the Flight Phases 1 (a), 2
(b), and 3 (c).
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FIGURE 16. Average makespan values obtained by applying the
respective optimization problem for TSN-Lite-Target TSN-Lite-v1 and
TSN-Lite-v2, considering triple traffic and uniform variations in periodicity,
offset, and message flow length in the Flight Phases 1 (a), 2 (b), and 3 (c).

o TSN-Target: incorporating the standards IEEE802.1Qci
and IEEE802.1Qbv standard for filter frames and time
aware shaping respectively [23].

o TSN-Lite-v1: incorporating the standard IEEE802.1Qbv
only for time aware shaping and a static priority code
mechanism for each flow.

o TSN-Lite-v2: incorporating the standard IEEE802.1Qbv
for time aware shaping and a dynamic priority code
mechanism for each flow described in Section V.

The comparison is depicted in Fig. 15 for the double traffic
case and in Fig. 16 for the triple traffic case. We report the
average of the makespan for each EC for the three flight
phases. Let us noting that:

o TSN-Lite-v2 achieves the same makespan performance
as TSN-Target for all flight phases, while offering the
advantage of being simpler in terms of configuration
and implementation, to avoid the use of the standard
IEEES802.1Qci.

o TSN-Lite-v2 allows for better performance than TSN-
Lite-v1, particularly in Flight Phase 1 where the message
count is higher. The use of dynamic priority values in
TSN-Lite-v2 enables the allocation of flows to distinct
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priority queues for each link, maximizing the efficiency
of network resource allocation. This capability is not
available with a static priority assignment in TSN-
Lite-v1, which is why it yields inferior performance.
Specifically, in the case of double traffic, the maximum
percentage difference is 52.50%, 26.54%, and 8.67%,
corresponding to FP1, FP2, and FP3. Similarly, in the
case of triple traffic, the maximum percentage difference
is 58.06%, 24.40%, and 4.97%, corresponding to the
three flight phases.

o By increasing the number of frame messages and
varying the parameters of periodicity, offset, and frame
message length, we observe enhanced flexibility and
bandwidth efficiency of TSN-Lite-v2.

3) NETWORK PRECISION VARIATION RESULTS

Lastly, we assessed the performance of TSN-Lite-vl and
TSN-Lite-v2 by varying network clock precision. For both,
we initially evaluated the maximum makespan achieved in the
ECs under perfect synchronization conditions, using the flow
set from Tab. 4. We then proceeded to evaluate the makespan
in the same scenario while varying network precision from
1 ns to 10 ws, enabling us to compare the results with those
obtained under perfect synchronization conditions.

Fig. 17 illustrates, for each chosen network precision
value (8gync), the disparity between the maximum makespan
obtained with clock misalignment and the maximum
makespan achieved under perfect synchronization. This
assessment of makespan difference was conducted across all
three flight phases and for TSN-Lite-vl and TSN-Lite-v2.
The results depicted in Fig. 17 are presented on a logarithmic
scale for both axes. From these results, we can make the
following observations:

« Asexpected, an increase in the maximum misalignment
of device clocks, and consequently network precision,
is associated with a corresponding rise in total reserved
bandwidth. This increase in makespan becomes more
pronounced as the misalignment grows. For example,
with a network precision on the order of nanoseconds,
the makespan differs by only a few nanoseconds
from that of perfect synchronization. However, when
considering a network precision of 10 ws, which is
of a similar order of magnitude as the total makespan
obtained in FP2 and FP3, the difference in makespan
becomes more significant. It is important to note that
typical network precision values are on the order of
nanoseconds.

o TSN-Lite-v2 exhibits improved performance as clock
misalignment increases. In the worst-case scenario, with
dsync equal to 10 ws, TSN-Lite-v1 implies a percentage
degradation of 67%, 104%, and 94% compared to TSN-
Lite-v2 in FP1, FP2, and FP3, respectively.

TSN-Lite-v2 allows for superior performance, however,
depending on the traffic and network characteristics, TSN-
Lite-v1 may exhibit performance that is adequate to fulfill the
application requirements. In this scenario, choosing the static
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PCP assignment approach, with its simpler configuration,
is a feasible option. Furthermore, in cases where the
topology and message set make the scheduling optimization
problem infeasible for TSN-Lite-v2, the second option is
TSN-Lite-v1.

4) DELAY RESULTS
The average delay has been evaluated for each EC, consider-
ing the message set of Table 4, in the following scenarios:

o TSN-Lite-v1:incorporating the standard IEEE802.1Qbv
only for time aware shaping and a static priority code
mechanism for each flow, as described in V-A.

o TSN-Lite-v2: incorporating the standard IEEE802.1Qbv
for time aware shaping and a dynamic priority code
mechanism for each flow, as described in V-B.

o TTEthernet: with the use of TTEthernet switches which
can schedule the forwarding points in time per frame,
as described in [31].

In Fig. 18, the results are presented. The average delay
value was evaluated by considering the mean of all values
obtained for the messages to be transferred within an EC.
We can observe the following key findings:

« TSN-Lite-v2 enables to achieve an average delay value

for each EC equal to TTEthernet in FP2 and FP3. During
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FP1, there is only a maximum marginal delay difference
of 2.5%.

o TSN-Lite-v2  consistently delivers significantly
improved average delay values compared to TSN-Lite-
vl in FP1, where a higher number of message flows
are present. This performance advantage becomes more
pronounced as the message load increases. In particular,
the maximum percentage difference is 42.6%.

o In all scenarios, the average delay meets the require-
ments of the specific aerospace application, ensuring
that all messages within a certain EC are transmitted
within the 5 ms limit. However, as the number of
messages increases, TSN-Lite-v2 outperforms TSN-
Lite-v1, offering superior performance.

VIIl. CONCLUSION

FTTE is undoubtedly characterized by lower costs than the
TTEthernet and TSN. This is the consequence of the use
of traditional Ethernet switches that are now available at
higher speeds and low costs. However, no market products
are today available implementing the FTTE protocols. On the
other hand, TTEthernet is mature, and its implementation
is a reality. Neverthless, it is characterized by a lack of
adaptability when it comes to adding new features to its
end systems and switches and, more crucially, it is linked to
extremely high costs because characterized by mono-vendor
market. Finally, the definition of the TSN standard by a
highly prestigious body (IEEE) and its application in not
only the aerospace field but also automation and vehicle
sectors has led to a multi-vendor market that certainly will
allow for significantly lower costs than those of TTEthernet.
Therefore, TSN-Lite-v2 has been defined and based on a
dynamic priority code. TSN-Lite-v2 offers straightforward
configuration and implementation, yet it delivers outstanding
performance while maintaining the same bandwidth effi-
ciency as the TSN complemented by the IEEE802.1Qci
standard. Finally, the performance comparison with the state-
of-the-art demonstrates that TSN-Lite-v2 achieves equivalent
performance to the well-established TTEthernet in the
aerospace application under consideration.
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