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ABSTRACT This study aims to develop a method for estimating the traffic volume at locations and time
periods where past data are unavailable. To achieve this, we constructed a model based on seven years of
traffic volume observations on 22 main roads in Tokyo. The estimation method comprises two components:
a traffic volume fluctuation pattern model that explains pre-clustered patterns and an annual average daily
traffic model. Through our analysis, we made three key observations. First, the distance to the city center is a
significant explanatory factor for monthly fluctuations, the month number for weekly fluctuations, the day-
to-night population ratio for daily fluctuations, and the city center direction angle for hourly fluctuations.
These calendar and road geometry variables account for 70–90% of the traffic volume fluctuation. Second,
when estimating traffic volume for specific time periods using the traffic volume fluctuation pattern model,
we explained approximately 60% of routes where no traffic volume observations were conducted and
approximately 80% of routes where observations were made infrequently. Finally, the optimal number of
clusters for the traffic volume fluctuation pattern, which maximized the coefficient of determination of the
traffic volume model, was 8 for monthly fluctuations, 4 for weekly fluctuations, 6 for daily fluctuations, and
11 for hourly fluctuations. These findings made it possible to estimate traffic volumes on routes where traffic
volume observations are not conducted and to interpolate traffic volumes for any given month or date using
the results of periodic surveys conducted every few years.

INDEX TERMS Road traffic, traffic volume fluctuation, estimating, cyclical fluctuation patterns, calendar
information, road network geometry.

I. INTRODUCTION
Different forms of mobility, including low-speed, compact,
and personal mobility, are emerging to cater to diverse mobil-
ity needs. However, the coexistence of various types of
vehicles with different speeds and sizes on roads leads to
congestion and accidents [1], [2]. Therefore, considering road
traffic conditions, travel demand, and mobility performance,
effectively organizing each form of mobility within the hier-
archical road structure is crucial.

The associate editor coordinating the review of this manuscript and
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Understanding traffic volume is essential for assessing
road traffic conditions. However, the spatial and tempo-
ral densities of traffic volume observations have variations.
While traffic volume is mainly observed on expressways and
heavily trafficked main roads, observations are not conducted
on some routes with significant traffic volume. Furthermore,
routes with low traffic volumes may have available capacity
that can be utilized for new mobility solutions. Thus, it is
necessary to comprehend the traffic volume at unobserved
locations and time periods when considering the utilization
of different forms of mobility. However, owing to practical
limitations, it is challenging to observe all routes at all times,
necessitating the development of an estimation method.
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When estimating traffic volume, the representative mea-
sures, annual average daily traffic (AADT) and traffic volume
fluctuation, vary significantly based on the observation point.
Takashi [3] demonstrated that there are differences in the
way traffic volume fluctuates depending on the geometry
of the road, such as belt lines and radial roads. Moreover,
it considerably fluctuates even at the same location, with
values doubling or halving depending on the time and day.
Liu and Sharma [4] compared weekday and holiday traffic
volume fluctuations and observed significant differences in
the time of day when traffic peaks occur. Hence, simultane-
ously estimating the fluctuations in traffic volume along with
the AADT is crucial.

Previous studies on traffic volume estimation can be
broadly classified into two categories: 1) Development of
a future forecasting method for routes with observed traf-
fic volumes and a spatio-temporal interpolation method for
observation points. 2) Development of estimation methods
for routes where traffic volumes have not yet been observed.
The former is has been established; however, the latter is has
not been sufficiently studied.

Therefore, time-series modeling methods such as autore-
gressive (AR) andmoving average (MA) using historical data
are effective on routes where traffic volumes are observed,
and many modeling methods have been developed [5]. How-
ever, estimates of traffic volume fluctuations have not been
targeted for routes where traffic volumes are unobserved and
historical data are not available (Table 1).
Traffic volume fluctuates periodically, primarily on

monthly, weekly, daily, and hourly bases. This periodic vari-
ation can be patterned to categorize continuously changing
traffic volume fluctuations. By categorizing traffic volume
fluctuations, their relationship with the characteristics of time
periods and points of interest can be analyzed without relying
on historical data, and traffic volume fluctuations can be
estimated even for unobserved routes for which historical
data are not available.

Based on the above background, this study aims to develop
a method for estimating traffic volume in the absence of
past data. To achieve this, we employed clustering tech-
niques to identify pre-defined patterns of traffic volume
fluctuations and created a decision tree-based model to
explain these patterns. Additionally, we constructed a sep-
arate model to estimate the AADT. By utilizing the esti-
mated values of the fluctuation coefficient and the AADT,
we successfully estimated the traffic volume for specific time
periods.

In the next Chapter, we summarize related previous studies
and present the position of this study. Chapter 3 describes
the model construction and validation methods. In Chapter
4, clustering of traffic volume fluctuation patterns, clarifica-
tion of the relationship between clusters, calendar variables,
and road geometry, and modeling to explain the fluctuation
patterns with calendar variables and road geometry are pre-
sented. Chapter 5 summarizes this study and presents the
future work.

II. LITERATURE REVIEW
In this paper, we categorize previous studies into two groups:
those that propose methods for predicting future traffic vol-
ume on routes where traffic volume is observed and those
that propose methods for estimating traffic volume on routes
where traffic volume is not observed.

A. TRAFFIC VOLUME PREDICTION METHODS FOR ROAD
SECTIONS WHERE TRAFFIC VOLUME IS OBSERVED
Traffic volume prediction methods for road sections where
traffic volume is observed include models that mainly focus
on temporal similarities and those that focus on both temporal
and spatial similarities.

1) MODELS FOR TEMPORAL SIMILARITIES IN TRAFFIC
FLUCTUATIONS
In previous studies, various approaches have been proposed
to analyze temporal similarities in traffic volume. These
include time-series modeling using ARIMA, neural network
and deep learning models, estimation methods based on ran-
dom forest or SVM (support vector machine) for defining
traffic volume categories, as well as Bayesian and non-
parametric approaches.

Approaches based on theARIMAmodel [5] applyARIMA
and a nonlinear AR model to predict short-term traffic vol-
umes. Hamed et al. [6] proposed an ARIMAmodel to predict
traffic volume on main roads in urban areas and examined
its order. Lee and Fambro [7] suggested the application of
an ARIMA model that is divided into subsets for each of
several observed road sections for the short-term prediction
of traffic volume. Shuvo et al. [8] constructed the ARIMA,
ETS, SNAIVE, and PROPHET time-series models to predict
traffic volumes in congested areas of Bangladesh. To predict
traffic volumes for data that lack a sufficient number of
locations to apply the ARIMA model, which is frequently
used for traffic volume predictions, Omkar and Kumar [9]
proposed a method for decomposing and estimating fluctu-
ating components using multiplicative decomposition. These
studies emphasize the importance of considering temporal
similarities (periodicity) while estimating the traffic volume.

In deep learning approaches, Nohekhan et al. [10] pro-
posed using a deep learning model to estimate the hourly
traffic volume of highway off-ramps. The downstream traffic
volumes, probe speeds, and infrastructure characteristics of
the road segments were used as explanatory variables. Based
on a robust recurrent neural network, Khan et al. [11] devel-
oped a multi-step-ahead forecasting model for time-series
data. Lingras et al. [12] compare statistical methods with
neural network methods for time-series analysis to predict
short-term highway traffic volumes.

Approaches focusing on defining boundaries between traf-
fic volume categories using random forest or SVM [13] aimed
to estimate traffic volumes on low-traffic volume routes in the
US. These studies constructed random forest models using
variables such as time, date, weather conditions, and traffic
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TABLE 1. Summary of the advantages and disadvantages of existing methods.

volume from the previous day. Das [13] compared the esti-
mation of boundaries using random forests, support vectors,
andmodel trees, identifyingmodel trees as the optimal choice
among the three. These studies highlight the importance of
incorporating route categorization into traffic volume esti-
mation models, as traffic volumes significantly vary across
different route categories.

Another approach presented by Tsapakis et al. [14]
involves estimation methods utilizing regression and
Bayesian analyses. These methods employ explanatory
variables such as road function class, population density,
spatial position, regional classification, and average daily
traffic volume to estimate the average annual daily traffic
(AADT). Smith andDemetsky [15] developed four prediction
models for traffic volumes on highways in northern Vir-
ginia. These models included historical averages, time-series
analysis, neural networks, and non-parametric regression.
Their comparative analysis revealed the effectiveness of the
non-parametric regression model in predicting traffic vol-
umes 15 minutes into the future.

2) MODELS FOR TEMPORAL AND SPATIAL SIMILARITIES IN
TRAFFIC VOLUME FLUCTUATIONS
The proposed approaches that focus on temporal and spatial
similarities in traffic volume include models that consider
spatiotemporal autocorrelation, models that consider spa-
tiotemporal autocorrelation via deep learning, approaches
that use data fusion to merge data from static and mobile
observations, and models trained via deep learning on data
from static and mobile observations.

To construct a real-time road traffic prediction method that
considers spatiotemporal autocorrelation, Min and Wynter
[16] developed a method that learns spatial and temporal
correlations from time-series data on traffic conditions and
predicts various traffic parameters, such as traffic volume,
speed, and congestion level. Su et al. [17] studied a single
highway in Guangzhou, China, and conducted an analysis
using a spatiotemporal autocorrelation function (ST-ACF)
and a cross-correlation function (CCF) to clarify whether

seasonal patterns exist within spatiotemporal correlations. Du
et al. [18] used the connectivity between roads to propose
a new method for calculating spatiotemporal correlations in
traffic flows.

As models that consider spatiotemporal autocorrelation
using deep learning, Zhan et al. [19] combined deep neu-
ral networks (DNN) with spatiotemporal auto-regression
(ST-AR) using GPS location data to estimate traffic vol-
ume across regions in Shanghai. Zheng et al. [20] proposed
a fusion deep learning model that incorporated spatiotem-
poral correlations for predicting traffic volumes on urban
roads. Zhu et al. [21] proposed a method that incorporated
temporal and spatial autocorrelations in traffic flow, utiliz-
ing traffic volume data from the previous day and a radial
basis function neural network. Their model aimed to pre-
dict traffic volume on main roads in the city of Shenyang,
China.

Among the approaches that utilize data fusion by com-
bining static and mobile observation data, Cui et al. [22]
presented a method for analyzing spatiotemporal correla-
tions. They merged loop detection sensor data and mobile
traffic signal data to predict traffic volume on highways in
Fujian Province, China.

Among models trained via deep learning on both static and
mobile observation data, Tang et al. [23] focused on two large
areas encompassing the provincial capital in China. They
proposed an estimation method that utilized deep reinforce-
ment learning and traffic simulations. The method aimed
to estimate traffic volumes across the entire city by lever-
aging high-density GPS locations and incomplete locations
obtained from surveillance camera systems. Jun-Fang and
Yan [24] introduced a traffic flow status prediction method
that considered spatiotemporal correlations. Their approach
involved a GPS-based vehicle location fusion optimization
deep model (BN-LSTM-CNN) to predict short-term traffic
volume.

Thus, previous studies have demonstrated the development
of accurate methods for predicting short-term traffic volumes
based on historical traffic volume data.
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B. TRAFFIC VOLUME ESTIMATION METHODS FOR
UNOBSERVED ROAD SECTIONS
Approaches for estimating traffic volume in road sections
where direct observations are unavailable encompass regres-
sion models, spatial interpolation through kriging, and esti-
mation using Origin-Destination (OD) traffic volumes.

Using regression models, Seaver et al. [25] explored the
use of statistical models to estimate traffic volume on local
roads in Georgia, USA.

Sfyridis and Agnolucci [26] proposed a combined clus-
tering and regression modeling method to estimate road
traffic volume in the UK and Wales. Their approach involves
clustering sections of the road network based on similar
characteristics and using regression modeling to estimate
traffic volumes within each cluster. By integrating cluster-
ing and regression, they achieved higher accuracy estimates
compared to using regression modeling alone. Apronti et al.
[27] aimed to estimate traffic volumes on low-traffic roads
in Wyoming, USA. They proposed a linear regression model
that considered road pavement type, highway access, land
use type, population, and a logistic regression model to esti-
mate traffic using five levels. Caceres et al. [28] suggested a
clustering and regression modeling method that considered
road and socioeconomic attributes of nearby cities to esti-
mate traffic volumes at locations with scarce traffic volume
data between cities. Takashi et al. [29] employed multiple
regression models to explain road-section traffic volumes and
density using road functions (width, link length, etc.) and
information about local land use (commercial or residen-
tial areas). They demonstrated that the models’ explanatory
power varied when analyzed based on different traffic vol-
ume categories. Takashi et al. [30] proposed an index of
dependence on main roads to determine the traffic volume
category for a given route. This index measures the similarity
of traffic volume on an estimated route to that of main roads
in the region. These studies emphasize the significance of
dividing routes into distinct groups before estimating traffic
volume.

Baffoe-Twum et al. [31] conducted a comprehensive
review of commonly used methods to estimate AADT data.
They performed a meta-analysis of prevalent approaches,
including regression analysis, artificial neural network tech-
nology, existing traffic demand models, traditional factorial
approaches, and spatial interpolation (kriging) methods, for
estimating AADT on roads with low traffic volume. Their
findings indicated the effectiveness of spatial interpolation
(kriging). Zhang et al. [32] proposed a method to estimate the
traffic volume of an entire network by incorporating observed
traffic volume and probe car data into a geometric matrix
interpolation model. They also developed a unique spatial
smoothing index to enhance the estimation process. Wang
et al. [33] developed a data-driven traffic volume estimation
method for large-scale road networks by combining license
plate recognition (LPR) data and GPS location data from
taxis. This approach allowed for accurate estimation of traffic
volume across extensive road networks.

Zhong and Hanson [34] used geographic information
system-based transportation data management (TDM) to pre-
dict traffic volume in two regions in NewBrunswick, Canada.
By utilizing national census data and the Institute of Trans-
portation Engineers (ITE) Quick Response Method, they
demonstrated the feasibility of predicting traffic volume for
a significant portion of the road network. Toi et al. [35]
estimated traffic volume in non-observed road segments by
leveraging the observed traffic volume of other segments and
the OD volume composition ratio within the road network.

These previous studies highlight the limited research on
traffic volume estimation methods for unobserved routes
compared to the observed routes. Estimation methods for
non-observed routes are still underdeveloped. Existing meth-
ods, such as regression models and co-kriging approaches,
explain representative traffic volumes, such as AADT, using
variables related to land use and road function. However,
these methods have limitations in terms of temporal reso-
lution and the ability to predict traffic volume fluctuations.
Moreover, these studies emphasize the importance of con-
sidering road functions and categorizing roads based on their
functions in traffic volume estimation.

C. POSITIONING OF THIS STUDY
Many models utilizing neural networks or deep learning have
been developed for continuously observed routes, incorpo-
rating spatiotemporal correlations and time-series modeling.
However, these models require past traffic volume informa-
tion for the observed road section.

In the case of unobserved routes, methods such as regres-
sion models and co-kriging have been developed to estimate
AADT. However, these methods lack the ability to pre-
dict traffic volume fluctuations. To address this, we aim
to identify patterns of traffic volume fluctuations by uti-
lizing calendar-based information (e.g., month and day)
and map-derived information (e.g., circular and radial road
forms). By analyzing seven years of traffic volume obser-
vations on 22 main roads in the Tokyo metropolitan area,
we uncovered occurrence conditions for traffic volume fluc-
tuation patterns not previously identified in existing studies.
Incorporating these findings into our model, we devised a
method to predict traffic volume at unobserved locations,
enabling the estimation of more temporally decomposable
information.

This study proposes an approach that combines regression
modeling and cluster analysis, similar to the studies con-
ducted by Sfyridis andAgnolucci [26], Apronti et al. [27], and
Caceres et al. [28]. However, our approach and the previous
research have distinct differences. First, while previous stud-
ies focused on estimating AADT, our study aims to estimate
fluctuations in traffic volumes. Second, in previous research,
the routes were grouped into clusters based on road functions
and other factors, and a regression model was developed for
each cluster. In contrast, our study employs cluster analysis
to categorize fluctuation patterns and constructs a model to
estimate the type of cluster. Therefore, our study differs from
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FIGURE 1. Model structure. The hourly traffic volume (Qh) is calculated from AADT, coefficient of
variation, and parameters α and β. The coefficient of variation is determined using the traffic volume
fluctuation pattern estimation model. The model is explained for several pre-clustered variation
patterns with calendar information and road network Geometry. The AADT is determined using the
AADT model.

previous research as we specifically focus on estimating these
fluctuations and constructing amodel to predict their patterns.

III. MODEL CONSTRUCTION AND VERIFICATION
METHODS
A. MODEL CONSTRUCTION METHOD
In this study, we constructed a structural model, as shown
in Fig. 1, to estimate the traffic volume at locations and
time periods of unobserved traffic volume. A fluctuation-
coefficient estimation model was constructed to estimate the
fluctuation pattern on each time axis clustered in advance
using explanatory variables obtained from calendars and
maps. Next, a model for estimating the AADT was con-
structed, and the time-period-specific traffic volume was
estimated from the estimated traffic volume fluctuation coef-
ficient and AADT.

Thismodel was built using the following five steps (Fig. 2):
Step 1: Cluster the patterns of traffic volume fluctuations

for each time axis (month/week/daily/hour).
Step 2: Construct a decision tree model that explains the

traffic volume fluctuation pattern, which varies with location
and period.

Step 3: Build an estimation model for AADT.
Step 4: Build amodel that explains the time-period-specific

traffic volume by multiplying the traffic volume fluctuation
coefficient for each time axis (month/week/day ofweek/hour)
by the AADT.

Step 5: Determine the optimal number of clusters that
provide explanatory power.

FIGURE 2. Analysis procedure.

1) CLUSTERING TRAFFIC VOLUME FLUCTUATION PATTERNS
The fluctuation coefficient for each time axis (month, week,
day of the week, and hour) was calculated using (1–4). These
calculated coefficients were then clustered across all loca-
tions and time periods using the K-means clustering method.
To determine the optimal number of clusters in Step 5, we var-
ied the number of clusters from 3 to 20 during the clustering
process.

Rmy = Qdm
/
Qdy (1)

Rnowm = Qdnow
/
Qdm (2)

Rwnow = Qdw
/
Qdnow (3)

Rhw = Qh
/
Qdw (4)

where Rmy,Rnowm,Rwnow, and Rhw represent the monthly,
weekly, daily, and hourly fluctuation coefficients, respec-
tively; and Qdy,Qdm,Qdnow,Qdw, and Qh represent the
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TABLE 2. Explanatory variables for traffic volume fluctuation pattern
decision tree model.

annual, monthly, weekly, daily average daily traffic, and
hourly traffic, respectively.

2) BUILD A TRAFFIC VOLUME FLUCTUATION PATTERN
DECISION TREE MODEL
We developed a decision-tree model to represent the clustered
fluctuation patterns. The decision tree model uses explana-
tory variables listed in Table 2, which include calendar-based
variables such as month, week number, day of the week,
hour, and holidays, as well as road-map variables such as
circular/radial shape, distance to station, roadside residential
population, and roadside working population. The selection
of variables was automatically performed. The decision tree
model was selected owing to its ease of interpretation of the
relationship between traffic volume patterns, season, time of
day, and road geometry. The development of a more optimal
model for practical use, including various state-of-the-art
methods, needs to be considered, and we believe that this
should be studied in the future.

3) BUILDING AADT ESTIMATION MODEL
In the AADT model, we utilized a multiple regression
approach to estimate the relationship between the dependent
variable and several explanatory variables. These variables,
as presented in Table 3, encompassed the number of lanes,
number of vehicles owned by the municipality, resident

TABLE 3. Explanatory variables for AADT model.

population, working population, residential land area ratio,
and GDP.

4) BUILDING A TIME-PERIOD-SPECIFIC TRAFFIC VOLUME
MODEL
To estimate the time-period-specific traffic volume, we
used (5) for the regression-model estimation, which incor-
porates explanatory variables derived from multiplying the
fluctuation coefficient of each time axis by the AADT.

Qh = α × Qdy× Rmy × Rnowm × Rwnow × Rhw + β, (5)

where α and β represent the parameters estimated using the
least-squares method.

Because the frequency at which traffic volume can be
observed depends on the road cross-section, five models with
different traffic volume observation conditions (Models 1–5)
were estimated.

Model 1: Estimates time-period specific traffic volume
for unobserved routes with no input of traffic volume
information.

Model 2: Assumes multiple traffic volume observations
throughout the year and performs temporal interpolations to
estimate time-period-specific traffic volume.

Model 3: Assumes monthly traffic volume observations
and performs temporal interpolations for weekly, daily,
and hourly fluctuations to obtain time-period-specific traffic
volume.

Model 4: Predicts time-period specific traffic volume by
assuming that weekly traffic volume if obtained.

Model 5: Predicts time-period specific traffic volume by
assuming that daily specific traffic volume is obtained.

5) DETERMINING THE NUMBER OF CLUSTERS
The optimal number of clusters was determined by confirm-
ing the coefficient of determination and the accuracy of the
estimated time-period-specific traffic volume model.

B. DATA
The data used for the analysis comprised traffic volumes on
22 main roads in Tokyo (Fig. 3, Table 4), measured using a
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FIGURE 3. Traffic-volume measurement locations.

traffic counter over a seven-year period (1995–2001). Data
points with a traffic volume of 0, missing values, or identical
values were excluded from the analysis owing to potential
challenges with the measurement equipment.

IV. ESTIMATION OF TRAFFIC VOLUME ESTIMATION
MODEL
A. CLUSTERING OF TRAFFIC VOLUME FLUCTUATION
PATTERNS
Fig. 4 illustrates the relationship between the five clustered
fluctuation patterns and calendar and road geometry vari-
ables. The vertical axis represents the calendar variable or
road shape variable (RO: outbound radial road, RI: inbound
radial road, and C: circular road), whereas the horizontal axis
represents each time axis (a: monthly fluctuation, b: weekly
fluctuation, c: daily fluctuation, and d: hourly fluctuation)
along with the clustered traffic volume fluctuation pattern.
The density of occurrence probability is depicted through
color shading.

1) MONTHLY FLUCTUATION CHARACTERISTICS
Regarding the monthly fluctuations, the following character-
istics were observed:

1) Lower values were observed in January, February,
August, and September.

2) No significant differences were observed in the fluctu-
ation patterns when comparing clusters.

3) Cluster 1 exhibited a higher amount of RI, whereas
Cluster 4 had a higher amount of C.

However, no clear distinctions were observed.

2) WEEKLY FLUCTUATION CHARACTERISTICS
Regarding the weekly fluctuations, the following characteris-
tics were observed:

1) The fluctuations were categorized into the following
types: decrease up to Week 3, then increase in Week
4 (Cluster 1); slight increase up to Week 3, then
decrease in Week 4 (Cluster 2); constant type (Clus-
ter 3); increase (Cluster 4); and constant up to Week 3,
then slight increase in Week 4 (Cluster 5).

2) The majority of the fluctuations belonged to the con-
stant type, observed in Cluster 3 and Cluster 5. This
pattern was prevalent in all months except for January,
August, and December.

3) The patterns with an increase in Week 4 (Cluster 1 and
Cluster 4) frequently occurred in January and August.
This can be attributed to the extended holidays at the
beginning of January and mid-August, with the traffic
volume tending to normalize during the second half of
the month.

4) The pattern with a decrease in Week 4 (Cluster 2) was
often observed in December. This is likely because
the end of December corresponds to a long year-end
holiday, leading to a decrease in traffic volume.

3) DAILY FLUCTUATION CHARACTERISTICS
The characteristics of the daily fluctuations are as follows:

1) The fluctuations were categorized into the following
types: decrease on Saturdays (Cluster 2, Cluster 5),
no change from weekdays (Cluster 1, Cluster 3), and
increase from weekdays (Cluster 4).
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FIGURE 4. Relationship between fluctuation pattern and calendar variable / road shape (heatmap). The probability of occurrence of each variable
pattern ((a) monthly, (b) weekly, (c) day-of-week, and (d) hourly) is displayed by representative road shape (RO: Radial road Outbound, RI: Radial
road Inbound, C: Circular Routes) and calendar variables (Month, Holiday/Weekday). The darker the color, the higher is the probability of occurrence.

2) Across all clusters, there was a tendency for traffic
volume to be lower on Sundays.

3) On weekdays, all clusters showed a relatively constant
pattern, with a slight increase observed on Fridays.

4) Cluster 2, which exhibited a decrease on Saturdays,
was commonly associatedwith circular routes, whereas
Cluster 4, which exhibited an increase on Saturdays,
was relatively more common on radial routes.

5) When the number of clusters was set to five, clusters
with low-frequency patterns, such as Clusters 1, 3,
and 5, were identified and classified.

4) HOURLY FLUCTUATION CHARACTERISTICS
The fluctuations in hourly traffic volume can be categorized
into three types: morning-to-evening increase (Cluster 1,
Cluster 4), decrease (Cluster 3), and constant (Cluster 2,
Cluster 5).

The decrease type is predominantly observed in the
inbound lanes of routes emanating from the city center, and
it is more common on weekdays.

The increase type is mostly observed in the outbound lanes
of routes emanating from the city center. Cluster 4, charac-
terized by a gradual increase, is more prevalent on weekdays,
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TABLE 4. Traffic volume measurement locations and traffic volumes.

whereas Cluster 1, characterized by a rapid increase, is more
common on weekends and holidays.

Although not shown in the figure, separate aggregations
revealed similar rapid increases during the year-end and New
Year holidays, the GoldenWeek at the beginning of May, and
the Obon festival in mid-August.

Cluster 3, which experiences a decrease from morning to
evening, occurs when there is a higher likelihood of morn-
ing commuters (weekdays, inbound routes on radial roads).
Clusters 1, 2, and 4, which exhibit an increase from morning
to evening, occur when there is a lower likelihood of morning
commuters (holidays, outbound routes on radial roads).

Cluster 5, characterized by a constant fluctuation from
morning to evening, often occurs along circular routes. Clus-
ter 5 generally has a relatively high morning traffic volume
and is particularly common on weekdays. Gradually increas-
ing patterns, such as those in Cluster 4, are more likely to
occur on holidays.

These findings indicate a clear association between the
fluctuation patterns and the variables obtained from calendars
and road network shapes. The observed relationships suggest
that the temporal and spatial characteristics of traffic volume
fluctuations are influenced by calendar-based factors and the
configuration of the road network.

TABLE 5. Variable importance and accuracy variable importance means
that the higher the value, the greater is the influence of the variable on
the discrimination of variation patterns. accuracy represents the overall
accuracy of the model.

B. ESTIMATION OF TRAFFIC VOLUME FLUCTUATION
PATTERN MODEL
As mentioned earlier, a clear relationship was observed
between the variables obtained from calendars and road
network shapes. To explain the traffic volume fluctuation
pattern, a decision-tree model was developed using these
variables. Table 5 presents the importance and accuracy of the
explanatory variables in estimating the fluctuation coefficient
pattern for each time axis using the decision tree. Addition-
ally, Fig. 5 illustrates the tree structure of the decision tree.
Importance is a metric used to assess the level of contribution
to the cluster classification.

1) VARIABLE IMPORTANCE
After analyzing the table, the following explanatory variables
were chosen for the monthly fluctuation coefficient pattern
estimation model: distance from the city center, distance to
the station, distance to the expressway interchange, and day-
to-night population ratio. Among these variables, distance to
the city center showed the highest importance, whereas the
other variables had similar levels of importance.

Similarly, for the weekly fluctuation coefficient pattern
estimation model, the selected variables were the same as
the monthly model, with the addition of the month variable.
The month variable exhibited significantly higher importance
compared to the other variables, similar to the monthly fluc-
tuation model. As discussed earlier, the weekly fluctuation
pattern is influenced by the month. This can be attributed
to the varying impact of long holidays in different months
(such as year-end/New Year, Obon) on weekly traffic volume
fluctuations.

For the daily fluctuation coefficient pattern estimation
model, the selected explanatory variables were the day-
to-night population ratio, distance to the city center, direction
angle to the city center, and distance to the station. Among
these variables, the day-to-night population ratio had the
highest importance, followed by the distance to the city center
and direction angle to the city center. It is noteworthy that the
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FIGURE 5. Dendrogram of traffic volume fluctuation pattern decision tree model. A legend for the variables in the boxes is provided in Table 2.
Cluster numbers correspond to Figure 4. Accuracy represents the positive discrimination rate for each cluster. Data Rate represents the percentage of
data for each cluster.

variables with high importance in the daily fluctuation model
differ from those in the monthly and weekly fluctuation mod-
els. This can be attributed to the fact that the day-to-night
population ratio, which strongly influences daily fluctuations,
reflects commuting patterns that significantly vary depending
on the day of the week (e.g., commuting on weekdays but not
on Saturdays and Sundays). These variations in commuting
behavior based on the day of the week are believed to be the
underlying cause of these differences.

For the estimation model of hourly fluctuation coefficient
patterns, the following explanatory variables were chosen:
direction angle to the city center, distance to the city center,
day of the week, day-to-night population ratio, distance to
the IC, and direction angle to the expressway. The direction
angle to the city center had the highest variable importance,
followed by the distance to the city center and the day of

the week. The large importance of the direction angle to the
city center can be explained by the following observation:
Routes leading to the city center tend to experience high
traffic volume in the morning due to morning commuting,
which subsequently decreases in the evening. Conversely,
routes heading away from the city center have lower morning
congestion but higher evening traffic as people return home.
These variations in the direction angles from the city center
contribute to the temporal fluctuations. Additionally, the day
of the week was observed to be significant in the hourly
fluctuation model owing to the following reason: Weekdays
exhibited higher morning traffic volume due to commuting
activities, whereas weekends showed lower morning move-
ment. This variation of hourly traffic volume depending on
the day of the week influenced the importance of the variable
in the model.
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2) DISCRIMINATION ACCURACY
The monthly fluctuations exhibited a high accuracy rate of
95% (Table 5). Notably, clusters other than clusters 3 and
4 achieved a perfect discrimination rate of 100% (Fig. 5).
Despite the lack of significant differences in monthly fluc-
tuation patterns between clusters, this consistency likely con-
tributed to the high discrimination accuracy.

Regarding the weekly fluctuations, an accuracy rate of
68% was achieved (Table 5). However, Cluster 4 in January
displayed a lower discrimination accuracy of 51% compared
to other clusters (Fig. 5). This can be attributed to the unique
nature of January, which encompasses the year-end and New
Year’s holidays, resulting in distinct traffic patterns.

The daily fluctuations demonstrated a discrimination accu-
racy of 82% (Table 5), with clusters of significant sample
sizes achieving at least 70% accuracy (Fig. 5). The daily
fluctuation patterns were divided between Clusters 2 and 4.
Cluster 2 was frequently associated with routes close to
the city center, characterized by a high day-to-night popula-
tion ratio and circular road geometry. In contrast, Cluster 4
was often observed on routes located further from the city
center, exhibiting a relatively lower day-to-night population
ratio, and in proximity to stations. The distinguishing factor
between Clusters 2 and 4 was the decrease in traffic volume
on Saturdays for Cluster 2, whereas Cluster 4 exhibited an
increase on Saturdays. The proximity of Cluster 4 to stations,
which experience traffic demand even on weekends, and its
connection to radial routes from the city center likely influ-
enced this pattern.

In terms of hourly fluctuations, discrimination accuracy
reached 73% (Table 5), with clusters of substantial sam-
ple sizes achieving at least 70% accuracy (Fig. 5). Clus-
ter 3, which exhibited a decreasing pattern from morning
to evening, was primarily associated with routes oriented
towards the city center, with angle values typically below
78◦ at the sixth branch and around 43◦ for the first branch.
However, Cluster 5, characterized by a consistent pattern
throughout the day, was predominantly found in circular
routes on weekdays (excluding Sundays) and displayed an
angle range of at least 78◦ to a maximum of 174◦ perpen-
dicular to the city center. The decision tree model appears to
capture the influence of the direction angle to the city center
on the traffic volume fluctuation patterns from morning to
evening.

C. ESTIMATION OF AADT MODEL
In the preceding section, a decision tree model was developed
to elucidate the fluctuation patterns utilizing variables derived
from calendars and road maps. Now, our focus shifts to
estimating a model that explains the AADT, representing the
total traffic volume without considering fluctuations.

1) PARAMETER ESTIMATION
Table 6 presents the parameter estimation results for the
AADT model. The explanatory variables shown in the table

TABLE 6. Parameter estimation results of AADT model Variable legends
are listed in Table 3.

FIGURE 6. Comparison of measured and estimated values of Annual
Average Daily Traffic. The vertical axis represents the observed traffic
volume, and the horizontal axis represents the estimated traffic volume.
Name in the legend represents the observation points and corresponds to
Figure 3.

were significant, and an explanatory power with a coefficient
of 0.66 was obtained.

2) COMPARISON BETWEEN MEASURED AND ESTIMATED
VALUES
Fig. 6 shows a scatterplot of the measured and estimated
values from the AADT model.

By observing the distinctions among the data points (indi-
cated by differences in color), the estimates successfully
capture the variations in the actual measured values.

However, when considering the discrepancies between
years (indicated by differences in shape), the estimated values
exhibit less variability compared to the actual measured
values. Consequently, the estimated values do not ade-
quately reflect the year-to-year differences. The AADT esti-
mation model combining clustering and regression models
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FIGURE 7. Comparison of measured and estimated values of time period-specific traffic volume Models 1–5 correspond to Table 7. Names in the
legend represent the observation points and corresponds to Figure 3.

estimated by Sfyridis and Agnolucci [26] yields an estimated
MAPE = 14%. The simple regression model estimated in
this study yields MAPE = 23%, leaving room for improve-
ment by using existing methods for AADT. As the accuracy
of the time-period-specific traffic volume estimation model
heavily relies on the AADT, there is a significant need for
improvement in the accuracy of themodel. This aspect will be
addressed in future studies, including an exploration of pre-
vious research methods, to enhance the estimation accuracy
of the AADT.

D. ESTIMATION OF TIME-PERIOD-SPECIFIC TRAFFIC
VOLUME ESTIMATION MODEL
Table 7 presents the parameter estimation results of the time-
period-specific traffic volume estimation model, and Fig. 7
shows a scatter plot of the measured and estimated values
of the time-period-specific traffic volume estimation model.
Model 1 corresponds to the scenario where no traffic volume
information is available, whereas Models 2–5 correspond to
situations where the yearly average, monthly average, weekly
average, and daily traffic volume are obtained, respectively.
Model 1 demonstrated an explanatory power with a coeffi-
cient of determination of approximately 0.58. Models 2–4
exhibited similar coefficients of determination, ranging from
0.85 to 0.87, and Model 5, which incorporated daily traf-
fic volume, achieved a coefficient of determination of 0.91.
Comparing Model 1, without traffic volume information,
to Model 2, with the inclusion of AADT, the coefficient of
determination increased from 0.58 to 0.85. This highlights the
significant impact of the accuracy of the AADT estimation.
As mentioned earlier, there is room for improvement in the
accuracy of the AADT estimation, thereby suggesting possi-
bilities for enhancing Model 1’s estimation accuracy

TABLE 7. Parameter estimation results of time-period-specific traffic
volume model Int represents the intercept, and QDY∗R represents the
explanatory variable obtained by multiplying AADT by the coefficient of
variation for the month, week, day of the week, and time.

This method effectively addresses a significant portion of
traffic volume fluctuations. To determine the hourly traffic
volume, it is essential to consider the AADT and the variabil-
ity in traffic volume. In section IV-B, we have demonstrated
how the latter, traffic volume fluctuation, can be quantified
using the proposed method. Although estimating the AADT
poses challenges, improving its accuracy in the future could
enhance the precision of time-specific traffic volume estima-
tion. The AADT can be roughly estimated through periodic
surveys conducted every few years or multiple times within
a year. This enables interpolation between different time
points, even with surveys conducted multiple times annually,
by utilizing fluctuation coefficient estimation.

E. EXAMINATION OF NUMBER OF CLUSTERS
Fig. 8 shows the cluster discrimination accuracy (upper row),
coefficient of determination of the fluctuation coefficient
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FIGURE 8. Number of clusters and accuracy of each step. Upper row: the cluster discrimination accuracy. Middle row: coefficient of
determination of the fluctuation coefficient. Bottom row: coefficient of determination of the time period-specific traffic volume estimation
model across different cluster numbers.

(middle row), and coefficient of determination of the time
period-specific traffic volume estimation model (bottom row)
across different cluster numbers.

The cluster discrimination accuracy (upper row) exhibits a
decreasing trend as the number of clusters increases, observed
consistently across monthly, weekly, daily, and hourly fluc-
tuations. This decline can be attributed to the decision-tree-
based estimation method, where the discrimination accuracy
decreases with an increasing number of dependent variables.

The coefficient of determination of the fluctuation coeffi-
cient (middle row) demonstrates an increasing pattern with
the number of clusters. This trend is particularly notable in
monthly and daily fluctuations. It arises from the fact that
smaller numbers of clusters cannot adequately express the
variation in the fluctuation coefficient because it represents
the average value of each fluctuation pattern.

The optimal number of clusters for the coefficient of
determination of the time-period-specific traffic volume esti-
mation model (bottom row) is as follows: eight clusters
for monthly fluctuations, four clusters for weekly fluctua-
tions, six clusters for daily fluctuations, and eleven clusters

for hourly fluctuations. These numbers reflect the trade-off
between cluster discrimination accuracy, which decreases
with more clusters, and the coefficient of determination of the
fluctuation coefficient, which tends to increase with a larger
number of clusters.

V. DISCUSSION
In this study, we constructed a decision tree model to explain
traffic volume fluctuations using variables from calendars
and road maps. Additionally, we estimated a model that can
explain the AADT. These models have been used to parame-
terize the time-period-specific volume estimation model.

Our findings revealed previously undisclosed insights into
traffic volume fluctuations. Existing research on traffic vol-
ume estimation has mainly focused on time-series models
or deep machine-learning approaches using historical data
to predict future traffic volume. However, determining the
traffic volume at specific points in time for roads without
observed traffic volumes has remained challenging. In our
study, we addressed this by estimating traffic volumes at spe-
cific time points on routes with unobserved traffic volumes,
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leveraging the significance of traffic volume fluctuation pat-
terns through calendar and road geometry variables.

Furthermore, we recognize the potential for improvement
in the AADT estimation model, as mentioned earlier. In addi-
tion to the simple regressionmodel approach employed in this
study, we suggest considering spatial interpolation methods,
such as those highlighted by Takashi et al. [29], and examin-
ing the impact of neighboring arterial roads, as investigated
by Caceres et al. [28], for AADT estimation. Understanding
the travel potential upstream and downstream of a route,
which is a fundamental factor, requires modeling that incor-
porates data on population, number of vehicles owned, and
other relevant explanatory variables.

VI. CONCLUSION
As new mobility options catering to diverse needs, such
as low-speed, compact, and personal mobility, continue to
emerge, it becomes crucial to plan and implement suitable
regulations for their use on roads. However, in areas with
low mobility demand where these new forms of mobility
are necessary, accurate observations of traffic volumes are
often lacking. Consequently, determining the available traffic
capacity in road space poses a significant challenge. Esti-
mating traffic volume fluctuations on different time scales
(monthly, weekly, daily, and hourly) has proven particularly
difficult due to reliance on past data, making it challenging to
estimate traffic volume for unobserved routes.

This study aimed to develop a method for estimating traffic
volume in locations and time periods where past data are
unavailable. To achieve this, we constructed a traffic vol-
ume fluctuation estimation method based on seven years of
traffic volume observations on 22 main roads in Tokyo. The
estimationmethod consists of a model for traffic volume fluc-
tuation patterns, which explains pre-clustered traffic volume
patterns, and an AADT model. In our analysis, we made the
following three key observations:

First, for each time axis, important explanatory vari-
ables for traffic volume fluctuations were identified. These
included distance to the city center for monthly fluctuations,
month number for weekly fluctuations, day-to-night popula-
tion ratio for daily fluctuations, and city center direction angle
for hourly fluctuations. By incorporating these calendar and
road geometry variables, we were able to explain 70–90% of
the traffic volume fluctuations.

Secondly, when estimating traffic volume by time period
using the traffic volume fluctuation pattern model, we were
able to explain approximately 60% of routes where no traffic
volume observations were conducted and approximately 80%
of routes where observations were conducted infrequently
(once every few years).

Thirdly, the optimal number of clusters for traffic vol-
ume fluctuation patterns, which maximized the coefficient
of determination of the time period-specific traffic volume
model, were identified as 8 for monthly fluctuations, 4 for
weekly fluctuations, 6 for daily fluctuations, and 11 for
hourly fluctuations.

These findings enable the estimation of traffic volumes on
routes where traffic volume observations are not available.
Additionally, they allow for the interpolation of traffic vol-
umes for any given month or date by utilizing the results from
periodic surveys conducted every few years.

However, the following three points warrant further
research consideration:

First, the AADT volume model needs enhancement.
Although our method successfully estimated traffic vol-
ume fluctuations, improving the accuracy of AADT esti-
mation can lead to better accuracy in hourly traffic volume
estimation.

Second, establishing a logic that determines the direction
of human flow toward the city center is important. In the case
of Tokyo, with its oblong shape and the city center located
in the east, the movement of people has a clear direction.
However, for local cities where the flow direction is not as
apparent, logic must be developed to determine the direction
of human flow.

Third, the traffic volume data obtained in this study were
primarily focused on arterial roads with high traffic volumes.
Because unobserved routes mostly consist of non-arterial
roads, it is essential to investigate the fluctuation patterns of
these non-arterial roads. We suggest exploring the applicabil-
ity of the arterial road dependence concept proposed in [28]
to delineate the scope of this method.

By improving the AADT estimation model, refining the
traffic volumefluctuation patternmodel, understanding urban
human flow directions, analyzing non-arterial road patterns,
and integrating these findings, we anticipate the development
of a comprehensive method capable of estimating traffic
volumes at any given point and time in the future.
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