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ABSTRACT Text recognition is critical in various domains, including driving assistance, handwriting recog-
nition, and aiding the visually impaired. In recent years, deep learning-based methods have demonstrated
outstanding performance in Scene Text Recognition (STR). However, STR poses significant challenges, and
the scarcity of non-Latin language datasets further compounds these challenges. To address this, we collected
a dataset of Persian digits, including 20000 images with different challenges, making the dataset appropriate
for text recognition task. Furthermore, we propose a convolutional-basedmodel that incorporates the squeeze
and excitation gate, forcing the model to focus on latent features, and connectionist temporal classification,
enabling end-to-end sequence learning, for Persian digit recognition. We conduct extensive comparisons
with different architectures and models to evaluate the performance of our proposed model. As a result, our
approach achieves an accuracy of 94.26 on our datasets. The results demonstrate that our model outperforms
the other methods, highlighting its effectiveness in Persian digit recognition.

INDEX TERMS Convolutional neural network, scene text recognition dataset, recurrent neural networks,
connectionist temporal classification.

I. INTRODUCTION
Text recognition has found applications in diverse fields,
including driving assistance, handwritten recognition, and
technologies aimed at aiding visually impaired individuals.
Typically, text recognition can be categorized into two main
areas: scanned document recognition (SDR) and scene text
recognition (STR) [1]. While SDR has made significant
progress, STR remains particularly challenging due to factors
such as distorted text, linguistic variations, image quality,
varying fonts, and irregular text shapes [2], [3]. Consequently,
extensive research is still required in this area.

The success of deep learning methods has fueled the moti-
vation of researchers in the field of STR to exploit these
approaches [2]. In STR, recurrent neural networks (RNNs)
are proper approaches to capture context and dependencies in
sequential data, while convolutional neural networks (CNNs)
excel at finding hidden patterns using local spatial informa-
tion in the input [4]. RNNs, with their recurrent connections,
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are well-suited for handling sequential data, such as text,
because they can retain information from previous time steps
and utilize it to make predictions. In STR, where text is often
represented as a sequence of characters or patches, RNNs can
effectively capture the contextual relationships between these
elements, enabling accurate recognition and understanding
of the text. CNNs, on the other hand, are adept at extract-
ing meaningful visual features from input images [2], [5].
By leveraging convolutional layers and pooling operations,
CNNs can capture local spatial patterns and hierarchically
learn complex representations [6]. These techniques are valu-
able for extracting distinctive features from text images and
useful for classification or recognition tasks in the field of
STR.

Previous research efforts aimed at enhancing STR per-
formance using deep learning methods. These methods can
be categorized into two main groups: segmentation-based
methods and seq2seq-based approaches [7]. Seq2seq-based
methods are further subdivided into three broad categories:
connectionist temporal classification (CTC)-based methods,
attention-based methods, and transformer-based methods [7].
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On the other hand, segmentation-based approaches typically
involve two steps [7]: character segmentation and character
recognition.

In STR tasks, the alignment of sequences, specifically
aligning each character to its corresponding location, is essen-
tial [8]. Additionally, attention-based methods have proven to
be advantageous in the STR tasks. These methods allow for
the concentration on salient features by attending to important
regions or features. As a result, attention mechanisms prop-
erly enhance the representation capabilities of CNNs [9].
Therefore, it is evident that CTC and squeeze-and-

excitation (SE) attention [9] have significant relevance and
can play a crucial role in the field of scene text recognition.
CTC was specifically developed for temporal classifica-
tion tasks, which involve sequence labeling problems where
the alignment between the input data and the correspond-
ing target labels is unknown [10]. SE block comprises
a lightweight gating mechanism that focuses on enhanc-
ing the representational power of the network by modeling
channel-wise relationships in a computationally efficient
manner [9]. SE Net introduces additional processing between
consecutive layers, enabling the exchange of information
among channels. This approach prioritizes channels requir-
ing information, thereby enhancing the efficiency of feature
extraction [11]. It also suppresses the transmission of irrele-
vant information while improving the interaction efficiency
of valuable information [12].

In response to the considerable availability of Latin
datasets for STR and the scarcity of such datasets in other
languages, especially those with variations in fonts and read-
ing orders, a novel and valuable initiative has been provided
in this work. An extensive dataset has been meticulously
curated, comprising over 20,000 images of Persian dig-
its sourced from electronic meters. This dataset not only
introduces a substantial volume of data but also offers a
diverse range of fonts and varying image qualities, rendering
it a one-of-a-kind and exceptionally challenging resource
in the realm of STR datasets (Figure 1). This innovative
effort seeks to address the existing data gaps and further
advance STR task in the context of Persian language and
script.

In this study, drawing inspiration from the advantages
of CTC and SE, we propose a novel attention-based con-
volutional recurrent neural network model for recognizing
digits in our dataset. Our model comprises two individual
models, each incorporating SE attention gates to enhance
their representation capabilities. Additionally, bi-directional
gated recurrent unit (GRU) and CTC loss are employed for
sequence labeling.

The key contributions of our work can be summarized as
follows:

• We have collected a substantial dataset of Persian digits
designed explicitly for the task of scene text recognition
(STR).

• We propose an attention-based convolutional recur-
rent neural network model that incorporates two CNN

FIGURE 1. Examples of challenges in the dataset.

models, each of which is equipped with an embedded
SE gate.

• Comprehensive experiments are conducted in which our
approach is compared to different models and methods.

The experimental results obtained from the datasets used in
this study demonstrate that the approach proposed in this
paper outperforms state-of-the-art methods and yields an
accurate recognition model.

The rest of the paper is structured as follow:
Section II and III present the related works and our proposed
model. Section IV provides experimental setup and experi-
ments. Finally, in section V, conclusion and future work are
reported.

II. RELATED WORKS
In this section, we provide a concise summary of the works
in scene text recognition utilizing deep learning methods.

Cheng et al. [13] presented an arbitrary oriented net-
work (AON), an end-to-end trainable network that can be
trained using just pictures and word-level annotations. This
model’s design is based on CNN and long short-termmemory
(LSTM). The AON module is mostly used to extract deep
features of irregular text in all four directions, as well as
four placement hints. This network’s output is sent to a filter
gate module for the generation of an appropriate integrated
sequence of features. Then, the attention-decoder module
uses these attributes as input to generate anticipated character
sequences. Despite the excellent performance of AON, it is
hindered by a high number of parameters.

Zhong et al. [14] introduced a novel approach called
semantic gan and balanced attention network (SGBANet)
for scene text recognition. It begins by generating simple
semantic features using Semantic GAN and then uses the
balanced attention module for text recognition. Unlike tra-
ditional image-to-image translation methods, Semantic GAN
operates at the semantic level, aligning feature distributions
between support and target domains. The semantic generator
module generates compatible semantic features for target text
images, and the semantic discriminator module distinguishes
these features. Additionally, the balanced attention module
corrects attention drift by learning and applying a balancing
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parameter to achieve a balanced glimpse vector. However,
they did not discuss the sequence length.

In [15], authors enhanced the Convolutional Recurrent
Neural Network (CRNN)model for text recognition, address-
ing issues such as low accuracy, difficulty recognizing
irregular text, and limited information acquisition. They
improved accuracy by incorporating label smoothing for bet-
ter generalization. Additionally, they introduced a speech
recognition-inspired smoothing loss function and incorpo-
rated a language model to expand information channels,
ultimately improving text recognition accuracy. Nevertheless,
the method needed parameter optimization because of the
high computational cost.

Liu et al. [16] developed a combination of a binary
convolutional encoder-decoder network with a bidirectional
recurrent neural network for accurate character recognition.
Bartz et al. [30] presented an end-to-endmodel that represents
sequence features bymerging CNN andRNNs. CTC loss [31]
was then applied to the neural network outputs to calculate
the conditional probability between the anticipated and tar-
get sequences. The method has difficulty in recognition of
irregular text and achieves low accuracy.

Gao et al. [17] employed a twofold supervision network
in conjunction with an attention mechanism to recognize text
in photos. This model’s design is based on CNN and LSTM.
Ghosh et al. [18] suggested a visual attention model based
on LSTM for scene text recognition. In order to detect words
without relying on a preset vocabulary, the model employs
convolutional features from a typical CNN as input to an
LSTM network that selectively responds to sections of the
picture at each time step. The proposed method exhibited
poor performance on both excessively small and large images
due to the limitation of a one-layer feature extraction process.

Nanehkaran et al. [19] proposed an ensemble method
called CBWME for Farsi digit recognition. The method was
based on convolution bagging weighted majority ensemble
learning that is the combination of three pre-trained models.
However, the performance of the method was not evaluated
on different sequence lengths. In [20] the machine- and
deep-based methods were analyzed and compared for Farsi
digit recognition.

To identify sequence-based scene text, Du et al. [21]
presented a temporal convolutional encoder. The encoder’s
primary functions are a visual representation and feature
sequence conversion. Su and Lu [22] suggested a technique
for converting a word picture into a series of column vectors
based on the histogram of oriented gradients (HOG). The
RNN is then trained to categorize the consecutive feature
vectors as words. Because preprocessing is distinct from
the other pipeline components, existing RNN-based systems
cannot undergo end-to-end training and optimization.

Bai et al. [23] devised a system that combines CNN
and LSTM to classify scene images based on a variety of
perspectives and levels. To account for image differences,
the approach analyzes each image from many perspectives.

Liu et al. [24] proposed a sequential transformation network
based on attention for scene image text recognition. The
network corrects erroneous text by dividing the task into a
series of fundamental patch-wise adjustments. In addition,
the model uses neighbor information to preserve the shape of
characters in order to identify them. However, the method is
less effective with the curved or shaped text that is common in
motion photos. According to [25], rectifying features posed a
significant challenge in achieving generalization for text with
irregular shapes.

Shrivastava et al. [26] suggested a CNN-based approach.
This model extracts low-level and high-level features in
all four directions, as well as character placement indica-
tors. Then, features and placement cues are combined and
sent to the LSTM decoder for text prediction. The model
needs enhancement when it comes to handling curved text.
Wojna et al. [27] used an attention-equipped LSTM to detect
and recognize text in street-view images. By integrating one-
hot encoded spatial coordinates into the LSTM, they gave
their model position awareness.

Zuo et al. [28] suggested an encoder-decoder process-
based scene text recognition system. The feature sequence
is first retrieved using the encoder code layer’s convolu-
tional neural network and then marked using the bidirectional
LSTM (Bi-LSTM). Finally, a CTC and attention mecha-
nism integrated module is built to decode and output the
text sequence. Lei et al. [29] suggested a CNN-RNN hybrid
model. The CNN component extracts image features and
encodes them into feature sequences, while the Bi-LSTM
component decodes the associated sequences into labeled
sequences. Bartz et al. [30] proposed a method using a single
deep neural network that learns to find and interpret text from
natural images in a semi-supervisedmanner. SEE is a network
that incorporates and jointly trains a spatial transformer net-
work, which can learn to identify text areas in an image, and
a text recognition network, which detects the textual content
of the discovered text regions. The method performance is
limited to sequence length; furthermore, detecting text in
arbitrary locations is another weakness of the method.

Bai et al. [31] introduced a unique approach for scene
text recognition dubbed edit probability (EP). EP attempts to
estimate the likelihood of creating a string from the output
sequence of a probability distribution conditioned on the
input image while accounting for the possibility of miss-
ing/superfluous characters. Nevertheless, the misalignment
is not solved in this study. A comprehensive evaluation and
analysis of the various STR approaches was published by
Chen et al. [32]. Shi et al. [33] presented an end-to-end
model that represented sequence features by merging CNN
and RNNs. CTC loss was then applied to the neural network
outputs to calculate the conditional probability between the
anticipated and target sequences. They did not deal with the
challenge of irregular text recognition.

Zheng et al. [34] introduced TPS++, an attention-
enhanced TPS transformation for text rectification. TPS++
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incorporated the attention mechanism to improve the flexi-
bility and accuracy of text correction. By jointly estimating
foreground control points and attention scores, TPS++ gen-
erated natural and easier-to-read text corrections. It shared the
feature backbone with the recognizer, minimizing parameter
overhead and inference time.

Yan et al. [35] proposed a method for learning primitive
representations of scene text images using graph-based mod-
eling. They introduced pooling and weighted aggregators to
learn these representations, which are then transformed into
higher-level visual text representations using graph convolu-
tional networks. The work also presented a framework called
PREN2D that integrates visual text representations into an
encoder-decoder model with a 2D attention mechanism to
address misalignment issues in text recognition. This method
identifies characters one by one, leading to a low processing
speed.

Tran [4] proposed SAFL, a self-attention-based neural net-
work model with focal loss for scene text recognition. SAFL
utilized focal loss, which allows the model to focus more
on training low-frequency samples. Additionally, to handle
distortions and irregular texts, spatial transformer network
(STN) is incorporated to rectify the text before passing it to
the recognition network.

Wang et al. [36] proposed a decoupled attention network
(DAN) for scene text recognition, addressing limitations in
alignment and historical decoding. DAN consists of a fea-
ture encoder, convolutional alignmentmodule, and decoupled
text decoder. By decoupling the alignment operation, DAN
achieves improved accuracy and flexibility in recognizing
text. The experiments on text-like noises showed that the
method struggled to align text.

Deelaka et al. [37] presented a new model architecture that
includes a unique image feature encoding strategy and feature
projection methods. The model was trained on images with
a fixed number of characters, resulting in a fixed number
of object labels without object location prediction. The aim
was to reduce parameter spaces and computational com-
plexity for real-time inference and efficient training in a
federated learning setup. The model included a geometri-
cal shape-based encoder and a feature localization unit for
predicting ground-truth label sequences. The model assumed
horizontally aligned input images with a single row of
characters. The method is limited to digits; moreover, its
performance is adversely affected by irregular texts.

III. PROPOSED MODEL
This section provides details of methodology, dataset, and the
proposed model. In Figure 2, the main steps of the proposed
model are presented in more details.

A. DATASET AND PREPROCESSING
Considering the limited availability of datasets in non-Latin
languages for text recognition tasks, we have created a
dataset, designed to fill this gap. This dataset focuses on
Persian digits found in images of electricitymeter devices and

FIGURE 2. The general overview of the proposed model.

contains 20,000 images sourced from these devices. Notably,
this dataset presents significant challenges due to the pres-
ence of low-quality, tilted, blurry images, and various fonts.
Additionally, some images feature additional difficulties like
dirtiness, obstructions from objects, or distant perspectives.
Figure 3 displays samples illustrating these image-related
issues.

To prepare the images for the text recognition task, we fol-
low a specific procedure. Firstly, we normalize the images
by dividing each pixel value by 255. This normalization
step ensures that the pixel values are within a standardized
range. Additionally, the images are annotated to provide
labels for the objects of interest. In our research, we employed
the bounding box technique for annotation. This involves
drawing boxes around the items in the images to precisely
identify their placement. Creating accurate bounding boxes
and avoiding overlap among them are crucial for develop-
ing a robust and accurate model. To perform the annotation
task, we utilized the vgg image annotator (VIA) [38], [39],
an open-source software designed for annotating images.
VIA allows us to define regions of interest in the images
and generate textual descriptions for those regions. Once the
annotation process is complete, the images are converted
from RGB color space to grayscale. This conversion reduces
the dimensionality of the images and simplifies the subse-
quent processing steps. Subsequently, the system proceeds to
detect the digit area within the images, which is then isolated
through cropping and resized to a standardized dimension
of 50 × 200 pixels. These cropped and resized images are
subsequently input into the text recognition module for fur-
ther in-depth analysis. To provide a visual representation of
the dataset, we include some sample images in Figure 4.
These samples showcase the variety of images in our dataset
and highlight the challenges posed by factors such as image
quality, tilting, blurring, and different fonts. Figure 5 displays
the distribution of digits across different positions. Indeed,
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FIGURE 3. Examples of the hard situations depicted in the collected
images presented.

FIGURE 4. Samples of pre-processed images.

as illustrated in Figure 5, it becomes apparent that the distri-
bution of all digits exhibits a nearly uniform consistency. This
indicates that the occurrence of digits is relatively balanced
across the dataset. Except for position one, numbers two,
three, and four have more occurrences.

B. PROPOSED MODEL
To facilitate the recognition of digits, we have proposed a
two-head CNN architecture that utilizes different network
architectures to extract distinct features from the input data.
The input image is represented as I ∈ RH×W×Cwhich H,
W, and C correspond to the height, width, and number of
channels, respectively. The image is input into the two distinct
networks within our model. The schematic diagram of our
proposed model can be found in Figure 6.
Each block in the first model consists of two convolu-

tional layers, and the rectified linear unit (ReLU) activation
function, defined as f(x) = max(0, x), is applied. To enhance
the convergence of the model and improve the initialization
performance, the extracted features are passed through a

batch normalization (BN) layer. Subsequently, a max pooling
(MP) layer is employed to reduce the output map size. On the
other hand, the second model follows a slightly different
architecture. Each block in this model includes a single CNN
block, and the remaining layers are iterated similarly to the
first model.

The outputs of the final block in both models are followed
by a SE block. Finally, the output of the two models is
concatenated.

The purpose of the SE block is to encourage the models
to focus more on salient features. SE blocks are introduced
by Hu et al. [9] to enhance the representation power of the
model by modeling the relationships among channels. This
enables the network to recalibrate features by suppressing
unnecessary or less relevant features.

The SE gate consists of twomainmodules: the squeeze and
excitation modules. In the squeeze module, global average
pooling is employed to generate channel-wise statistics. This
is achieved by reducing the spatial dimensions of the feature
map, F ∈ R H×W×C. Formally, a statistic z ∈ RC is generated
by squeezing U through its spatial dimensions H × W, such
that the cth element of z is calculated by:

Zc = Fsq (U) =
1

H ×W

H∑
i=1

W∑
j=1

U (i, j) (1)

where Fsqis the squeeze function. The information obtained
from the squeeze module is then transferred to the excitation
module to capture channel-wise dependencies. To achieve
this goal, a gating mechanism with the sigmoid function is
employed as follows:

S = Fex (Z ,W ) = σ (g (Z ,W ))

= σ (W2 (δ (W1Z ))) (2)

where σ and δ are sigmoid and ReLU activation functions,
W1 ∈ RC/r×C , W2 ∈ RC×C/r , and r is the reduction
ratio. In order to manage model complexity and enhance
generalization, the gating mechanism is parameterized by
introducing a bottleneck structure. This involves incorporat-
ing two fully connected (FC) layers around a non-linearity.
The final output of the block is obtained by rescaling U with
the activations s.

X̃C = Fscale (UC , sc) = ucsc (3)

Fscale depicts the channel-wise multiplication between scand
Uc, and X̃C = [x1, x2, . . . , xc]. In other words, the output
of the excitation module is multiplied element-wise with the
input feature map, resulting in enhanced features that are
more attentive to important channels. Figure 7 provides a
visual depiction of the structure of the SE gate.

Finally, the output of each model is concatenated, merging
the information from both models. This concatenated output
is then sent to Bi-GRU, which is responsible for decoding
the feature sequence and capturing sequential dependencies
in both forward and backward directions. The output from the
Bi-GRU is subsequently fed into a CTC layer. It is designed

VOLUME 12, 2024 8127



A. A. A. Alshawi et al.: Attention-Based Convolutional Recurrent Neural Networks for Scene Text Recognition

FIGURE 5. The distribution of digits according to the position of digits.

FIGURE 6. The architecture of the proposed model.

to handle sequences of variable length, making it suitable for
recognizing text in images where the number of characters
can vary.

The CTC layer is responsible for decoding and map-
ping the sequential output to the corresponding text labels

or digits, thus enabling the recognition of the digits
present in the input image. In other words, it transfers the
Bi-GRU output sequence to the detected text. However, the
Bi-GRU input sequence may be translated to many output
labels.
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FIGURE 7. Schematic view of SE gate [9].

Therefore, maximum likelihood is used to choose the final
output label sequence. The following formula is used to
determine the probability of the output label sequence:

p (l | x) =

∑
π∈F−1(l)

p(π |x)

p (π | x) =

T∏
t=1

ytπt (4)

where x is the input sequence of CTC, and T is sequence
length. π indicates the output sequence with blank labels. l
is output label sequence. The relationship between sequence
π and label l is specified by the mapping function F . ytπt rep-
resents the probability of possessing label πt at timestamp t .

IV. EXPERIMENTS
This section includes two subsections; firstly, the details of
experimental setups are provided, and secondly, to assess the
performance of our model, we conduct different experiments
and compare its performance with other methods.

A. IMPLEMENTATION DETAILS
1) SETUP
In this study, an implementation of the proposed model was
developed using Python and TensorFlow, a popular deep
learning framework. The model was trained and evaluated in
an end-to-end fashion, optimizing various training parameters
to achieve optimal performance.

During the training phase, specific parameters were chosen
to guide the learning process, and they were adjusted by
trial and error. A learning rate of 0.001 was employed, and
a learning rate decay strategy was implemented, reducing
the learning rate by a factor of 0.8. An epsilon value of
0.001 was utilized, and a patience value of five was set to
monitor the training process and determine when to stop if
no improvement was observed. Additionally, early stopping
with a patience of ten was employed to prevent overfitting
and ensure the best model performance.

To optimize the hyperparameters of the model, the Adam
optimizer was employed, as it generally demonstrated supe-
rior performance compared to other optimizers [40], [41].
A clip value of 0.2 was used to limit the gradients during
the optimization process, and the training was performed for
a total of 200 epochs. Throughout the model architecture,

a dropout rate of 0.5 was applied to all layers, which aids
in regularization and reduces the risk of overfitting. Further-
more, the input shape of models is 50 × 200×1, and the
output shape is 12 × 12. The summary of used parameters
is presented in Table 1.

TABLE 1. The hyper-parameters of the proposed model.

The Google Colab platform, which was utilized for train-
ing and testing the model, adhered to specific environment
requirements for model development. These requirements
included using Python version 3.9, Tensorflow version 2.x,
an Nvidia K80 GPU, and a RAM capacity of 12GB.

Moreover, the accuracy is assessed at the word level; it
measures how frequently the model predicts right words. The
accuracy measure is calculated as follows:

accuracy =
number of correctly classified words

all words
(5)

2) NETWORKS
The configurations of two CNN models, mentioned in
section III, are presented in Tables 2.

TABLE 2. Configuration of CNN models (k, s, p, and c stand for kernel
size, stride, padding, and channel, respectively).
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B. RESULTS
In this section, we present the results of various approaches
employed in our study. Firstly, we assess the performance
of individual pre-trained models when used in conjunction
with an SE block. Secondly, we evaluate the performance
of pre-trained models instead of our CNN blocks. Finally,
we compare the performance of our proposed method to the
state-of-the-art models in this field.

1) PRE-TRAINED MODELS
Three pre-trained deep learning models, including Resent50
[42], MobileNet [43], and Inception [44], are utilized in the
experiments. The performance of each model is presented
in Table 3. The training dataset and setup are identical for
the models. According to Table 3, MobileNet performed
better in terms of accuracy in the text recognition task, and
Inception acquired the worst performance. It is pertinent to
highlight that, within the aforementioned models, the top
layer—specifically, the classification layer—is excluded, and
instead, an SE gate is employed before transmitting themodel
outputs to the RNN and CTC components.

TABLE 3. The performance of pre-trained models.

2) COMBINATION OF PRE-TRAINED MODELS
In this section, we delve into the performance evaluation
of the mentioned pre-trained models and compare them
against lightweight CNN models, as presented in Section III.
Based on the individual performance of the pre-trained mod-
els, a multi-head model with a SE gate is designed. This
multi-head model is constructed by concatenating the deep
learning architectures of ResNet50, MobileNet, and Incep-
tion. To simplify the model and mitigate overfitting, some
convolution layers are removed; moreover, the top layer of
each architecture, which represents the classification layer,
is eliminated. Consequently, the ResNet50 component of the
multi-head model outputs (25, 7, 512), while the MobileNet
and Inception components output (25, 6, 728), (25, 7, 192)
respectively. To ensure compatibility among the outputs of
the models, a max pooling layer is added.

In order to conduct a comprehensive evaluation of the
different combinations of pre-trained models, we consider
four specific combinations: ResNet with Inception, ResNet
with MobileNet, Inception with MobileNet, and all models
together. The results of these combinations in terms of accu-
racy are presented in Table 4. Based on the findings, it is
evident that the combination of MobileNet and Inception
yielded the highest performance among the different com-
binations. This particular combination achieved the highest
accuracy rate compared to the other combinations, indicating

TABLE 4. The performance of combined pre-trained models on the
Persian digit dataset.

its effectiveness in the text recognition task. Furthermore, the
fusing of ResNet50 and Inception acquires the second-best
accuracy, showing the importance of diversity.

On the other hand, the combination of all three models
together exhibited the lowest performance among the four
combinations. This suggests that the integration of ResNet50,
Inception, and MobileNet in a unified model did not yield
the desired improvements in accuracy. It is important to note
that while the combination of all three models may offer
potential benefits in terms of overall model diversity, it may
also introduce challenges related to model complexity and
potential conflicts in the learned representations.

Moreover, methods are compared based on F1-score, Pre-
cision, and Recall. Unlike the accuracy measure, which
assesses the overall correctness, these metrics are used
to evaluate the number of correctly predicted single dig-
its. According to the results, our model with MobileNet-
Inception achieves higher scores in F1-Score, Precision, and
Recall.

Figure 8 compares the convergence rate of pre-trained
models. The training loss for all combinations exhibits a sim-
ilar convergence rate. Upon closer Inception, the combination
of three pre-trainedmodels shows better performance, and the
results of Table 4 confirm it.

FIGURE 8. The loss by iteration of the combination of pre-trained models.
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3) COMPARISON TO THE STATE-OF-THE-ART APPROACHES
We conduct a performance evaluation of our proposed
approach by comparing it to other methods using our dataset.
Moreover, we compare the effect of different recurrent neural
networks (RNNs), including Bi-LSTM, GRU, and LSTM,
on our method. Table 5 provides the results of different
methods and models. We utilize a simple CNN model as
the baseline, which achieves an accuracy of 91.71%. The
architecture of the CNN model is presented in Figure 9. The
next model we evaluate is the CRNN [19]. In the base paper,
Bi-GRU was utilized in the CRNN model. However, for the
purpose of further comparison, we also embed Bi-LSTM in
the CRNN model. The results show that the CRNN model
achieved an accuracy of 89.13% with Bi-GRU and an accu-
racy of 88.11% with Bi-LSTM.

TABLE 5. The result comparison of our model with others.

Next, we evaluate the GeoTRNet [23], a state-of-the-art
model that has achieved remarkable results. However, in our
evaluation, the GeoTRNet achieved an accuracy of 45.30%.
This suggests that the GeoTRNet may not be well-suited
for the specific characteristics or requirements of our dataset
or task. To further explore the performance of different
RNN architectures in our proposed method, we replace
the lightweight CNNs in our model with pre-trained mod-
els, specifically MobileNet and Inception. Our model with
MobileNet and Inception achieved an accuracy of 93.39%.

In comparison to these methods, our proposed model, uti-
lizing Bi-GRU in the CRNN, achieved the highest accuracy
of 94.26%. The second-best accuracy was achieved by our
model with simple GRU, which obtained an accuracy of
93.64%. We also observed slightly lower accuracies with
our model variants using Bi-LSTM (93.03%) and simple
LSTM (92.57%). Overall, the results demonstrate that our
proposed approach outperforms the other methods, and the
choice of RNN architecture can have a significant impact on
the performance of the model in the given task. Moreover,
methods are compared based on F1-score (F1), Precision, and
Recall. Unlike the accuracymeasure, which assesses the over-
all correctness, these metrics are used to evaluate the number
of correctly predicted single digits. According to the results,
our model with Bi-GRU achieves higher scores in F1-Score,
Precision, and Recall. Nevertheless, in our work, the accuracy
measure, which calculates the number of correctly classified
words, holds importance.

FIGURE 9. The architecture of CNN.

In Figure 10, the confusion matrix for our model with
Bi-GRU is plotted. For each single digit, true negative,
true positive, false negative, and false positive are reported.
Present and not present indicate the presence and absence of
a specific digit.

The convergence curves of our approach, CRNN, and
GeoTRNet are presented in Figure 11. Analyzing the training
loss curves depicted in Figure 11, it is evident that our model
is faster compared to the others in terms of text recognition.

C. ABLATION STUDY
We conducted an ablation study, as detailed in Table 6, with
the primary goal of evaluating the efficacy of the SE gate.
The study consists of two experiments presented in Table 6,
with the first experiment incorporating the SEmodule and the
second experiment omitting it.

The results outlined in Table 6 highlight the substantial
positive impact of integrating the SE module on our model’s
performance when working with the dataset. This finding
shows the pivotal role played by SE in enhancing our model’s
performance by enabling it to focus more effectively on
salient features, ultimately leading to a notable performance
boost.
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FIGURE 10. The confusion matrix of our approach with Bi-GRU.

FIGURE 11. Comparison of Convergence rate of models. The vertical axis
represents the training loss, while the horizontal axis indicates the
iteration number.

TABLE 6. Text recognition accuracy with and without se.

Furthermore, a visual assessment through a comparison of
convergence curves, as depicted in Figure 12, clearly under-
scores the advantages of incorporating the SE module. The
superior performance of our model is prominently evident
when SE is integrated, reinforcing its pivotal role in the
overall success of our approach.

D. TIME COMPLEXITY
In the comparative analysis of various models, Table 7
explores the time complexities of different architectural con-
figurations. Our own models, incorporating Bi-GRU and
Bi-LSTM, exhibit higher time complexities, indicative of
their computational demands.

FIGURE 12. A comparison of the convergence rates with and without SE,
highlighting the impact of SE on model performance.

TABLE 7. Comparison of models’ time complexity.

Simpler variants, such as models utilizing only GRU or
LSTM, demonstrate reduced time complexities. Intriguingly,
the integration of MobileNet and Inception layers within our
model architecture results in a substantial decrease in overall
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time complexity, suggesting enhanced computational effi-
ciency. Comparative benchmarks with other models reveal
that models based on CRNN, particularly those employ-
ing Bi-LSTM, exhibit lower time complexities, signifying
superior computational efficiency compared to our models.
However, the GeoTRNet model stands out with a higher
time complexity, underscoring potential trade-offs between
model complexity and computational efficiency in the quest
for optimal performance across diverse applications.

V. DISCUSSION AND CONCLUSION
Given the limited availability of non-Latin datasets for
text recognition tasks, this paper focuses on addressing
this gap by collecting a dataset of Persian digits sourced
from meter devices. The dataset comprises more than
20,000 images. Additionally, we introduce a novel model
specifically designed for Persian digit recognition. Our pro-
posed model consists of two CNN models with SE gates,
followed by Bi-GRU and CTC loss. To evaluate the efficacy
of our model, we conducted extensive experiments. Firstly,
we investigated the impact of CNN models by replacing
themwith pre-trainedmodels. Furthermore, we compared our
model with existing approaches in the field. The experimental
results demonstrate that our proposed model achieves state-
of-the-art performance on our dataset and surpasses other
models in terms of accuracy and effectiveness.

Despite the advantages of our approach, it is not suitable
for irregular text and noisy text. Furthermore, our dataset is
limited to five digits; as a result, its performance may not be
suitable for digits with fewer or more than five digits.

In the future, one can improve the proposed model and
apply it to our dataset. Moreover, data augmentation can
affect the performance of the proposed model. Meanwhile,
different architectures can be used. Furthermore, the pro-
posed model can be used to predict images whose numbers
are in Persian and English. Additionally, the model can be
improved on irregular text.
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