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ABSTRACT In recent years, human activity recognition (HAR) has gained importance in several domains
such as surveillance, recognizing indoor and outdoor activities, and providing active and assisted living
environments in smart homes and healthcare services. In all these scenarios, audio-, video- and image-based
processing algorithms have been applied as well as systems using wearable sensors. This scoping review
focuses on audio- and video-based activity recognition systems for healthcare applications. We provide
a comprehensive overview of these systems and technologies and discuss their complexity, performance,
robustness, stage of development, scalability as well as achievable privacy and security levels. Additionally,
we present and discuss datasets that are designed for the evaluation of these activity recognition systems.
Although a number of robust approaches have already been proposed, they still pose challenges when it
comes to integrating them in larger systems or into clinical practice. We identify challenges for application
of audio- and video-based HAR systems in real-word healthcare scenarios, draw recommendations and
conclusions based on comparisons of existing approaches, and analyze future trends.

INDEX TERMS Human activity recognition (HAR), healthcare, ambient and assisted living (AAL).

I. INTRODUCTION
Human activity recognition (HAR) has received attention
in a number of applications in the past decades, including
surveillance, human-human interaction (HHI) and human-
computer interaction (HCI). The fast development of novel
technologies and smart sensors has led to numerous new
components and systems that either have already found wide
application, or are still in the development phase. However,
application in healthcare still remains limited, even though
there is a huge potential in monitoring of chronic diseases
that require active lifestyle and regular physical activity, such
as diabetes, cardiovascular diseases, or obesity [1]. HAR can
be further used to detect abnormal activities or sedentary
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behavior in patients suffering from dementia, as well as
for fall detection in elderly population [2]. Therefore, HAR
can improve patients’ quality of life, but also have positive
effects for the healthcare system, by reducing hospital stays
and enabling more accurate and timely diagnosis. However,
several challenges still remain unsolved, mostly related to
adoption of such HAR systems by the end users, and privacy
and security issues when they are implemented in real-world
scenarios.

Audio and video-based HAR plays a significant role
in active and assisted living (AAL) applications. Vision-
based activity recognition has gained particular attention.
However, a number of factors such as the interference
with the environmental light, shadowing, different angles,
and privacy protection narrow its application. Vision-based
activity recognition can be combined with other modalities
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(e.g. audio, WiFi, wearables and smart sensors) in order to
achieve better robustness and performance, as well as to
extend the fields of application.

In this scoping review, we provide an overview and clas-
sification of various video- and audio-based approaches for
activity/behaviour recognition with application in healthcare,
addressing the possibilities of combining these methods
with other technologies and approaches, particularly in the
scope of AAL systems. A typical AAL scenario for HAR
is shown in Figure 1), where different modalities (audio,
video, motion sensors and wearable devices) are used for a
wide range of healthcare applications in different settings.
Furthermore, available datasets and methods for improving
the performance and automating the process of human
activity recognition (HAR) have also been reviewed.

Although there are a number of reviews focusing on
HAR [3], [4], [5], [6], [7], [8], [9], they all address
general approaches, disregarding specific requirements for
implementation in healthcare. We address this gap in this
review, by providing a systematic overview of audio/video
based technologies for HAR in healthcare, with taxonomy
of possible applications, comprehensive overview of datasets,
and analysis of performance, robustness, scalability as well as
privacy and security. Finally, we identify the main challenges
that need to be addressed in the years ahead, and discern the
prospective trends in development of HAR in the healthcare
sector.

FIGURE 1. Typical AAL scenario for human activity recognition.

II. METHODS
In this study, we present results of a literature review
on human activity recognition for healthcare applications
published from 2000 to 2022. For this purpose, we carried

out a search in two main scientific literature databases,
namely Scopus and PubMed. For both the search and the
assessment of published studies as well as synthesizing
of research evidence, we followed the formal and explicit
method for systematic reviews in healthcare known as the
Preferred Reporting Items for Systematic Review and Meta-
Analysis (PRISMA) [10]. The PRISMA workflow including
the number of identified, scanned, and selected articles during
the review process is depicted in Figure 2.
In particular, we applied the following criteria to search

both Scopus and PubMed databases:

TITLE-ABS-KEY ((‘‘activity recognition’’ OR ‘‘behavior recogni-
tion’’ OR ‘‘behaviour recognition’’) AND (‘‘video’’ OR ‘‘audio’’
OR ‘‘multimodal’’ OR ‘‘multi modal’’ OR ‘‘multi-modal’’) AND
(‘‘healthcare’’ OR (‘‘health’’ AND ‘‘care’’) OR ‘‘health’’ OR
‘‘disease’’))

The first search retrieved 353 results in Scopus and
53 results in PubMed, respectively. After identifying and
removing duplicates, 396 articles remained for the subse-
quent screening step. The screening process focused on the
eligibility of the records by examining the paper titles and
abstracts, leaving only papers that have a clear link to HAR
and at least one application in healthcare. 94 articles remained
after the initial screening process. The next step was the
eligibility proof with respect to entire articles, which led to
the removal of 54 additional articles. Finally, the remaining
35 articles were selected for the inclusion in the quantitative
and qualitative analysis.

Analyzing the keywords extracted from the selected
articles in Figure 3, it can be clearly seen that ‘‘activity
recognition’’ dominates the keyword landscape, followed by
‘‘deep learning’’ in combination with ‘‘video recording’’.
‘‘Wearable sensors’’, ‘‘intelligent buildings’’ and ‘‘ubiquitous
computing’’ are keywords that play a significant role in
multimodal approaches. The keywords ‘‘large datasets’’,
‘‘daily life activity’’ and ‘‘computer-assisted image process-
ing’’ also occur frequently in many publications. All the
mentioned keywords are mainly found in recent research
works published since 2017, which are indicated by the green
and yellow colors.

III. AUDIO-BASED ACTIVITY/BEHAVIOR RECOGNITION
IN HEALTHCARE
Audio is not extensively studied for human activity and/or
behaviour recognition in healthcare, with only several
applications where it was used as a standalone source of infor-
mation, including emergency event detection [11], [12], and
recognition of activities of daily living [13] in the context of
elderly care, as well as recognition of suicidal behaviour [14].
In some cases audio was utilised in combination with other
information sources (modalities), such as GPS, proximity and
activity data for activity/behaviour monitoring of adolescent
and young mothers with postpartum depression [15]; or
combined with video, ultrasound, temperature, light and
infrared sensors for detecting activities of people with mild
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FIGURE 2. Review workflow according to the PRISMA framework.

FIGURE 3. Keyword analysis of the literature search results (using both Scopus and PubMed data bases). Different colors
represent different years of publication. The larger the bubbles, the more often the particular keyword occurs. Yellow color
corresponds to the most recent articles, whereas purple corresponds to the oldest ones. The visualisation was made using the
tool VOSviewer (www.vosviewer.com).

dementia [16]. More information about these multimodal
approaches is provided in section V.

Kim et al. proposed an audio event recognition model
for monitoring of elderly in single-person household

environments and detection of emergency events potentially
dangerous for their life [11]. Beside standard activities
of daily living, such as cleaning, taking shower, doing
laundry, sleeping, talking and listening to music, additional

8232 VOLUME 12, 2024



S. Cristina et al.: Audio- and Video-Based Human Activity Recognition Systems in Healthcare

emergency events were identified, including screaming,
vomiting, burning, glass breaking, explosion and impact.
The dataset is a collection of sounds acquired from five
single-person household environments, and augmented by
sounds from the online databases Freesound and Youtube-
8M. Convolutional neural networks (CNN) and recurrent
neural networks (RNN) were used for modeling, demonstrat-
ing capability to discriminate emergency events from the
standard activities of daily living.

A similar approach for the detection of critical emergency
events for people with disabilities or elderly people was stud-
ied in [12]. The dataset is a combination of 20 types of human
and environmental sounds collected from 58 participants (47
male and 11 female) that may indicate potentially dangerous
situations in a household or hospital. An eight-layer CNN
with batch normalization and ReLu activation was used for
classification, reaching approximately 97% of accuracy on
independent test data.

Recognition of regular household activities that are
relevant for remote health monitoring and assistive living
of elderly people is analysed in [13]. The prototype device
was implemented on Raspberry PI and enables real-time
audio feature extraction and classification of activities of
daily living. A graphical user interface was developed for
Android mobile phones that acted as a remote controller for
the Raspberry Pi device, and could be used both for data
acquisition and training/classification using Support Vector
Machines (SVM).

The tendency towards suicidal behaviour from speech data
was investigated in [14]. The Butler-Brown Read Speech
(BBRS) dataset was used that includes audio recordings
of 226 psychiatric patients with a suicidal ideation or a
previous suicide attempt, as well as 20 healthy controls with
no history of suicidal behaviour. The system was composed
of the automatic speech recognition module augmented
with manual speech disfluency transcripts, and annotations
for voice quality. On the other hand, the back-end of
the system was fully automated using statistical machine
learning methods. Disfluency features distinguish patients
with suicidal behaviour from the healthy controls with 80%
accuracy, outperforming voice quality features by 7%.

IV. VIDEO-BASED ACTIVITY/BEHAVIOR RECOGNITION
IN HEALTHCARE
Video data is extensively exploited for the task of activ-
ity/behaviour recognition in healthcare, with applications
ranging frommonitoring of the elderly, to the resuscitation of
newborns and human-robot interaction, among others. Videos
are typically captured by cameras placed in the environment
or embedded within wearable devices, and recognition of
the human activity/behaviour is then carried out based
on information that is extracted from their image frames.
In recent years, methods based on machine learning and/or
deep learning have been increasingly applied to the problem
of activity/behaviour recognition from video. We present in

the subsections below the most common applications of the
video-based activity/behaviour recognition in healthcare.

A. PATIENT AND ELDERLY CARE
Monitoring of patients and the elderly are two related
challenges that have been widely addressed through the
application of different machine learning approaches. Anitha
and Baghavathi [17], for instance, investigate the use of
the R-transform, Principal Component Analysis (PCA) and
Independent Component Analysis (ICA) for image feature
extraction, and subsequently employ a Gaussian mixture
model for activity classification based on the extracted
features. Their method is aimed for the recognition of
abnormal activities of the elderly people. They report an
average accuracy of 82.2% on a self-collected dataset
featuring 12 male participants and five activities (backward
falling, chest pain, forward falling, headache, and vomiting).
Siddiqi et al. [18], [19] investigate the use of a Hidden
Markov Model (HMM) in monitoring the daily activities
of patients. In their earlier work [19] they acquire patient
images from a depth camera, and propose a segmentation
algorithm that combines the Chan-Vese and the Battacharya
energy functions to reduce the similarities within the human
body parts, at the same time increasing the separation
between the human body and the background. Following
the segmentation process, salient features are extracted and
used as input to an HMM. Their more recent work [19]
extracts the feature vector that is fed into the HMM by
matching a binary template image, representing an activity
of interest, to an input image frame. They report accuracy
measures ranging between 98.5% and 98.8% after testing
their method on several datasets that include activities such
as walking, jogging and lifting [19]. Jalal et al. [20] also
make use of an HMM for human activity recognition. Their
method utilises the depth silhouettes captured by a depth
camera, which are processed to produce a set of 15 skeleton
joints, representing the head, arms, torso, hip and legs, from
which a feature vector containing the joint positions and
angles is extracted. After representing the feature vector into
a codebook generated by a k-means clustering algorithm,
this information is fed into several HMMs for training and
recognition of every activity of interest. Similarly, Khan and
Sohn [21] generate a codebook using k-means clustering
for training and testing of HMMs. However, their feature
extraction and dimensionality reduction process is carried out
using the R-transform and a posterior Kernel Discriminant
Analysis (KDA) method, as applied to person silhouettes
extracted from single camera images. Wang et al. [22] target
the specific application of monitoring patients during sleep.
Their approach requires the use of pyjamas with near-infrared
(NIR) sensitive fabric that facilitates detection of the human
body joint positions from NIR videos. Detection of the
human body joints is performed by SIFT-based local features,
while occlusion issues are addressed by applying a Bayesian
inference algorithm to recognise poses.
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Deep learning-based approaches have also been exten-
sively applied to the challenge of monitoring patients and
the elderly. For instance, Su et al. [23] investigate the
use of several neural network architectures that include a
Convolutional Neural Network (CNN), as well as single
and multi-layer fully-connected neural networks, in detecting
ten common types of activities such as standing, bending
and eating. Their results indicate that the optimal outcome
of a 95% accuracy rate among all tested neural networks
was achieved by a deep neural network consisting of five
hidden layers, with each layer consisting of 30 neurons.
Subramanian [24] feed the acquired image frames to a
YOLO neural network, which detects image frames in
which a human subject is present. Following this, salient
regions of significant change in the selected image frames
are detected to narrow down the search space, based on
which a GoogleNet neural network performs the final
activity recognition. The proposed method is deployed onto
a fog computing framework with the aim of increasing its
computational efficiency.

Furthermore, the fact that videos also contain a tem-
poral dimension is often exploited in different ways, e.g.
by employing the use of a 3D CNN [25], [26], cascading the
CNN or 3D CNN with a Long Short-Term Memory (LSTM)
network [25], [26], [27], or encoding the spatio-temporal
information of skeleton sequences into an image to be fed
into a CNN [28]. Manocha et al. [25], for instance, initially
aggregate the incoming image frames into frame segments.
Each frame segment is, then, fed into a 3D CNN for feature
extraction, subsequently passed on to an LSTM network,
and finally to two fully-connected (FC) layers for activity
classification. Similarly, Gao et al. [26] propose a 3D CNN
that is based upon a simplified VGGNet architecture. The
output of the 3D CNN is then fed into an LSTM network
that, in turn, extracts the long-range features of the human
actions from the video data. Singh and Vishwakarma [27]
also cascade a CNNwith a bidirectional-LSTM in one branch
of their proposed network, while in a second branch, the
proposed architecture feeds dynamic motion images into a
fine-tuned CNN. Each branch feeds into a fully-connected
layer and a softmax layer, and the probabilistic outputs
of both branches are finally fused to produce an activity
prediction. Chen et al. [28], on the other hand, encode
skeleton sequences, extracted from RGB images, into spatio-
temporal images and feed them to a CNN for classification.
Liu et al. [29] propose a one-shot action recognition method
in conjunction with their dataset, NTU RGB+D 120,
that among its 120 different action classes also includes
health-related activities. Their neural network adopts a two-
dimensional spatio-temporal LSTM architecture, which is
modified to receive three-dimensional coordinates of skeletal
joints and produces features representing the corresponding
body part. Action recognition is then carried out based on
the features of each body part and the semantic relevance
of the action classes. The method proposed by Andrade-
Ambriz et al. [30] is targeted towards the provision of health

care, where the care provider is a robot. The proposed
architecture exploits the temporal information in videos by
employing a 3D convolutional layer followed by a 2D LSTM
layer and a 3D max pooling layer, in order to extract the
spatio-temporal features. The extracted features are then
fed into two fully-connected layers with ReLU activation,
and a final dense layer with softmax activation to produce
the output. Online experiments in a real-world environment
were also conducted with a NAO humanoid robot connected
to a personal computer, where the latter runs the neural
network. During the experiment, the NAO robot reacted with
a sentence upon receiving video data of an activity performed
by the user.

B. MEDICATION INTAKE MONITORING
Closely related to the monitoring of patients is the appli-
cation of activity recognition for monitoring and managing
medication intake. Lee and Youm [31] propose a method
in which videos of patients taking medications are recorded
using a camera integrated into a smartwatch. Their objective
was to monitor adherence to medication prescriptions to
reduce the tax waste due to unconsumed drugs, optimise
clinical trials that get extended due to lack of adherence,
and address health outcomes and side effects related to poor
medication management. A region-based CNN (R-CNN) and
an SVM were applied for object detection and medication
recognition, followed by an LSTM for action classification,
achieving an accuracy of 92.7%. It is worth highlighting that
this approach is not constrained to the administration of only a
single type of medication. Rather, it has the potential of being
applied for the recognition of other behaviours, such as the
use and acceptance of various medical products (e.g. inhaler
and glucometer usage), or to analyse the food and beverage
consumption behaviour of patients with high blood pressure,
obesity, and special diet requirements.

C. MONITORING PATIENTS WITH PSYCHOLOGICAL AND
NEUROLOGICAL DISORDERS
Another area of interest for activity recognition relates
to supporting persons with cognitive disorders, such as
dementia, Alzheimer’s and amnesia [32], [33], [34], [35],
[36], and neuro-developmental disorders, such as autism [37].
The ontology-driven approaches are frequently used in

monitoring of cognitive disorders to increase the inter-
pretability of system decisions by incorporating domain
knowledge and extracting semantic meaning of videos for the
activity recognition task. Crispim-Junior et al. [32] proposed
an ontology-driven approach to formalise knowledge about
the persons and objects, as well as events happening in
the scene. Their proposed pipeline performs ground plane
estimation, followed by person detection and tracking, and
finally event recognition based on their constraint-based
ontology. The method proposed by Karakostas et al. [33]
also exploits a constraint-based ontology to model activities
of daily living, based on information related to motion,
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posture and scene location patterns extracted from images
taken by a three-dimensional camera. They employed a cross-
comparison study at clinical sites situated in France and
Greece to evaluate the autonomy of dementia patients.

Deep learning-based approaches have also been applied for
a similar task, where, for instance, Lee at al. [34] propose
a CNN-based method to facilitate machine-assisted human
tagging of videos, for the purpose of logging activities carried
out by older persons affected by Alzheimer’s disease in a
care facility. Their method starts with an object detection
phase that uses a YOLO-v3 model to detect objects related
to activities of interest. Subsequently, features are extracted,
which contain information about the detected objects and
the persons in the scene, and fed into a multi-dense layer
network using a sliding window filter to reduce noise.
Negin and Bremond [35] also target their method towards
the monitoring of cognitive disorders, such as Alzheimer’s
disease, through an unsupervised human activity recognition
method that combines global trajectory information with
local dynamics of the human body. In their approach,
they consider the use of either hand-crafted techniques,
or CNNs for automatic feature extraction of the discovered
activities, based on which a hierarchical activity model is
later constructed via the integration of all extracted features.
Washington et al. [37] propose a method to recognise autism-
related behaviours, headbanging in particular, from unstable
camera sources, and datasets that are relatively small and of
low quality. In their approach, a CNN learns to extract visual
features from each video frame, which are further passed to an
LSTM network for classification of the behaviour of interest.

Zuo et al. [36] take a different approach towards supporting
persons with memory problems, such as those suffering
from dementia or amnesia, by exploiting the user’s eye-gaze
acquired by a wearable eye-gaze tracker. In their approach,
Zuo et al. argue that the typical approaches of using regions-
of-interest (ROI) or the image contents in their entirety, can
lead to issues related to mismatches between the estimated
and ground truth ROI, and moving backgrounds and irrel-
evant foregrounds. They, alternatively, propose to extract
features for action recognition from gaze-informed regions
(GROI) only, based on the user’s gaze points, followed by
feature extraction from the GROI, feature encoding into an
activity identifier, and finally action classification. Several
local feature descriptors have been tested, namely Histogram
of Oriented Gradients (HOG), Histogram of Optical Flow
(HOF), Motion Boundary Histogram (MBH), and Histogram
of Motion Gradients (HMG), while action classification is
carried out by a back-propagation neural network, which
takes the encoded and normalised features as input.

D. NEWBORN CARE
Newborn care is another related area of interest, where
Meinich-Bache et al. [38] focus on recognising therapeutic
resuscitation activities for birth asphyxia, such as stimulation,
ventilation, suction, and the attachment, adjustment and
removal of an ECG sensor. Their method consists of several

steps that include object detection and tracking using CNNs,
proposal of activity regions, followed by activity recognition
through the use of 3DCNNs. Typicalmovements of particular
activities during newborn resuscitation are recognised by
exploiting the temporal information contained in sequential
frames, instead of utilising only individual frames. This
approach allows for recognition in noisy and low-quality data,
where it might be difficult to detect activities from individual
frames due to motion blurring, wth a mean accuracy
of 92.40% in recognising activities such as stimulation,
ventilation and suction [39].

V. MULTIMODAL ACTIVITY/BEHAVIOR RECOGNITION IN
HEALTHCARE
Multimodal approaches for activity recognition are those
using more than one sensing technique, but always includ-
ing either audio or video information, or both. Different
approaches can be found in the scientific literature using
heterogeneous sensors. For instance, Aung Aung et al. [40]
evaluate several approaches for activity recognition and
monitoring in and around the bed. They use different
sensing modalities that include pressure, video, ultrasound,
and passive infrared (PIR), that are combined in a set
of scenarios to compare their performance recognizing
fine-grained primitives (lying postures) and coarse-grained
primitives (dangerous situations in and around the bed).
Authors obtained a maximum classification accuracy of
90% for fine-grained primitives using pressure and video
information, and of 93% for coarse-grained ones with a com-
bination of pressure, ultrasound and PIR sensors. Although
these methods could potentially be applied in real settings,
the related experiments are limited to a small population.
Additionally, extensive training is required to correctly
recognize different contexts. Furthermore, uncertainties and
erroneous readings resulting from different sensor modalities
are not sufficiently considered.

Feki et al. [16] propose a theoretical study of a system
to assist people affected with mild dementia (an early
stage of Alzheimer’s Disease) performing their activities
of daily living, and also continuously monitor them.
In this work, the authors use multiple modalities for data
acquisition, including video, audio, ultrasound, temperature,
light and infrared sensors with to analyze the cognitive
processes underlying executing the actions, detecting errors
or inappropriate actions, and providing cues to the user
when necessary. Dynamic Bayesian Networks, Reinforce-
ment Q Learning and Fuzzy Partitioning are used for
classification, but no quantitative performance evaluation is
presented.

Byanjankar et al. [15] proposed an approach that combines
audio recordings with passively collected proximity, activity
and GPS data to identify and monitor activities and behaviour
of adolescent and youngmothers with postpartum depression.
Their aim was to provide counseling beyond formal sessions.
Data were processed in a cloud environment, and feedback
about the behaviour patterns was automatically generated and
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sent to themothers. Additionally, the collected GPS data were
visualized as heat maps, while proximity data together with
the mothers’ activities were visualized as charts within the
so called StandStrong application. The generated information
can be used during counselling sessions to discuss behavioral
patterns as well as clinical progress. As authors state, the
StandStrong platform has the potential to improve the quality
and effectiveness of psychological services delivered by non-
specialists in diverse global settings.

Khattak et al. [41] presented a human activity recognition
engine (HARE) for people affected by Alzheimer’s disease.
To recognize activities, video is processed by applying
independent component analysis (ICA) over the sequence of
registered images (segmented body silhouettes), combined
with k-means clustering and HMMs. Accelerometry data
is processed using semi-Markov conditional random fields,
which models the duration of the activity. Finally, to estimate
location, an ANN calculates the distance to the beacons
together with push-pull estimation [42]. The approach has
been tested to recognize nine activities (bend, jump-jack,
jump, run, gallop sideways, skip, walk, wave with one hand
and wave with two hands) from a public database to assess
the performance of the video processing in terms of action
recognition. An average accuracy of 91.4% was obtained.
Accelerometry was tested against four activities (dinner,
commuting, lunch and office) from another open database,
obtaining an average accuracy and recall of approximately
85%. Finally, localisation tracking does not perform so well,
obtaining a RMSE of 3.12m.

Ning et al. [43] propose using multimodal inputs
(accelerometry, image and sound) to improve classification
accuracy with a very low proportion of labelled data
compared to traditional supervised approaches. This method
comprises three phases: (1) collaborative data collection from
the heterogeneous data sources; (2) co-training based on
HMMs; and (3) collaborative classifier combination using
the product rule. Co-training appears to improve over the
traditional supervised approaches using less than 20% of
the labelled data. Although the authors claim that their
method aims for healthcare applications, limited information
is provided regarding potential use cases.

Bedri et al. introduced EarBit [44], a wearable device that
includes Inertial Measurement Units (IMUs), a proximity
sensor, and amicrophone, aiming for the detection of chewing
instances and eating episodes in unconstrained environments.
The system was implemented and analysed in both a semi-
controlled lab environment and outside-the-lab. The EarBit
system accurately recognised all but one recorded eating
episodes, which ranged from two minute snacks to 30 minute
meals. The recognised eating activities include hand-to-
mouth gestures, chewing, swallowing and drinking. For
recognition they used Random Forests, while Sequential
Forward Floating Selection (SFFS) was used for feature
selection. Within a lab environment, the system achieved an
accuracy of 90.1%, an F1 score of 90.9%, a precision of
86.2%, and a recall of 96.1%. Outside of the lab, the system

achieved an accuracy of 93%, an F1 score of 80.%, a precision
of 81.2%, and a recall of 79%.

VI. DISCUSSION
This section provides a summary and discussion of the
presented approaches and an analysis of their main char-
acteristics and performance parameters. Although there
exist a relatively large number of studies focusing on
human activity and/or behaviour recognition, only a small
portion of them address concrete applications of audio,
video or multimodal methods in healthcare, and provide
an experimental validation or implementation in a real
setting. The application of audio- and video-based HAR
systems in healthcare has become a topic of interest within
the last twelve years, especially since 2017, as indicated
in Figure 4.

FIGURE 4. Distribution of selected relevant publications over the last
twenty-two years.

A. CHARACTERISTICS OF APPROACHES
A detailed comparison of the selected research works for
audio- and video-based HAR systems in healthcare is
presented in Table 1, indicating the characteristics of the
studies relating to the modality, intended application(s), stage
of development, and whether privacy and security issues are
addressed.

The analysis of the selected literature has shown that
the majority of the recent works focus on video-based
methods (71.5%), mostly using RGB cameras (see Figure 5).
Multimodal approaches are represented by approximately
17% and approaches using audio processing by almost 11.5%
of papers that have been considered in this review.

Most of the studies present experimental results (77%),
where only 14% of the presented results are obtained in a real-
world setting. The portion of publications that present results
of a theoretical nature is less than 9%.

Table 2 presents details related to features and models used
in recognising, processing and classifying patients’ activities
and behaviours, and provides an indication of the achieved
performance.

We have found that a large variety of audio and video
features has been exploited so far, but the mostly utilised
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TABLE 1. Research works with applications related to human activity recognition in AAL for healthcare: Intended application(s), stage of development
and privacy/security.

features are spectrograms in audio-based approaches, and
spatiotemporal features when working with video data. A few
video-based approaches use skeletons or silhouettes as an
abstract representation of a person or an object. Several other
video-based approaches make use of trajectory shapes, SIFT-
based local features or demographic features. Multimodal
approaches augment their feature set with time and frequency
domain features, motion features, acceleration, gravity and
energy levels.

As can be seen from Table 2, CNNs and RNNs have been
dominant prediction models in most audio-based studies,

followed by SVMs which were also extensively used.
Although similar trend can be observed for video-based
studies, a variety of algorithms is bigger, with HMMs, BPNN,
LDA, KDA, and Bayesian networks, appearing among
others. The choice of prediction algorithms for multimodal
approaches depends on the features and sensors in use, as well
as the requirements that are set on the data processing,
classification and performance parameters. These models
and algorithms include HMMs, ANNs, PPE, Dynamic
Bayesian Networks, ICA, k-means clustering, Reinforcement
Q learning and Fuzzy Partitioning (see Table 2).
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TABLE 2. Research works with applications related to human activity recognition in AAL for healthcare: Features, models and performance.
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TABLE 2. (Continued.) Research works with applications related to human activity recognition in AAL for healthcare: Features, models and performance.

The reported performance of the analysed approaches is
mostly good, with accuracy over 90%, often close to 100%.
The precision values have often been reported to be between
70% and 90%, whereas sensitivity (recall) and specificity
range between 60% and 100%. An interesting observation
is that the performance of systems deployed in a laboratory
environment and in a real setting differs only slightly. This is
an indication that many proposed approaches have potential
to provide a high performance once implemented in real
environments. However, given the relatively small datasets
the models were trained and tested on in most of the
cases, the generalisability of the proposed methods remains
questionable, requiring external validation.

An interesting observation is that only a few of the selected
studies (14.3%) mention privacy and security, with only

one of them addressing these important issues appropriately,
by proposing concrete steps to ensure that the privacy of
patients is protected and the sensitive data obtained by
the HAR systems are well-handled (recorded, processed,
transmitted and stored in a secure and safe manner) [45].
Chaaraoui et al. [45] suggest a privacy-by-context scheme
that focuses on different visualisation levels to protect the
user’s identity. Their objective is tomodify the raw image data
in such a way as to retain the usefulness of the information,
without jeopardizing the user’s privacy, by using image
blurring and replacement with a 3D avatar.

B. APPLICATIONS
Audio- and video-based HAR systems can be used for
various applications in healthcare. They can be divided
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FIGURE 5. Characteristics of selected research works.

into four main groups as depicted in Figure 6, including:
(1) patient monitoring, (2) psychological and neurologi-
cal disorders, (3) newborn care, and (4) general health
applications.

Patient monitoring is assumed to happen at a distance,
i.e. the patients are monitored remotely either from another
building, or from another room within the same building.
Patient monitoring applications related to the detection of
emergency events and abnormal activities can be used to
identify risks of falls, prevent injuries or accidents, and
provide timely assistance to patients in need. The recognition
of eating episodes enables monitoring of patients’ nutritional
intake and evaluation of dietary habits, which is vital for
patients with eating disorders, and further helps synchro-
nizing medication administration with patients’ mealtimes;
thus, reducing the risks of adverse drug interactions or side
effects. Monitoring of sleep phases is essential for diagnosing
sleep disorders (e.g insomnia, narcolepsy, sleep apnea), but
also for management of chronic conditions, such as mental
health disorders, cardiovascular diseases, diabetes or obesity
(see Table 1).

The largest research effort on HAR systems for treating
psychological and neurological disorders is devoted to
monitoring dementia/Alzheimer disease, with a smaller
portion of the analysed works paying attention to depression
and suicidal behaviour, as well as autism. HAR can detect
subtle changes in behaviour and walking patterns, daily
routine or social interactions, which could indicate symptoms
of cognitive decline, dementia, depression, or even suicidal
behaviour.

General eHealth applications mostly focus on elderly care
and human-robot interaction, where HAR can support longer
independent living of elderly individuals by monitoring their
health status, facilitating caregiver support, and helping them
to age gracefully.

Finally, newborn care is a niche application that
mainly focuses on neonatal resuscitation and birth
asphyxia.

C. DATASETS
The available audio datasets for human activity/behaviour
recognition in healthcare are used either for emergency event
detection, or for suicidal behaviour monitoring. In the case
of emergency event detection, datasets (TUC, Intenta) are
collected by simulating critical acoustic events for elderly
people, e.g. calls for help, screaming, crying, whimpering,
collapsing on the floor, striking the wall, trampling on
carpet, or dislocating furniture [12]. In the case of evaluating
suicidal behaviour using voice quality and speech disfluency
attributes, the BBRS dataset contains speech recordings of
psychiatric patients with suicidal ideation or a previous
suicide attempt, and healthy control subjects with no history
of suicidal behaviour [14]. All audio datasets are limited in
size ranging from only 4 minutes (Intenta) up to 7 hours of
recordings (BBRS).

Video datasets for HAR in healthcare may contain a
single video modality (RGB or depth), or a combina-
tion of multiple modalities (RGB, depth, skeleton). The
applications covered by such datasets range from remote
monitoring [46], [47], [48], [49], [50] and elderly care [28],
[51], [52], [53], [54], [55], to monitoring of people with
dementia/Alzheimer’s disease [32], [36] and autism [56].
In addition to datasets designed for a particular healthcare
activity recognition task, general purpose activity recog-
nition video datasets are also utilised that contain a
subset of healthcare related activities, such as UCF Sports
Action [49], UCF101 [46], Weizmann Human Action [47],
KTH Action [48], IXMAS [50], KARD [57], CAD−60
[52], MSR Daily activity 3D [58] or NTU RGB+D 120
[29]. However, they might not always be well matched to
the healthcare application domain, taking into account the
observed activities. Excluding the general purpose video
datasets, most of the video datasets specialised for healthcare
are limited in size. Even when the dataset size is not
a limitation, as in Nursing Home which is 72 hours
long [32], the fact that it is collected from only one
participant diagnosedwith Alzheimer’s disease constraints its
generalisability.

VII. CHALLENGES AND FUTURE DIRECTIONS
Although audio- and video-based approaches for HAR
have already found application in healthcare systems, the
potential of such techniques has not been sufficiently
exploited. While video-based approaches were utilised for
screening, diagnosing and supporting the treatment of various
diseases, the audio and multimodal techniques have so far
been used primarily in the context of monitoring of daily
activities, elderly care, and recognition of suicidal behaviour.
Systems based solely on audio features are rarely considered.
More often, audio is combined with other modalities in
a multimodal setup. Although multimodal approaches are
generally able to cover a large variety of applications for
healthcare, its relatively complex implementation, feature
extraction and processing, as well as the lack of suitable,

8240 VOLUME 12, 2024



S. Cristina et al.: Audio- and Video-Based Human Activity Recognition Systems in Healthcare

FIGURE 6. Summary of applications of audio- and video-based HAR systems in healthcare.

large and high-quality datasets, make this approach more
difficult to design, test and implement in real settings.
However, multimodal approaches could potentially provide
higher flexibility and improved performance than pure audio-
or video-based ones.

Another aspect that needs to be addressed in future
studies is the implementation and evaluation of HAR systems
in real-world conditions, for example by applying large-
scale studies in various healthcare settings. Experiments in
controlled laboratory environments and theoretical studies
are mostly reported in the analysed literature, which may
lead to poor generalisation when these systems are applied
in practice. Limited available data, often only mimicking

real-world environments, prevents from a wider adoption
of HAR systems in healthcare. Given that they primarily
cater to the elderly or frail population, data collection
remains challenging. A possible solution to address this
issue involves the utilisation of models that can be trained
effectively even with limited available data, leveraging
techniques such as unsupervised, semi-supervised, or self-
supervised learning. Another approach entails employing
transfer learning strategies, where the model is pre-trained
on a different domain where data acquisition is easier,
and subsequently fine-tuning the model using a restricted
amount of real-world data for a particular health outcome.
Availability of large-scale general purpose activity data sets,
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TABLE 3. Datasets for human activity/behavior recognition in AAL for healthcare.

such as Kinetics [59], [60] or NTU RGB+D [29], makes this
task feasible.

Our results show that privacy and security issues are
barely considered, both in audio and video-based HAR, with
only few research works that ensure the involvement of all
stakeholders in order to increase the privacy and security level
of the proposed HAR approach. Even though these works
propose concrete steps to ensure a certain level of privacy
such as employing privacy-by-context methods [45], written
and verbal consent [15] or depth cameras and silhouettes [17],
[18], [21], the effectiveness of these methods is not verified in
real settings, and policies and legal issues are not sufficiently
considered. Addressing the privacy and confidentiality
related concerns of study participants by providing them with
instructions to remove sensitive audio recordings from their
devices, as in [15], may not be sufficient. Processing audio
data on-the-fly, thereby avoiding the need for storing them on
user devices, such as smartphones and smartwatches, would
be a more promising approach, but unfortunately not yet
implemented [15]. Audio carries sensitive information that
may reveal a person’s identity, either related to the speaker’s
voice characteristics, or to the content of speech. More
generally, paralinguistic audio events as stuttering or the
style of laughter, may also be considered sensitive, whereas

background noise can reveal the current location [61].
Voice masking techniques to cover or degrade the speech,
making it unintelligible, while preserving audio information
relevant for HAR should be preferred [62]. This is especially
important for applications in healthcare, where speech can
disclose not just the person’s identity, but also their health
status.

In video-based HAR, privacy and security are mostly
addressed by technical approaches, e.g. by employing depth
cameras and silhouettes [17], [18], [21]. In a privacy-by-
context setting, users are able to decide how, when and by
whom they are watched [45], and may have their visual
identity protected by image blurring and replacement with
a 3D avatar. Nonetheless, such techniques focus mainly on
the user, but leave the remaining image information visible
and unprotected. The remaining parts of the image that are
left unprotected can not only contain private information
about a person’s belongings and living environment, but may
also contain cues that can be used to infer the person’s
location. For this reason, within the context of video-based
HAR, it is important that the preservation of visual privacy is
broadened to also consider image cues that do not necessarily
belong to the person’s identity, but may still leak private
information. Furthermore, the awareness of being monitored
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by cameras in one’s personal environment may result in
modifications of the natural behaviour, leading a person to
perform activities in a different manner when they know
they are being observed. Protecting a person’s privacy may
help in easing one’s concerns regarding the sensitivity of the
data that is being captured, while preserving their natural
behaviour.

Through a number of technical innovations for AAL appli-
cations, more powerful and effective automated solutions are
being developed and experimented, such as those based on
conversational agents and robotic assistants. Consequently,
the increasing power and pervasiveness of AAL technologies
calls for a more holistic approach for privacy preservation
that involves various stakeholders such as researchers, policy
makers, component and system vendors, service providers
and funding bodies. Thus, new approaches to ensure that
such solutions respond to the highest ethical, legal and
privacy standards and requirements are needed. An exten-
sive survey of different methods and current initiatives
in this area has recently been published by the project
GoodBrother [63].

VIII. CONCLUSION
In this scoping review, we provided an overview and
classification of various video and audio-based approaches
for activity/behaviour recognition as applied to healthcare.
Our literature search revealed that, while a large number
of studies focusing on activity/behaviour recognition exist,
only a small portion are applied to healthcare, with the
majority of these being video-based methods. Furthermore,
our search also revealed an increasing shift towards the
adoption of deep learning methods for HAR over the recent
years.

Despite the research efforts for human activity recognition
(HAR) in healthcare, we have identified open challenges that
call for further attention from the HAR community. One of
the most pressing issues relates to an under-consideration of
privacy and security concerns in many of the proposed HAR
approaches; an issue that may have significant consequences
in determining the uptake of such HAR approaches in
the healthcare industry. Additionally, there is an urgent
need for adoption and testing the proposed approaches
in realistic settings using appropriate datasets, especially
those suitable for multimodal approaches and involving
large population and complex situations. Moreover, various
other emerging technologies with possible applications in
human activity recognition such as, for example, ultra-wide
band (UWB) radar may also be a suitable topic for a
future work.
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