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ABSTRACT Nowadays, the Internet of Things (IoT) has become a rapid development; it can be employed
by cyber threats in IoT devices. A correct system to recognize malicious attacks at IoT platforms became of
major importance to minimize security threats in IoT devices. Botnet attacks have more severe and common
attacks and it is threaten IoT devices. These threats interrupt IoT alteration by interrupting networks and
services for IoT devices. Several existing methods present themselves to determine unknown patterns in
IoT networks for improving security. Recent analysis presents DL and ML methods for classifying and
detecting botnet attacks from the IoT environment. Consequently, this paper develops a Bald Eagle Search
Optimization with a Hybrid Deep Learning based botnet detection (BESO-HDLBD) algorithm in an IoT
platform. The presented BESO-HDLBD approach aims to resolve the security issue by identifying the
botnets in the IoT environment. To reduce the high dimensionality problem, the BESO-HDLBD method
uses the BESO system for the feature selection process. For botnet detection purposes, the BESO-HDLBD
algorithm uses HDL, which is an integration of convolutional neural networks (CNNs), bidirectional
long short-term memory (BiLSTM), and attention concept. The desire for the HDL technique in botnet
detection utilises the intricate nature of botnet attacks that frequently contain difficult and developing
patterns. Combining CNNs permits for effectual feature extraction from spatial data, BiLSTM networks
capture temporal dependencies, and attention mechanisms improve the model’s capability to concentrate
on fundamental patterns. The selection of hyperparameters of the HDL approach takes place using the
dragonfly algorithm (DFA). The experimental analysis of the BESO-HDLBD system could be examined
under a benchmark botnet dataset. The obtained outcome infers a better outcome of the BESO-HDLBD
technique compared to the recent detection system with respect to distinct estimation measures.

INDEX TERMS Cybersecurity, Internet of Things, botnet attacks, machine learning, parameter tuning, smart
environment.
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I. INTRODUCTION
The increase in the Internet of Things (IoT) devices has
caused a consistent rise in the quantity of IoT-based attacks.
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The IoT botnet attack has been considered the major IoT
threat, which attempts to commit actual, useful, and gain-
ful cyber threats [1]. IoT botnets have been groups of
Internet-linked IoT devices to are corrupted with malware
and directed remotely by attackers [2]. Because of the rapid
expansion of threats as well as miscellany in attack strate-
gies, IoT systems have considerable challenging issues in
providing methods to detect threats and security attacks.
Since malware has been implemented, there is an enhanced
count of developments in machine learning (ML) and deep
learning (DL) based classification devices and methods that
utilize entire time sequence information. There are significant
issues in existing techniques to identify proper and efficient
strategies to defend IoT devices from botnet attacks [3].
A botnet attack is known as a severe threat dispersed quickly
among systems linked to the Internet. To keep IoT devices
from botnet threats, there are key gaps in earlier tools for
determining suitable and effectual procedures [4].
The intrusion detection system (IDS) is an effective perfor-

mance to deal with botnet threats. It employs AI to find novel
forms of botnet threats [5]. The IDS is classified into 2 kinds
such as anomaly and misuse techniques. These kinds rely on
existing signatures. Many IDSs exist, like Snort and Suricata.
Furthermore, the previous classification would permit better
IoT Botnet response solutions. Consequently, it minimizes
the damage produced by probable threats. The dynamic anal-
ysis technique observes in what way malware communicates
with its environment when it could be implemented [6].
The information is significant for Ml and DL types finding
malware. The illustrative methods require constant sequence
information gathering while themalware is executing. During
this case, the malware effectively performed its objective
of data system damage and completely showed its aggres-
sive character [7]. There are presently existing classification
methods for such phases, hence, once a DDoS attack done by
an IoT Botnet has previously ensued, recognizing the DDoS
threat and the IoT Botnet system alone at this place could not
be too difficult [8].

Presently, artificial intelligence (AI) techniques are utilized
to find IoT threats with additional guaranteed recogni-
tion [9]. AI techniques even can find changes in networks and
approaches to threats. Several problems are posed by safety
solutions to deal with IoT threats: attackers will make a few
variations in earlier threats that safety solutions are not able to
find. Recent studies have focused on the design of AI tools for
the detection of attacks in the IoT environment [10]. DL and
ML have been designed into safety devices to find such
threats proficiently. DL is one of the AI developments are
exist in numerous real-life applications for handling complex
non-linear information.

This study introduces a Bald Eagle Search Optimiza-
tion with a Hybrid Deep Learning based botnet detec-
tion (BESO-HDLBD) technique in an IoT environment.
The presented BESO-HDLBD technique aims to resolve
the security issue by identifying the botnets in the IoT

environment. To reduce the high dimensionality problem, the
BESO-HDLBD technique uses the BESO method for the FS
technique. For botnet detection purposes, the BESO-HDLBD
system employs HDL, which is an integration of convolu-
tional neural networks (CNNs), bidirectional long short-term
memory (Bi-LSTM), and attention concept. Since manual
hyperparameter tuning is a tedious and laborious process,
metaheuristics-based dragonfly algorithm (DFA) can be used
to select the hyperparameters of the HDL model. The simu-
lation validation of the BESO-HDLBD system is determined
under a benchmark botnet database. The key contribution is
summarized as follows.

• An intelligent BESO-HDLBD technique is particu-
larly adapted for IoT platforms, purpose of recognizing
and mitigating botnet attacks effectively. It contains
BESO-based feature subset selection, HDL-based detec-
tion, and DFA-based hyperparameter tuning established
for botnet recognition. According to our perception, the
BESO-HDLBD method does not exist in the works.

• To address the higher dimensionality problem, the
BESO-HDLBD algorithm integrates the BESO system
for feature selection. This stage supports decreasing the
complexity of the database and concentrating on appro-
priate features for botnet recognition.

• Employs an HDL technique for botnet recognition that
contains CNN, BiLSTM, and attention models, offering
a widespread and effectual performance to identify dif-
ficult patterns connected with botnet attacks.

• Utilizes the DFA to adjust hyperparameters in the HDL
methodology. This ensures that the DL approach is
adjusted for optimum solution in botnet detection.

II. RELATED WORKS
Catillo et al. [11] developed a new IoT-driven cross-device
technique that enables learning an individual IDS approach
rather than numerous distinct methods on the traffic of vari-
ous IoT systems. A semi-supervised method is used because
of its broader suitability in unexpected threats. The result
relies on an all-in-one DAE that contains training an indi-
vidual DNN with usual traffic from several types of IoT
systems. Popoola et al. [12] suggested an effective DL-based
botnet threat recognition technique. Especially, SMOTE pro-
duces a extra few instances to attain class stability, although
DRNN learns hierarchical feature representation in the stable
network traffic data to execute differentiated categorization.
In [13], one class classifier-based ML solution is introduced
for the recognition of IoT botnets from heterogeneous sur-
roundings. This technique is a lightweight approach that
employs choosing the optimal feature using famous filter
and wrapper techniques to select features. The suggested
approach is assessed over several datasets.

Alshahrani et al. [14] developed an automated BDC-RSOD
model to detect botnets. Primarily, the network data has
pre-processing and the RSO technique is exploited for elect-
ing features. Moreover, the LSTM technique can be used

8338 VOLUME 12, 2024



L. A. Maghrabi et al.: Enhancing Cybersecurity in the IoT Environment Using BESO-HDL

for the detection of botnets. In [15], a DL structure of Bot
detection called DeBot has been projected. DeBot utilizes
a new Cascade Forward BPNN (CFBPNN) method with a
subclass of features utilizing the Correlation-based FS (CFS)
procedure. Hezam et al. [16] introduced the BiLSTM CNN
model that combines bidirectional LSTM and CNN. This
proposed technique applies the CNN model to process data
and optimize features with the BiLSTM classifier.

Kirubavathi and Sridevi [17] devised a Botnet recognition
approach to find a threat to real-time traffic. Next, the study
relates and differentiates various ML and DL approaches
for finding Botnets on the standard features. Then, the new
packet-captured (pcap) documents from the Aposemat IoT
23 database are examined for threats. Then DL technique
GRU can be applied to find the malware threats. In [18],
an effective approach for botnet detection is presented. This
was done by an innovative combination of the architectural
CNNwith the LSTM (CNN-LSTM) procedure to find 2 usual
and severe IoT attacks.

Dakic et al. [19] examine a hybrid design, dubbed as
HybNet that interchanges among DL and matched filter path-
ways depending on the supposed interference level. This
supports the detector to work in a wider range of conditions,
optimally leveraging either the matched filter or DL bene-
fits. Presekal et al. [20] present a new technique for online
cyber threats situational awareness that improves power grid
resilience. It helps power system operators from the detec-
tion and localization of active attack places in Operational
Technology (OT) networks from close real-time. In [21],
an effectual and dependable DCNNBiLSTM approach for
network intrusion detection depends on a realistic network
traffic database has been presented. Al Sawafi et al. [22]
examined an IDS technique utilizing the hybridization of
supervised and semi-supervised DL for network traffic clas-
sifiers for known and unknown abnormal behaviours from the
IoT platform.

III. THE PROPOSED MODEL
For accomplishing security in the IoT environment, this study
has presented a novel BESO-HDLBD approach for auto-
mated botnet detection. The BESO-HDLBD method aims
to resolve the security issue by identifying the botnets in
the IoT environment. It encompasses three major processes
namely BESO-based FS subset, HDL-based classification,
and DFA-based hyperparameter tuning. Fig. 1 represents the
workflow of the BESO-HDLBD method.

A. STAGE I: FEATURE SELECTION USING BESO
ALGORITHM
Primarily, the BESO-HDLBD technique uses the BESO
algorithm for the feature selection process. BESO algorithm
is a new meta-heuristic optimization model whose main
inspiration comes from the hunting behaviors of bald eagles
(North American predatory birds) [23].

The core idea of BESO is to emulate the bald eagle’s
behaviors while fishing and flying. Bald eagles choose and

FIGURE 1. Workflow of BESO-HDLBD algorithm.

locate the finest hunting area with respect to food quan-
tity. These behaviors are quantitatively represented in the
following.

Pnew,i = Pbest + α×r (Pave − Pi) (1)

In Eq. (1), the parameter α is used to manage variation in
position that proceeds a value within 1.5 and 2. r is an arbi-
trary integer taking a value within [0, 1]. The eagles search for
the nearby region to select an area according to intelligence
that is now available during the search phase. Pbest refers to
the search area that the eagle selects based on the optimal
location found during the search. During the searching phase,
the eagle searches for the prey in the designated region, and
moves in the spiral to quicken the hunt. The optimum location
for the swooping can be a mathematical expression as in the
following.

Pi,new = Pi + y (i) × (Pi − Pi+1) + x (i) × (Pi − Pmean)

(2)

x (i) =
xr (i)

max (|xr|)
, y(i) =

yr(i)
max (|yr|)

(3)

xr (i) = r (i) × sin (θ (i)) , yr (i) = r (i) × cos (θ (i)) (4)
θ (i) = a× π×rand (5)
r (i) = θ (i) + R×rand (6)

Here, the parameter a determines the corner between the
point search at the center point, taking a value between 5 and
10, and the parameter R determines the number of search
cycles, taking a value between 0.5 and 2 [23]. Bald eagles
swoop towards the prey during the swooping phase. Each
moves to the fittest location for the target.

Pi,new = rand×Pbest + x(i)× (Pi − C1 × Pmean)

+ y1 (i) × (Pi − C2 × Pbest) vec1, c2 ∈ [1, 2] (7)
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FIGURE 2. CNN structure.

x1 (i) =
xr (i)

max (|xr|)
, y1 (i) =

yr (i)
max (|yr|)

(8)

r (i) = r (i) ×sinh [(θ (i))] , yr (i)

= r (i) × cosh [(θ (i))] (9)

θ (i) = a× π×rand ver (i) = θ (i) (10)

During the BESO-FS methodology, the objectives can be
integrated as a single main formula such that a present weight
recognizes all the major significance [24]. In this condition,
implemented an FF that adds these purposes of FS as repre-
sented in Eq. (11).

Fitness (X) = α · E (X) + β ∗

(
1 −

|R|

|N |

)
(11)

where,|R| and |N | denote the elected feature counts and the
amount of novel features in the database, Fitness(X ) denotes
the fitness valueX ,E(X ) stands for the classifier errors by uti-
lizing the optimum feature in the X subset; α and β imply the
classifier errors and reduced ratio, α ∈ [0, 1] and β= (1−α).

B. STAGE II: BOTNET DETECTION UTILIZING HDL
To accurately detect and classify botnets, the HDL model
is applied. The Bi-LSTM is the optimum way to create
synthetic well-log curves by taking the value of the good
logs along depth as a systematic sequence into account
because it can able to transmit data in neighboring depths with
depth-term dependence and also capture data from a sequence
of data [25]. In the meantime, the benefits of the attention
mechanism and CNN in extracting the high-level features
have been presented. The Bi-LSTM comprises 2 branches,
where one utilizes CNN for capturing the features of well
loggings and the other performs the FS by using a 2-layer
Bi-LSTM with the attention module.

The X sequence matrix along depth is formulated by Eq.
(12) for well logs measurement.

X =



x11 x21 . . . xn1
x12 x22 . . . xn2
...

...
...

...

x1i x2i . . . xni
...

...
...

...

x1d x2d . . . xnd


(12)

where the attribute value of n well-logging at d depth
is χd= (x1d , x

2
d , . . . ,x

n
d ). The set χn

= (xn1,x
n
2, . . . , x

n
i , . . . ,x

n
d )

represents the value of a specific well-log curve along the
depth, namely GR, CNL, SP, and so on. Y=(y1, y2, . . .,
yi, . . . ,yd ) refers to the measurement of predicted well-logs.
X and Y correspondingly have been the output and input of
the CNN-BiLSTM-AT algorithm.
X is passed to the convolution operator in the CNN model.

1D convolution operator slides 128 filtering with a similar
window dimension of 1 over depth sequence for capturing
the lower level feature in the new well-loggings. Next, the
max-pooling function has been used to decrease the size of
feature mapping. A dropout function has been used to avoid
the over-fitting of CNN. ReLu is applied as a non-linear
activation function. Lastly, a dense layer with 100 neurons
can employed to execute linear function and a fattened layer
changes the direction of the dimension. Fig. 2 represents the
substructure of CNN.
The two-layer BiLSTM is used to capture the context

data from the well-log. Bi-LSTM with 50 cell units gain
the knowledge in the subsequent term of the present log
sequence and learn the knowledge in the prior term of the
present log point, hence the feature grabbed by the Bi-LSTM
is considered as two representations of the well-log. During
the attention layer, the attention model highlights the key
feature of the log curve to decrease the influence of non-key
features in the well-log. The attention layer comprises a
softmax activation function and an FC unit with 100 neurons.
In the Bi-LSTM layer, the tanh function can designated as
the nonlinear activation function. The extraction feature in
the Bi-LSTM is provided as the attention layer and later
additional to the outcome of the FC unit. A single dense unit
follows the attention layer. The output from Bi-LSTM-AT
and the CNN branches have been concatenated before passed
as the final dense layer with one neuron. At last, the predictive
Y is generated in the CNN-BiLSTM-AT algorithm.

C. STAGE III: PARAMETER TUNING USING DFA
For the parameter tuning procedure, the DFA approach has
been utilized in this work. DFA is the new SI optimization
algorithm whose core motivation is the swarm behaviours of
dragonflies (DFs) under migration and hunting [26]. Based
on five crucial factors, the individual in the swarm changes
their location as follows: cohesion, separation, alignment,
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distraction, and attraction. Alignment can be measured
through an average of adjacent places, and cohesion was
defined by variance among the current individual location and
alignment. Attraction has been expressed by the distance to
distraction, and food sources represent the total of the enemy
as well as present different locations. Separation refers to the
sum of distances of separate positions from other positions.
The enemy is the worst performance, whereas the food source
is one of the fittest solutions. The updating place of the
individual swarm can be given as follows.

x t+1
i = x ti + 1x t+1

i (13)

In Eq. (13), x ti is the existing location of ith individuals, t
shows iteration count, and 1x t+1

i refers to the step vector:

1x t+1
i = (sSi + aAi + cCi + fFi + eEi) + w1x ti (14)

In Eq. (14), Fi, Sj,Aj,Ei, and Cj indicate the attraction,
separation, alignment, distraction, and cohesion values, cor-
respondingly. w denotes the inertia weight. c, s, f , a, and e are
cohesion, separation, attraction, alignment, and distraction
coefficients correspondingly. The DFs have neighborhoods
within a specific radius. In the iterations, the radius can aug-
mented for exploring the global optima. When there are no
other DFs in the neighborhood, then DFs exploit the random
walking as given below:

x t+1
i = x ti + Levy (d) ×x ti (15)

In Eq. (15), d refers to the size of the searching space, and
levy(·) denotes the Levy flight process. High alignment and
Lower cohesion weight can be utilized by the smaller radius.
At the iteration, the greater the cohesion, the lesser the align-
ment, and the larger the radius. Consequently, the parameter
must be updated until the ending condition is satisfied.

The DFA methodology progresses an FF to realize a
good classifier outcome. This describes a positive integer for
implying the best outcome of the candidate outcomes. The
decrease of the classifier errors could be determined to be FF,
as represented in Eq. (16).

fitness (xi) = ClassifierErrorRate (xi)

=
No.of misclassified instances

Total No. of instances
∗100 (16)

IV. EXPERIMENTAL VALIDATION
In this section, the botnet detection outcome of the
BESO-HDLBD system has been tested employing the
CTU-13 dataset [27], comprising 20689 instances with two
class labels as depicted in Table 1. The dataset comprises
both normal and Botnet traffic. Normal Traffic contains the
packets that are sent from a source to a destination and not
deployed among the transmission. Botnet traffic comprises
individual packets that are sent by a Botmaster or by a system
that is in the mechanism of a Botmaster.

Fig. 3 depicts the confusion matrices achieved through the
BESO-HDLBD methodology under 80:20 and 70:30 of the

TABLE 1. Details on database.

FIGURE 3. Confusion matrices of BESO-HDLBD model (a-c) TRPH of 80%
and 70%; (b-d) TSPH of 20% and 30%.

TRPH/TSPH. The accomplished values indicated the effi-
cient recognition of the Botnet and Normal samples with each
class.

The botnet detection analysis of the BESO-HDLBD sys-
tem can be exhibited at 80:20 of TRPH/TSPH in Table 2 and
Fig. 4. The experimental findings show the BESO-HDLBD
approach identifies the botnet and normal samples. Accord-
ing to 80% of the TRPH, the BESO-HDLBD model offers
average accuy, precn, recal , Fscore, and AUCscore values
of 98.72%, 97.79%, 98.72%, 98.25%, and 98.72%. Also,
based on 20% of the TSPH, the BESO-HDLBD algorithm
offers average accuy, precn, recal , Fscore, and AUCscore
values of 99.27%, 98.28%, 99.27%, 98.77%, and 99.27%
correspondingly.

The botnet detection outcome of the BESO-HDLBD
approach is defined with 70:30 of the TRPH/TSPH in
Table 3 and Fig. 5. The accomplished result implied that
the BESO-HDLBD algorithm recognizes the botnet and nor-
mal instances. With 70% of the TRPH, the BESO-HDLBD
method gains average accuy, precn, recal , Fscore, and
AUCscore values of 99.05%, 96.89%, 98.85%, 97.84%, and
98.85% correspondingly. Moreover, on 30% of the TSPH, the
BESO-HDLBD system reaches average accuy, precn, recal ,
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TABLE 2. Botnet detection analysis of the BESO-HDLBD model at 80:20
of TRPH/TSPH.

FIGURE 4. Average of BESO-HDLBD methodology under 80:20 of
TRPH/TSPH.

TABLE 3. Botnet detection analysis of BESO-HDLBD system at 70:30 of
TRPH/TSPH.

Fscore, and AUCscore values of 99.08%, 97.04%, 98.93%,
97.96%, and 98.93% correspondingly.

To determine the performance of the BESO-HDLBD sys-
tem under 80:20 of TRPH/TSPH, TRA and TES accuy curves
are determined, as illustrated in Fig. 6. The TRA and TES
accuy curves show the effectiveness of the BESO-HDLBD
method at numerous epochs. This figure gives important
details approximately the generalization proficiencies and
learning tasks of the BESO-HDLBD method. With increased
epochs, it can be perceived that the TRA and TES accuy

FIGURE 5. Average of BESO-HDLBD method with 70:30 of TRPH/TSPH.

FIGURE 6. Accuy curve of BESO-HDLBD model on 80:20 of TRPH/TSPH.

FIGURE 7. Loss curve of BESO-HDLBD technique on 80:20 of TRPH/TSPH.

curves acquire enhanced. This can be evidenced by the
BESO-HDLBD technique attaining improved TES accuy that
has the possibility for recognizing the patterns from the data
of TRA and TES.

Fig. 7 displays the wide-ranging TRA and TES loss
values of the BESO-HDLBD system under 80:20 of the
TRPH/TSPH across diverse epochs. The TRA loss illustrates
the model loss gets lessened. Primarily, this can be modified
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FIGURE 8. PR curve of BESO-HDLBD system at 80:20 of TRPH/TSPH.

FIGURE 9. ROC curve of BESO-HDLBD algorithm at 80:20 of TRPH/TSPH.

the weight for minimising the classifier error under the TRA
and TES data. These loss curves represent the level of amodel
that fits the data of TRA. This can be seen that the TRA
and TES loss steadily minimalized as well as displayed that
the BESO-HDLBD method efficaciously learns the patterns
indicated in data of the TRA and TES. It can be observed
that the BESO-HDLBD algorithm adapts the parameters to
diminish the variance amongst the predictions and actual
training labels.

The PR analysis of the BESO-HDLBD method at 80:20
of the TRPH/TSPH can be revealed in Fig. 8. The accom-
plished findings confirm that the BESO-HDLBD algorithm
gets higher PR values with 2 classes. This represents the
model for learning and recognizing different class labels.
The BESO-HDLBDmethodology gain improved experimen-
tal findings in the identification of positive instances with
lessening of false positives.

The ROC analysis described by the BESO-HDLBD tech-
nique with 80:20 of the TRPH/TSPH can be illustrated in
Fig. 9, it has been capabilities to the discrepancy of the
classes. The figure identifies valued insights into the trade-off
between the FPR and TPR through various classification
epochs and thresholds. It reveals the correct predictions of the
BESO-HDLBD system under the classification of numerous
classes.

TABLE 4. Comparison analysis of the BESO-HDLBD system with other
techniques [14], [28].

FIGURE 10. Comparison analysis of the BESO-HDLBD model with other
systems.

In Table 4 and Fig. 10, a comparison analysis of
the BESO-HDLBD algorithm with recent systems can be
provided [14], [28]. The experimental values stated that
the host-based approach accomplishes worse outcomes.
Besides, the P2P-BDS and MTC-CNN approaches are stated
to somewhat increase performances. Meanwhile, the DT
and FL-ANN models accomplish reasonable performance.
Although the BDC-RSODL model reaches considerable per-
formance, the BESO-HDLBD technique exhibits supremacy
over other methods with a maximum accuy of 99.27%, precn
of 98.28%, recal of 99.27%, and Fscore of 98.77%. Thus, the
BESO-HDLBD technique can be employed for automated
botnet detection.

V. CONCLUSION
For accomplishing security in the IoT platform, this article
presented an innovative BESO-HDLBD system for auto-
mated botnet detection. The BESO-HDLBD method aims
to resolve the security issue by identifying the botnets
in the IoT environment. It encompasses 3 main functions
such as BESO-based FS subset, HDL-based classification,
and DFA-based hyperparameter tuning. To reduce the high
dimensionality problem, the BESO-HDLBD technique uses
the BESO system for the FS. For botnet detection purposes,
the BESO-HDLBD model uses HDL which is a BiLSTM,
CNN, and attention concept. Finally, the parameter selection
of the HDLmodel is performed by the design of the DFA. The
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experimental analysis of the BESO-HDLBDmethod could be
determined under a benchmark botnet database. The obtained
findings infer a better solution of the BESO-HDLBD tech-
nique compared to recent detection approaches in terms of
different evaluation measures.
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