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ABSTRACT At present, the course recommendation model of graph collaborative filtering mainly uses
bipartite graph modeling to obtain user-course cooperative relationship. However, the bipartite graph lacks
the acquisition of user-user and course-course relationship information. In addition, due to the inherent
defects of graph convolution, multi-layer graph convolution will cause overfitting problems. Moreover, the
existing graph contrastive learningmethods to solve the sparsity of recommendation data simply divide nodes
into positive and negative pairs, without taking into account that users who have chosen the same course in the
recommendation are similar. In contrastive learning, the feature similarity distance of these users should be
different.To solve these problems, a course recommendation model based on layer dropout graph differential
contrastive learning(DGDCL) is proposed. Specifically, a hybrid graph convolution network of fusion graph
and hypergraph is used to obtain both low-order and high-order information. Then, using the layer dropout
method to alleviate overfitting in neural network, the multi-layer feature embeddings of graph nodes are
randomly dropout. Finally, two different layer drops are used to generate the contrastive views to reduce the
additional noise and computational overhead of generating the contrastive views. The prior similarity of users
and courses is used to adjust the calculation of the contrastive loss function, and differentiated contrastive
learning of graph nodes is realized to make the contrastive learning more suitable for the recommendation
model. The experimental results of XuetangX and MOOCCube datasets show that the proposed model is
better than the existing model.

INDEX TERMS Course recommendation, layer dropout, graph differential contrastive learning.

I. INTRODUCTION
With the popularization of the Internet and the devel-
opment of online education platforms, more and more
people choose online learning to improve their skills and
knowledge, such as the MOOC online learning platform
with a large number of quality course resources, which
provides people with courses from top universities around
the world. However, with the increasing number of courses
in the learning platform, the learning platform provides
users with abundant learning resources and at the same
time produces the problem of ‘‘information overload’’ [1].
In the face of massive learning resources, it is often
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difficult for users to find suitable courses for themselves,
and it is difficult for learning platforms to provide users
with learning resources they are interested in according
to their learning characteristics. This not only wastes the
user’s time and energy, but also seriously affects the user’s
learning effectiveness and learning experience on the learning
platform. Therefore, how to provide users with personalized
and targeted courses has important research and practice
value. Course recommendation, as the main technology to
solve information overload, can filter and screen massive
course resources, and provide users with appropriate courses
through data analysis of users’ learning preferences. Accurate
recommendation results can save users’ time in searching
for courses and improve their learning efficiency and
interest.
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At present, some course recommendation models have
been proposed successively. The earliest course recommen-
dation model was recommended by calculating the feature
similarity of courses selected among users. Later, some deep
learning-based models were proposed successively [2], [3].
In recent years, the recommendation model based on graph
neural network (GNN) has become the latest research direc-
tion in recommendation system because of its advantages of
processing structured data andmining structured information.
For example, the simplifying and powering graph convolution
network for recommendation (LightGCN) [4] represents the
user-course interactive relationship through bipartite graph,
and uses multi-layer graph convolution to carry out feature
embeddings learning on nodes to obtain multi-layer feature
embeddings of users and courses.

However, there are some shortcomings in the cur-
rent graph collaborative filtering recommendation model.
1) Firstly, the bipartite graph lacks mining high-order inter-
active information of users and courses. In a bipartite graph,
the information propagation of graph convolution comes from
neighboring nodes, and all adjacent nodes of user (course)
nodes are course (user) nodes. Therefore, bipartite graph can
obtain low-order information such as user-course well, but it
is difficult to obtain high-order information such as user-user,
which leads to missing information obtained by the model.
2) On the other hand, multi-layer graph convolution stacking
can cause overfitting problems, and too many layers can lead
to too many aggregation times for each node’s surrounding
neighbors. This approach will lead to increasingly similar
values for all vertices, ultimately converging to the same
value, making it difficult to distinguish the personality char-
acteristics of each node. 3) In addition, there are problems
of sparse data and prevalence bias in recommendation data.
The data is sparse because there is very limited information
about user-course interactions. The popularity bias is due to
the fact that a small number of popular courses are selected
by a large number of users, while some unpopular courses are
often selected by a small number of users. In this case, the
recommendation performance of the course recommendation
model will decline, because it is difficult for the model to
learn enough information from the data and cannot accurately
predict the user’s preference for unknown courses.

In recent years, some related research efforts have
attempted to address the above three issues. Dual chan-
nel hypergraph collaborative filtering (DHCF) [5] generates
hypergraph over user-item bipartite graph, proving that
hypergraph can effectively capture high-order correlations in
data. DenseGCN and ResGCN [6] apply the residual connec-
tion and dense connection methods in convolutional network
models (CNN) to graph convolution, effectively alleviating
the overfitting problem of multi-layer graph convolution.
Contrastive learning [7] has been used to solve the problem
of data sparsity, as it can extract additional self supervised
signals from the original data. However, the currently used
contrastive learningmethods in recommendationmodels treat
different users and courses as positive and negative sample

relationships, and in reality, different types of users are not
completely different, The feature similarity between users
who have chosen the same course and users who have not
chosen the same course is different.

Inspired by the above research work, this paper proposes a
course recommendation model based on layer dropout graph
differential contrastive learning (DGDCL). First, based on
the bipartite graph, a high order correlation model of users
(courses) is established, and interactive information is further
mined by generating user (courses) hypergraphs, and multi-
layer information propagation is carried out by a hybrid
method of graph convolution and hypergraph convolution.
Second, drawing on the dropout method in neural networks,
a layer dropout method is proposed for graph convolution,
which randomly dropout the multi-layer feature embeddings
obtained from graph convolution to alleviate the overfitting
problem of multi-layer graph convolution stacking. On this
basis, the existing contrastive learning methods are improved
by using improved graph contrastive learning to solve the
problem of data sparsity. Two different user (course) layers
dropout feature embeddings as two contrastive views, and
a differentiated contrastive loss function is used for loss
calculation. This allows users (course) with high feature
similarity to have similar features closer to each other, rather
than traditional contrastive learning that pulls all sample
features farther apart, make it more in line with the character-
istics of the recommended data. Experiments on two course
recommendation datasets show that the proposed method
outperforms existing course recommendation models.The
main contributions of this paper are as follows:

1. This paper generates a hypergraph in the user course
interaction graph constructed from a bipartite graph, and
utilizes a hybrid graph convolutional network for node feature
embeddings learning, fully mining low-order and high-order
information in the graph.

2. Propose a layer dropout graph differential contrastive
learning method. Layer dropout can replace the cumbersome
methods of graph enhancement and feature enhancement
to generate contrastive views. The differentiated contrastive
learning of graph improves the contrast loss function by using
the prior feature similarity of users (courses), and allows
the feature similarity of some graph nodes to be close to
each other instead of uniformly pulling apart the features of
different nodes, so that contrastive learning is more suitable
for recommendation.

3. A comprehensive experimental study was conducted
on two course datasets, and the experimental results showed
that the DGDCL has significant improvements compared to
existing models, effectively improving the accuracy of course
recommendations.

II. RELATED WORK
This section mainly reviews the research work related to
DGDCL, including three main parts: graph and hypergraph
convolution networks, graph contrastive learning, and course
recommendations.
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A. GRAPH AND HYPERGRAPH CONVOLUTION
NETWORKS
Inspired by CNN, graph convolutional networks (GCNs)
use spectral theory for graph convolution operations. The
theoretical basis of graph convolution is that convolution in
the time domain is equivalent to dot product in the spectral
domain. Firstly, the Fourier transform is used to transform the
graph signal in the time and spectral domains, and then the
convolution operation is performed through parameterized
convolution kernels. The widely used GCN [8] utilizes first-
order Chebyshev polynomials as graph convolution kernels
to simplify calculations. However, adding more layers in
GCN can lead to overfitting and the problem of gradual
disappearance. This means that backpropagation through
these networks will lead to super smoothing, ultimately
leading to the convergence of the features of the graph nodes
to the same value. Due to these limitations, most state-of-
the-art GCNs do not exceed 4 layers. Li et al. [6] proposed a
new method for successfully training deep GCN. Drawing on
the concepts of convolutional networks, especially residual,
dense connections, and dilated convolutions, and adapting
them to the GCN architecture.

In recommendation, the interaction between the user and
the item is represented as a binary graph, which can be used
for node feature extraction through GCN, such as NGCF [9]
and LightGCN. NGCF applies GCN to recommendation
tasks, which is divided into two parts: information construc-
tion and information aggregation. LightGCN simplifies the
method of graph convolution and achieves better performance
in recommendations.

As a generalization of graphs, hypergraphs have also
attracted widespread attention in recent years. In a hyper-
graph, hyperedges can connect any number of nodes and
simulate higher-order correlations between nodes. Inspired
by the GCN method, the hypergraph convolutional network
(HGCN) [10] utilizes the unique structured information
of hypergraphs to perform hypergraph convolution in the
spectral domain. Compared to the graph, the hypergraph
successfully models higher-order data associations for down-
stream tasks (except for paired connections). DHCF first
applies the hypergraph convolution method to the collabora-
tive filtering recommendationmodel, generating hypergraphs
on the user-item interaction matrix. However, it is limited
by complex information dissemination frameworks and
intuitive judgments that define hypergraph convolutional
kernels. Yang et al. [11] proposed improving hypergraph
convolutional networks through feature crossover and con-
trastive learning to enhance recommendation performance.
HGCN is combined with feature crossover networks in
a parallel manner to achieve a balance between feature
crossover and excessive smoothing. Li et al. [12] proposed
an effective hybrid graph and hypergraph convolutional
network(EHGCN) recommendation model that uses graphs
and hypergraphs to model the correlation between nodes in
interaction graphs, achieving multi-level learning. EHGCN

also adopts the DenseGCN training framework to optimize
the graph convolution strategy from the perspective of graph
signal processing.

B. COMPARATIVE LEARNING OF FIGURES
Comparative learning is a form of Self Supervised Learning
(SSL) that trains models by maximizing the consistency
between two enhanced views (i.e., pairwise) of an instance.
This approach does not require manual annotation of data,
thus improving data utilization efficiency [13]. Comparative
learning is widely applied in various deep learning fields due
to its powerful self supervised learning ability. In terms of
image processing, images are enhanced through cropping,
flipping, color transformation, and other methods. Two data
from the same image are enhanced as positive samples, and
two data from different images are enhanced as negative
samples. The goal of comparative learning optimization is to
make the features of positive samples close while those of
negative samples far apart. In the graph comparison learning
recommendation model, Wu et al. [14] first proposed the
self supervised graph learning recommendation model (SGL)
and designed three methods to generate graph contrastive
views, namely node dropout, edge dropout, and random
walking, which change the structure of the graph in different
ways. Subsequently, Yu et al. [15] proposed the Simple
Graph contrastive Recommendation Model (SimGCL) and
found that in the recommendation model of contrastive
learning, contrastive learning can learn more uniformly
distributed user/item representations, which can implicitly
reduce popular bias. Meanwhile, research has shown that
graph augmentation is considered necessary and only plays
a negligible role. Chen et al. [16] proposed a minimalist
contrastive learning recommendation model (XSimGCL),
which is an improvement on SimGCL. This method is based
on SimGCL’s noise based enhancement method, and achieves
the same effect as SimGCL by unifying recommendation
tasks and contrastive tasks, while also reducing model time
complexity.

C. COURSE RECOMMENDATION RESEARCH
Course recommendation is the application of recommenda-
tion algorithms in the field of education, with a focus on
providing personalized courses for users. By analyzing users’
learning behavior and preferences, the most suitable courses
are recommended to improve their learning efficiency.
Jing et al. [17] designed a CF based algorithm to learn user
interests under the premise of course relationships, providing
a CF based method for elective courses and using grades
as a basic parameter to provide relevant courses. Recently,
many studies have also focused on using neural networks
and deep learning techniques for data preprocessing and
recommendation. For example, Jiang et al. [18] used an
improved recursive neural network to obtain students’ course
selection information and utilized all available information
to obtain personalized student preferences. Zhang et al. [2]
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proposed a hierarchical reinforcement learning method based
on students’ course history to modify user information
and recommend courses. Sheng et al. [19] utilized the
Heterogeneous Information Network (HIN) in the MOOC
platform to design multiple meta paths for MOOC resources,
which can make better recommendations. Lin et al. [20]
proposed dynamic attention and hierarchical reinforcement
learning to capture users’ dynamic interests. Although the
methods of the above courses have achieved significant
results, they mainly focus on exploring the correlation
between courses, and there has not been sufficient research
on the high-level relationship similarity between users and
courses.

The DGDCLmodel is different from the above methods as
follows:

1. DGDCL uses the mixed method of bipartite graph and
hypergraph to learn node feature representation, which can
more effectively capture low-order association information
and high-order association information, and enrich the
mining of association information in data.

2. DGDCL uses the dropout method of neural networks for
reference. In the training process, the layer dropout strategy
is adopted to randomly dropout the multi-layer feature of the
graph convolution, so as to alleviate the overfitting problem of
the graph convolution network and enhance the node feature
learning ability of the graph convolution network.

3. DGDCL adopts graph differential contrastive learning.
By calculating the prior similarity of users (courses),
the feature distance between different nodes is controlled
differently in graph contrastive learning, so that the feature
distance between some similar nodes is not indiscriminately
far away, and the feature distance between these similar nodes
is allowed to be close together, which alleviates the problem
that contrastive learning will hinder model training.

III. METHOD
In response to the shortcomings of existing bipartite graph
course recommendation models, inspired by SimGCL and
EHGCN, this paper proposes a course recommendation
model based on layer dropout graph differential contrastive
learning. Firstly, construct a hypergraph relationship on the
existing user and course bipartite graph, and use graph
convolution and hypergraph convolution to construct a hybrid
graph convolution information passing method. Secondly,
perform multi-layer graph convolution on the hybrid graph to
obtain multi-layer feature embeddings of users and courses.
Then, three sets of user course feature embeddings are
obtained through three layers dropout, one of which is
used for the course recommendation task, and the other
two groups are used to construct a contrastive learning
view. When calculating contrastive loss, the cosine similarity
between users and courses is calculated using the original
user-course interaction matrix, and a comparative loss mask
is generated to achieve differentiated comparative learning.
Finally, perform joint loss optimization on the two tasks

to obtain the final recommendation result. The overall
architecture of the model is shown in Figure 1.

A. BIPARTITE GRAPH AND HYPERGRAPH GENERATION
This section introduces the construction methods of user-
course bipartite graph, user hypergraph, and course hyper-
graph, as well as the mode of information propagation on
them.

1) USER-COURSE BIPARTITE GRAPH
In the user-course bipartite graph, users and courses are
represented as two types of nodes. Similar nodes have no
adjacency relationship.When users have selected courses, the
corresponding user nodes and course nodes have adjacency
relationship. The adjacency matrix of user-course bipartite
graph is defined as equation 1:

Ag =

(
0 H
HT 0

)
, (1)

where H ∈ RM×N is user-course interaction matrix, M and
N respectively represent the number of users and courses. for
each item Hui in H , if user u has selected course i, its value
is 1, otherwise its value is 0.

In GCN, node feature representation learning is carried
out by aggregating features of neighbor nodes, which is
called graph convolution information propagation mode.
On bipartite graphs, the information propagation mode of
graph convolution is defined as equation 2,3:

e(l+1)
u = AGG(e(l)u , {e(l)i : i ∈ Nu}), (2)

e(l+1)
i = AGG(e(l)i , {e(l)u : u ∈ Ni}), (3)

where AGG(·) represents the graph information propagation
model, e(l)u and e(l)i respectively represent the feature embed-
dings of user u and course i after l layers graph convolution.
Nu represents the set of courses selected by user u, and Ni
represents the set of users selected by course i. In LightGCN,
the information propagation takes into the number of node
connection edges (degrees), the calculationmethod is as show
in equation 4, 5:

e(l+1)
u =

∑
i∈Nu

1
√

|Nu|
√

|Ni|
e(l)i , (4)

e(l+1)
i =

∑
u∈Ni

1
√

|Nu|
√

|Ni|
e(l)u , (5)

where |Nu| and |Ni| represent the degree of node u and node
i respectively. The calculation matrix form is as show in
equation 6, 7, 8:

E (l+1)
= ÃgE (l), (6)

Ãg = Dg−
1
2AgDg−

1
2 , (7)

E (l)
= E (l)

u ||E (l)
i , (8)

where Ãg is the symmetrically normalized adjacency matrix
of Ag, Dg is the degree matrix of Ag, and the diagonal value
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FIGURE 1. The model diagram of course recommendation model based on layer dropout graph differential contrastive learning.

is the number of non-zero elements per row of the matrix
Ag. E (l) is a concatenation matrix of layer l user feature
embeddings matrix E (l)

u and course feature embeddings
matrix E (l)

i .
In the information propagation of each layer of GCN,

all the information of user nodes comes from adjacent
course nodes, and all the information of course nodes comes
from adjacent user nodes. Therefore, graph convolution
on bipartite graph can effectively capture the user-course
cooperative relationship information, but the user-user and
course-course relationship information is not captured. New
methods are needed to capture these relational information.

2) USER HYPERGRAPH AND COURSE HYPERGRAPH
In the previous related research work [5], the generation of
hypergraph on the user-course bipartite graph can effectively
obtain the higher-order relationship information such as
user-user and course-course. The complex higher-order
relationship is expressed through the hyperedge, and the
adjacency matrix of the graph corresponds to the incidence
matrix of the hypergraph. The following describes the
construction of user hypergraph and course hypergraph
and the process of node feature embeddings representation
learning using hypergraph convolution on hypergraph.

The user hypergraph is constructed according to the first-
order reachable neighborhood of the course and connects
the user nodes in the neighborhood. In Figure 1, the first-
order reachable neighborhood nodes of the course 1 node
of the user-course bipartite graph have user 1, user 2, and
user 3 nodes, so a hyperedge is used to connect the three user
nodes 1, 2, and 3. The user hypergraph incidence matrix is
defined asHu ∈ RM×N , whereM andN represent the number

of users and hyperedges, respectively. Since the hypergraph is
constructed with order 1 reachability, the incidence matrix of
the user hypergraph is the same as the user-course interaction
matrix, that is, Hu = H .
The course hypergraph is constructed according to the

user’s first-order reachable neighborhood to construct the
hyperedge and connect the course nodes in the neighbor-
hood.In Figure 1, the course 2, Course 3, and course 4 nodes
are the first-order reachable neighborhood nodes of the
user 4 node, also connected by a hyperedge.The course
incidence matrix in the course hypergraph is defined as
Hi ∈ RN×M , and the course incidence matrix of the course
hypergraph is the transpose of the user-course interaction
matrix, that is, Hi = HT .
Similar to GCN, hypergraph convolution also aggregates

neighborhood node information for node feature embeddings
representation learning. The information propagation mode
of hypergraph convolution is defined as equation 9,10:

e(l+1)
u = HAGG(e(l)u , {e(l)u : u ∈ N 1

u }), (9)

e(l+1)
i = HAGG(e(l)i , {e(l)i : i ∈ N 1

i }), (10)

where HAGG(·) represents the hypergraph information prop-
agation model, N 1

u is the first-order neighborhood node set
of node u, and N 1

i is the first-order neighborhood node set of
node i.

The symmetric normalized Laplacian matrix of hyper-
graphs is used to carry out hypergraph convolution oper-
ations. The matrix form of user hypergraph convolution
operation is as show in equation 11, 12:

E (l+1)
u = H̃uE (l)

u (11)

H̃u = Duv−
1
2HuDue−1HT

u D
−

1
2

uv (12)
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where Duv ∈ RM×M is the nodal degree matrix of the matrix
Hu, and the diagonal value is the number of non-zero elements
per row of the matrix Hu. Due ∈ RN×N is the hyperboundary
matrix of the matrixHu, and the diagonal value is the number
of non-zero elements in each column of the matrix Hu.After
the above calculation, the size of the normalized Laplacian
matrix H̃u of the user hypergraph is RM×M .

The matrix form of course hypergraph convolution opera-
tions is as show in equation 13, 14:

E (l+1)
i = H̃iE

(l)
i (13)

H̃i = Div−
1
2HiDie−1HT

i D
−

1
2

iv (14)

where Div ∈ RM×M is the nodal degree matrix of the matrix
Hi, and the diagonal value is the number of non-zero elements
per row of the matrix Hi. Die ∈ RN×N is the hyperboundary
matrix of the matrix Hi, and the diagonal value is the number
of non-zero elements in each column of the matrix Hi.After
the above calculation, the size of the normalized Laplacian
matrix H̃i of the course hypergraph is RN×N .

B. HYBRID GRAPH CONVOLUTION
Inspired by EHGCN, a hybrid graph convolution is used
to capture the relationship information between user-course,
user-user and course-course at the same time, and to mine
more information from the recommendation data. The hybrid
graphs convolution is defined as equation 15, 16:

e(l+1)
u =

∑
i∈Nu

∑
u∈N 1

u

(Ãge
(l)
i + H̃ue(l)u ), (15)

e(l+1)
i =

∑
u∈Ni

∑
i∈N 1

i

(Ãge(l)u + H̃ie
(l)
i ). (16)

In the hybrid graph, bipartite graph is used to model
the user-course low-order correlation, and hypergraph is
used to model the user-user and course-course high-order
correlation. In the process of information propagation, each
layer of convolution adopts the optimized hybrid graph
information propagation to carry out multi-layer learning.
Each node feature embeddings update can obtain information
from the graph neighborhood node and hypergraph neigh-
borhood node, the interactive information is fully mined
from two different levels of low order correlation and high
order correlation by graph and hypergraph respectively.
Therefore, compared with bipartite graph and hypergraph,
the hybrid graph can obtain richer user and course feature
embeddings information. Finally, same as LightGCN, the
feature embeddings of users and courses at each layer are
aggregated to obtain the final feature embeddings of users
and courses representing E . The calculation formula is as
equation 17:

e =
1
L

L∑
l=1

e(l), (17)

where e(l) is the feature embeddings of user and course node
after l layers hybrid graph convolution.

C. LAYER DROPOUT GRAPH CONVOLUTION NETWORK
In neural networks, when the linear model is too complex, the
model tends to overfitting. To solve this problem, researchers
proposed the dropout [21]. By adding Gaussian noise to the
input of the model. In each training iteration, sampling noise
from a distribution ε ∼ N (0, σ 2) with a mean of zero is
added to the input x ′

= x+ ε, resulting in a disturbance point
x, which is expected to be E[x] = x. In standard dropout
regularization, the deviation of each layer is eliminated by
normalizing the characteristics of the nodes that are retained
(not dropout). In other words, each interneuron activity value
h is randomly zeroed with a probability of p, as equation 18:

h′
=

 0 if r ≤ p
h

1 − p
otherwise

(18)

where r ∈ [0, 1] is the random number for each dropout
operation. According to the design of this model, its expected
value remains the same, that is, E[h′] = h.
In traditional GCN, the dropout is often used after

linear transformation and activation of node features, but in
LightGCN, these two parts are removed and the dropout is
also changed to randomly dropout the edges of the graph
to prevent overfitting. However, when the randomly dropout
edge is important to the node, this operation will hinder
the information propagation between the nodes, make the
features representation learned by the model have noise, and
reduce the recommendation effect.

In order to solve the above problems, a new layer dropout
is proposed in this paper, which is applied to the graph
recommendation model to prevent the overfitting problem.
The layer dropout is used in the process of multi-layer feature
aggregation of node features, and a specified number of layer
features are random dropout. This calculation as shown in
equation 19,20:

e′(l) =


0, if rl ≥ top(p,R)
e(l)

1 − p/L
, otherwise

, (19)

e′ =
1
L

∑
l

e′(l), (20)

where e(l) is the graph node feature embeddings of the l
layer, e′(l) is the feature dropout through the layer, and e′

is the multi-layer aggregate feature embeddings after layer
dropout. p represents the set number of layer dropout, L
represents the number of layers in the graph convolution,
R = [r (1), r (2), . . . , r (l)] is a group of random numbers used
for layer dropout to randomly select the number of layers.
top(p,R) represents the pth largest number inR. If the random
number Rl of the corresponding layer is greater than or equal
to top(p,R), then the layer is dropout, otherwise the data
elements of the layer are enlarged to ensure that the expected
value of E is equal to that without layer dropout.
The layer dropout makes the following improvements to

the previously used dropout:
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1.The layer dropout applies the dropout to the layer
aggregation stage, rather than the graph convolution stage.
Using dropout in the convolution phase of graph is easy to
introduce extra noise, which leads to the failure of normal
training of the model. However, using dropout method in the
layer aggregation stage can alleviate this problem, mainly
because the graph convolution of each layer captures different
feature information, even if the layer dropout number is set
to a large value, the graph recommendation model will only
degenerate into a matrix factorization model.

2.Normalizes the number of random dropout. In the
previous dropout, the random number is compared with
the specified dropout probability to determine whether to
dropout. This method is feasible when there is a large number
of drops each time, but the number of layers in the graph
convolutional network is small, usually nomore than 5 layers.
If it is completely random and does not control the number
of layer dropout, all or none of the layers will be dropout.
Therefore, the method of strictly controlling the quantity of
dropout is adopted, each layer is dropout by selecting the
graph convolution layer corresponding to the largest value of
p before the random numberR, so as to ensure that the number
of dropout layer of each layer is consistent with the set.

D. LAYER DROPOUT GRAPH DIFFERENTIAL CONTRASTIVE
LEARNING
In the previous graph contrast learning, the Simgcl model
with better results generates a contrastive learning enhanced
view by adding Gaussian noise to the graph node features
of each layer. Different views of the same node are regarded
as positive examples, and different views of different nodes
are regarded as negative examples. The task of contrastive
learning is to narrow the distance between positive examples
and widen the distance between negative examples. Graph
contrastive learning can make the features learned by the
model more uniform and obtain higher quality features, thus
improving the recommendation effect. However, the way
of using Gaussian noise to generate contrastive view has
some defects. On the one hand, additional graph convolution
operation is required. On the other hand, although most of
the original features are retained by adding noise, some node
features will inevitably be distorted.

The layer dropout strategy, described in previous section,
is a way to reduce the number of feature layers of graph nodes.
The method of layer dropout does not require additional
graph convolution operation, and can avoid the problem
of node feature distortion to the greatest extent. Therefore,
graph contrastive learning based on layer dropout is proposed.
Generate two contrastive views using two different layer
dropout. InfoNCE was used to calculate the contrastive
learning loss:

Lcl =

∑
i∈B

− log
exp(sim(s′i, s′′i)/τ )∑
j∈B exp(sim(s′i, s′′j)/τ )

, (21)

where i and j are users (courses) in the same batch of B during
batch calculation, s′ and s′′ are users (courses) embeddings

matrix after layer dropout, sim(x, y) is cosine similarity, and
τ is temperature hyperparameter. The goal of contrastive
learning loss is to increase the similarity distance between
positive pairs s′i and s′′i, and decrease the similarity distance
between negative pairs s′i and s′′j.

In the traditional graph contrastive learning loss cal-
culation, the similarity distance between positive pairs of
nodes is close to each other, while the similarity distance
between negative pairs of nodes is far away from each
other without distinction. As shown in Figure 2(a),The
target of the contrastive learning between anchor x and
its negative samples x−

1 ,x
−

2 , x
−

3 is all distance d . This is
because contrastive learning was originally used for image
classification, where image types are completely different
types and there is no connection between the different types.
Contrastive learning increases the similarity between the
same species and decreases the similarity between different
species. However, in the recommendation, different users and
courses are not really different types, and some users who
have chosen the same course and users who have not chosen
the same course should have a higher similarity in feature.
Therefore, contrastive learning in recommendation should be
different for different users and courses to optimize the target
distance d , but the existing graph contrastive learning does
not take this into account.

In order to solve the above problem, a differentiated
contrastive learning method is proposed. For different pairs
of positive and negative nodes, differentiated contrastive
learning is set to optimize the target distance. As shown
in Figure 2(b), when x−

1 node is highly similar to x, the
optimized distance is the set minimum optimization distance
dmin; when x

−

2 negative samples are somewhat related to x,
their similarity should be extended to d2. While the negative
samples are not associated with x−

3 , pull their similarity
distance further away to d3. The improved contrastive loss
is:

Lcl =

∑
i∈B

− log
exp(sim(s′i, s′′i)/τ )∑

j∈B exp(sim(s′i, s′′j)/τ + maskij)
, (22)

where maskij is responsible for controlling whether the sim-
ilarity distance between the negative sample and the anchor
point continues to pull away. The maskij value is calculated
by calculating the observed user course interaction.

A priori similarity is used to determine the differential
distance of contrastive learning between nodes. Specifically,
the observed user course interaction matrix H is used for
calculation, and the interaction matrix is transformed into
user one-hot featurematrix and course one-hot featurematrix.
The user one-hot feature matrix is Ehotu = H . The user prior
similarity matrix Acosu is obtained by calculating the cosine
similarity between the user’s one-hot feature. The Acosu is
calculated as shown in equation 23:

Acosu =
Ehotu · EhotuT∥∥Ehotu∥∥2 , (23)
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where
∥∥Ehotu∥∥ represents the norm of Ehotu. Similarly, the

one-hot feature matrix of the course is Ehoti = HT . The
course prior similarity matrix Acosi is calculated as shown in
equation 24:

Acosi =
Ehoti · EhotiT∥∥Ehoti∥∥2 . (24)

When the model calculates the contrastive learning loss,
the prior similarity Acosi is compared with the sim(s′i, s′′j).
If sim(s′i, s′′j) has a smaller value than Acosi, then maskij
will be set to −inf , preventing the similarity between i and
j from getting larger. The calculation method of mask is as
equation 25:

maskij =

{
−inf if sim(s′i, s′′j) < (Acosij − dmin)
0 otherwise

,

(25)

where maskij and Acosij represent the contrast loss mask
and prior similarity of node i and node j respectively,
and dmin is the number of interval [0, 1], which is used
to control the minimum similarity distance in contrastive
learning. dmin is added because the prior similarity is
calculated through the observed user-course interaction, and
the remaining unobserved interaction makes the calculated
similarity fluctuate up and down compared with the actual
similarity value. Here, the lower limit of the floating is taken,
and the prior similarity is subtracted by a smaller value dmin.

E. MODEL TRAINING AND PREDICTION
The parameters of DGDCL model training are user feature
embeddings and course feature embeddings. The optimiza-
tion task of the model consists of the following two parts.

The first is the main task of recommendation. This part is
to represent and learn the feature embeddings of users and
courses through the hybrid graph convolutional network, and
calculate the loss through the bayesian personalized ranking
(BPR) [22]. The main goal of BPR loss is to learn the
personalized preferences of the user by placing the courses
that the user likes more before the courses that the user likes
less. The calculation formula is as equation 26,27:

LBPR = −

M∑
u=1

∑
i∈Nu

∑
j/∈Nu

ln(σ (e′Tu e
′
i − e′Tu e

′
j) (26)

σ (x) =
1

1 + e−x
(27)

where e′u,e′i and e′j are finally feature embeddings of user
u, course i and course j, respectively. Course i is randomly
sampled from the set of courses Nu that user u has interacted
with, course j is randomly sampled from the set of courses
that user Nu has not interacted. σ (x) is the activation function
sigmoid , which maps values to the interval (0, 1).

The second is the comparative learning assistance task,
which is designed to introduce additional self-supervised
information so that the model can learn higher quality

features. The total training loss of the model is the weighted
sum of the two. The formula is as 28:

Lall = LBPR + λLcl (28)

where λ is a hyperparameter that controls the ratio of
comparative learning loss. In the prediction process, layer
dropout is not used, and themulti-layer aggregation is directly
used as the final user and course features. The user selects
the predicted score of each course as the dot product of their
features embeddings. The calculation formula is as 29:

P(u, c) = eTu ec (29)

where eu represents the feature embeddings of user u, and ec
represents the feature embeddings of course c. Finally, the
top K courses with the highest predicted score are selected
and recommended to the user.

TABLE 1. Student information.

IV. EXPERIMENT
We conducted experiments on two real user-selected course
dataset and evaluated the model, answering the following
research questions:

Q1: How does DGDCL compare with current collaborative
filtering recommendation methods?

Q2: How does different hyperparameters settings affect
DGDCL?

Q3: How does the layer dropout and graph differential
contrast learning affect DGDCL?

A. EXPERIMENTAL SETTINGS
1) DATASET
Two public datasets:XuetangX andMOOCCUbe are selected
in the experiments.

1)XuetangX [2]:The dataset comes from XuetangX, one
of the largest online learning platforms in China. The data set
contains the learning records of users who selected courses
on the learning platform between October 1, 2016 and March
31, 2018. The dataset consists of information such as user
number, course number, course name, course type, and course
selection time.

2)MOOCCube [23]:The dataset is an open data warehouse
for researchers of natural language processing, knowledge
graph and data mining related to large-scale online education,
including teaching videos, knowledge concepts, course
selection records and video viewing records. In this paper,
the course selection record of the user is selected as the data
set.

The course selection record contains the user number,
course number and course selection time.
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FIGURE 2. Two different contrastive learning.

According to the data processing method in [4] and [15],
two datasets are preprocessed. Retaining users who have
selected courses more than 10 times, and courses that have
been selected more than 5 times. Two datasets information
after processing is shown in Table 1. Each dataset is randomly
divided into 7:1:2. During model training, 70% of the data
is used as the training set and 10% is used as the validation
set to adjust the hyper-parameters. After the model training
is completed, the training set and the test set are combined,
and the model recommendation effect is evaluated on the
remaining 20% data as the test set.

2) EVALUATION METRICS
We use the following metrics to evaluate the model.

1)Recall: It represents the proportion of the number of
courses hit in the predicted result to the set of courses selected
by real users. The formula is as follows:

Recall@K =
1

|U |

∑
u∈U

|C̃u,K ∩ Cu|
|Cu|

, (30)

where @K represents the former top-K recommendation
result, U represents the set of all users, C̃u,K represents the
predicted user selection set, and Cu represents the real user
selection set.

2)Precision: It represents the proportion of the number
of courses hit in the predicted result. The formula is as
follows:

Precision@K =
1

|U |

∑
u∈U

|C̃u,K ∩ Cu|
K

, (31)

3)Normalized Discounted Cumulative Gain(NDCG):It
evaluates the ranking of hit courses in the predicted results.
The higher the ranking, the larger the index value. The

calculation formula is as follows:

NGCG@K =
DCG@K
IDCG@K

=

∑K
i=1

2reli−1
log2(i+1)∑|RELk |

i=1
2reli−1
log2(i+1)

, (32)

where DCG represents the sum of ranking scores, reli
represents the ranking position i in the prediction sequence,
and the ranking scores of each position decrease by ranking
position. IDCG indicates the perfect ranking score, i.e. the
courses predicted to be hit are at the top of the ranking.

4)F1-meansure(F1): It is for the overall evaluation of
Precision and Recall, the calculation formula is as follows:

F1@K =
2 × Precision@K × Recall@K
Precision@K + Recall@K

(33)

For all evaluate metrics, We set K = 5.

3) BASELINES
To demonstrate the effectiveness of the DGDCLmodel, it was
compared to the following representative baselines:

1) MF [3]: This is a matrix factorization model using
BPR loss optimization, which only uses user-item interaction
with the course as the target value for feature embeddings
representation learning.

2) LightGCN [4]: This model constructs a bipartite graph
of user and course interaction, uses a light GCN to learn
the feature representation of nodes, and the embeddings of
nodes in each layer graph convolved are added as the final
embeddings of nodes

3) EHGCN [12]:This is an effective hybrid graph and
hypergraph convolution network for collaborative filtering,
which uses graph and hypergraph to model the correlation
among nodes in the interaction graph for multilevel learn-
ing.Then the improved DenseGCN model framework is used
to implement multi-layer graph convolution.
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4) SGL [14]:This model is a basic graph contrastive
learning model. This method generates two graph contrastive
views on the original bipartite graph by randomly adding and
subtraction edges, uses LightGCN to learn node embeddings
on the original bipartite graph and the two enhanced graphs,
and constructs the recommended supervision task and the
auxiliary task of contrastive learning for joint optimization.

5) SimGCL [15]: This model proposes a simple and
effective recommendation model for graph graph-
augmentation-free CL method for recommendation without
graph augmentation, which can realize more effective feature
level data enhancement by adding uniform random uniform
noises to the user and course original representations.

6) XSimGCL[16]: Based on SimGCL, this method is
improved by using noise enhancement and interlayer con-
trastive learning, and achieves the same effect as SimGCL
by unifying task recommendation and task comparison, while
reducing the time complexity of the model.

4) HYPERPARAMETER SETTINGS
In the experiments, the embeddings size of users and courses
is set to 64 and initialized by Xavier method. Adam was used
to optimize the model parameters and the learning rate set
to 0.001, L2 regularization set to 10-4, training batch size
set to 1024, graph convolutional layer number set to 3, layer
dropout number set to 1, and contrastive learning minimum
distance is searched in the range [0.2, 0.1, 0.05]. For the
contrastive model SGL, SimGCL, XSimGCL and DGDCL,
the contrastive learning ratio is searched in the range of
[0.1, 0.05, 0.01, 0.005], and the temperature is searched in
the range of [1.0, 0.7, 0.5, 0.2]. Other parameters refer to the
original paper, the SGL edge dropout rate is set to 0.1, and
the SimGCL and XSimGCL random noises is set to 0.1.

B. RESULTS AND ANALYSIS
1) BASELINES COMPARISON(Q1)
To verify the validity of the proposed model in course
recommendation, DGDCL was compared with the baselines
on XuetangX and MOOCCube datasets. The baselines are
divided into graph models and graph contrastive learning
models.The experimental results are shown in Table 2.

The experimental results show that DGDCL achieves the
best recommendation effect. The best performance in the
graph model is EHGCN, because EHGCN uses hybrid graph
convolution and improved information aggregationmode, but
EHGCN recommendation effect is not as good as EHGCN.
On the XuetangX dataset, DGDCL increased by 3.9% on
Recall,and 4.3% on Precision, and 4.3% on NDCG,and
4.1% on F1-measure compared with EHGCN. On the
MOOCCube dataset, DGDCL by 5.0% on Recall,and 5.6%
on Precision, and 5.9% on NDCG,and 5.4% on F1-measure
compared with EHGCN. This shows that graph contrastive
learning can effectively improve the recommendation effect
of the model, because contrastive learning alleviates the
problem of data sparsity in the recommendation data.

By introducing additional self-supervised signals, contrastive
learning enables the model to obtain additional information,
thus improving the recommendation effect.

In the graph contrastive learning model, DGDCL has
the best recommendation effect, and SimGCL is the next
best. SimGCL generates two contrastive views by adding
evenly distributed noise to node embeddings of each layer,
while SGL generates two contrastive views by randomly
adding and deleting edges of the graph. SimGCL can avoid
the absence of node information caused by the deletion
of important edges. SimGCL has a better recommendation
effect than SGL, but SimGCL has a worse recommendation
effect than DGDCL. On the XuetangX dataset, DGDCL
increased by 1.6%onRecall,and 1.9%on Precision, and 1.8%
onNDCG,and 1.8% on F1-measure compared with SimGCL.
On the MOOCCube dataset, DGDCL increased by 3.7%
on Recall,and 3.9% on Precision, and 4.1% on NDCG,and
3.8% on F1-measure compared with XSimGCL. This shows
that the proposed layer dropout graph differential contrastive
learning is superior to the existing graph contrast learning
model in improving the model recommendation effect.

There are two reasons for this: First, DGDCL uses layer
dropout to generate contrastive views, while in other graph
contrast learning models, noise data is added to the model to
generate contrastive views, and DGDCL avoids the influence
of noise on model recommendation. Second, DGDCL
adopts graph differential contrastive learning to make the
embeddings similarity distance of different nodes far apart.
At the same time, the prior similarity is used to set their
maximum embeddings similarity distance differently, so as
to avoid those nodes whose embeddings similarity distance
should be small being pulled apart indiscriminantly, resulting
in the model learning sub-optimal node embeddings.

2) PARAMETER ANALYSIS(Q2)
Layer dropout and graph contrastive learning play an
important role in DGDCL, so the parameters used in these
two parts are analyzed.

The parameters p in layer dropout control the number
of embeddings randomly dropout by the model, which can
prevent the overfitting of the graph convolution. In the
parameter analysis experiment, p is selected from [0, 1, 2],
and the experimental results are shown in Table 3. On the
whole, the model recommendation effect showed a trend of
first increasing and then decreasing.

When p is 0, no layer dropout, no contrastive views are
generated, and only the original multilayer graph embed-
dings are used for recommendation tasks and contrastive
learning tasks. At this time, the model is similar to SGL-
WA in SimGCL. Compared with the non-graph contrast
learning model, the recommendation effect of this method
is improved, because the contrastive learning task makes the
embeddings distribution learned by the model more uniform,
and a more uniform embeddings distribution can retain the
intrinsic features of nodes and improve the generalization
ability. When p is 1, the model recommendation effect is
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TABLE 2. Baselines comparison.

TABLE 3. Influence of the number p of layer dropout.

the best, because the layer dropout strategy adopted can
alleviate the overfitting problem of the graph on the one
hand, and generate two related and different contrastive
views on the other hand. Different views can help the model
learn different features, observe and compare the data from
multiple perspectives, and help improve the robustness and
generalization ability of the model. When p is 2, the model
recommendation effect decreases. At this time, the number of
layer dropout is too large, resulting in the loss of information
obtained by the model in the multi-layer aggregation stage,
and it is difficult to obtain the user and course feature
information.

The contrastive learning parameter λ controls the pro-
portion of contrastive learning in model training. The
comparative learning task is usually positioned as an auxiliary
task. In the parameter analysis experiment, λ is selected
from [0.1, 0.05, 0.01, 0.005], and the experimental results
are shown in Figure 3. The model recommendation effect
is the best when λ is set to 0.01 on XuetangX dataset. The
model recommendation is best when λ is set to 0.01 on the
MOOCCube dataset. When λ is too small, it is difficult for
contrastive learning to affect the model, and when λ is too
large, it will inhibit model training. A moderate value can
balance the relationship between recommendation tasks and
comparative learning tasks to achieve the best performance.

The contrastive learning parameter τ , also known as
temperature parameter, is the penalty degree of control con-
trastive learning on difficult negative samples. In the parame-
ter analysis experiment, τ is selected from [1.0, 0.7, 0.5, 0.2],
and the experimental results are shown in Figure 4. When τ

is set to 0.5 on the two datasets, the model recommendation

FIGURE 3. The influence of λ of contrastive learning.

FIGURE 4. The influence of τ of contrastive learning.

effect is the best. When τ is 1, that is, no parameter is
introduced, and when there is a difficult negative sample, the
contrastive loss is relatively small, and the penalty for the
parameter is also small. Since contrastive learning wants all
feature vectors to be as far away as possible, it is necessary
to increase the penalty for all misclassified samples, so the
value of τ must be less than 1 to amplify the penalty for
difficult negative samples. However, when the value of τ is
too small, contrastive learning will over-focus on difficult
tasks, which will make normal recommendation tasks cannot
be completed, and the model recommendation effect will
decline.

3) ABLATION EXPERIMENT(Q3)
In order to further verify the effectiveness of the pro-
posed method, ablation experiments were conducted on
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TABLE 4. Composition of ablation model.

TABLE 5. Ablation experiments results for DGDCL.

two datasets, mainly comparing the layer dropout method
proposed in this paper, layer dropout contrastive learning and
graph differential contrastive learning.The The experimental
results are shown in Table 4. The full DGDCL model
achieved the best recommendation results, and while the
remaining three variants had poor course recommendations,
they also outperformed the baseline model LightGCN.

The DGDCL-WD model does not use the layer dropout
training strategy in the recommended main task. DGDCL-
WDmodel course recommendation effect decreased, indicat-
ing the necessity of layer dropout. Layer dropout can alleviate
the overfitting problem of graph convolution in training and
make the model have good generalization ability.

The DGDCL-WCL model removes the contrastive learn-
ing task and uses only layer dropout. The declining course
recommendation effect of DGDCL-WCL model indicates
that graph contrastive learning plays an important role in
alleviating data sparsity and enabling models to learn even
and high-quality embeddings.

DGDCL-WA model does not generate contrastive view,
but directly uses the embeddings in the main task of
recommendation for contrastive learning. The decline in the
DGDCL-WA model course recommendation indicates the
effectiveness of using layer dropout to generate contrastive
views. Although DGDCL-WA further simplifies contrastive
learning, it is better to use layer dropout contrastive learning.
The view generated by layer dropout contrastive learning
comes from the original multi-layer graph convolution
features. Multiple different contrastive views can help the

model learn different features and observe and compare the
graph convolution features frommultiple perspectives, which
helps to improve the robustness and generalization ability of
the model.

The DGDCL-WDCL model removes the differential
calculation in the contrastive learning loss function. The main
reason for the decline in the course recommendation effect
of DGDCL-WDCL model is that the original contrastive
learning simply divides graph nodes into positive and
negative categories, so for some graph nodes that should have
high similarity, the similarity distance is far away from each
other, which hinders the completion of the recommendation
task and fails to bring the best effect of contrastive learning.

V. CONCLUSION
Personalized recommendation model has been widely used
in various fields of the Internet, but there is relatively little
research on course recommendation. Therefore, this paper
proposes a course recommendation model based on layer
dropout graph differential contrastive learning. In order to
improve the shortcomings of the existing recommendation
model, the high level information of user-user and course-
course is obtained through hypergraph. Using the idea of
dropout method in neural networks, a graph contrastive
learning model based on layer dropout is proposed. On the
one hand, layer dropout can alleviate the overfitting problem
caused by multiple graph stacking in graph neural networks,
and on the other hand, data sparsity can be alleviated
by graph contrastive learning. In addition, to improve the
contrastive loss, we put forward differential contrastive
learning, which effectively improves the effect of contrastive
learning in recommendation. Experiments on two course
selection datasets show that the proposed method can
effectively improve course recommendation quality, and the
effectiveness of each component of the model is fully verified
by ablation experiments.

In this model, only the user-course information is used
for course recommendation, which has certain universality
of recommendation model. However, there is still a wealth
of associated information in the characteristic information
of the course, such as the knowledge points contained in
the course, the teachers of the university teaching the course
and other information. How to integrate other types of
auxiliary information into the recommendation model to
further improve the effect of course recommendation will be
the next research direction.
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