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ABSTRACT Data privacy is essential in the financial sector to protect client’s sensitive information,
prevent financial fraud, ensure regulatory compliance, and safeguard intellectual property. It has become
a challenging task due to the increase in usage of the internet and digital transactions. In this scenario,
DDoS attack is one of the major attacks that makes clients’ privacy questionable. It requires effective
and robust attack detection and prevention techniques. Machine Learning (ML) is the most effective
approach for employing cyber attack detection systems. It paves the way for a new era where human
and scientific communities will benefit. This paper presents a hierarchical ML-based hyperparameter-
optimization approach for classifying intrusions in a network. CICIDS 2017 standard dataset was considered
for this work. Initially, data was preprocessed with the min-max scaling and SMOTE methods. The LASSO
approach was used for feature selection, given as input to the hierarchical ML algorithms: XGboost,
LGBM, CatBoost, Random Forest (RF), and Decision Tree (DT). All these algorithms are pretrained with
hyperparameters to enhance the effectiveness of algorithms. Models performance was assessed in terms
of recall, precision, accuracy, and F1-score metrics. Evaluated approaches have shown that the LGBM
algorithm gives a proven performance in classifying DDoS attacks with 99.77% of classification accuracy.

INDEX TERMS Machine learning, hyperparameter optimization, classification, cyberattacks, intrusion
detection.

I. INTRODUCTION
Modern advancements in technology have motivated the
progress of numerous domains like medicine, industries,
communications, etc. Because of the digitization of several
key essential service sectors such as insurance, power, mobile
recharge, banking, and telephone bill payments, etc. It
indirectly forces individuals to rely on online and mobile
banking. The rise in digital users has led to growth in
various services, and this association is growing more robust
than ever.

The associate editor coordinating the review of this manuscript and

approving it for publication was Christos Anagnostopoulos .

The internet and data repositories have not only become
the core of social and modern life, but they also store a
considerable number of records concerning people’s personal
information and national security. In a network, when an
attack or intrusion occurs, normal operations inevitably dis-
rupt national and personal data security will be compromised.
Consequently, network security has become increasingly
important, and cyber security has attracted the attention of
an increasing number of individuals [1]. One of the solutions
in emerging security defense technologies is an intrusion
detection system (IDS) [2].
DDoS is one of the attacks commonly observed in most

networks. In this attack, by sending multiple requests to the
server, the attackers place a heavy load of requests on the
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user server. These enormous requests by the attacker overload
the affected server’s bandwidth, making it inaccessible to
authorized users. Identification of DDoS attacks is necessary
to provide the right assistance to authorized users. DDoS can
be launched from various sources, which makes pinpointing
the attack’s origin difficult. IDS can assist in detecting
and preventing DDoS attacks by monitoring network traffic
and finding patterns that indicate any attack. It can also
assist in determining the type of attack and providing
recommendations on how to mitigate it. Furthermore, it helps
organizations to meet legal obligations and protect sensitive
data from unauthorized access. As a result, it is critical to
design robust intrusion detection systems capable of detecting
and preventing DDoS attacks in real-time. This study seeks
to investigate the efficacy of different intrusion detection
and mitigation strategies in detecting and mitigating DDoS
attacks and to give insights into creating more resilient and
efficient IDS systems. To support this, a case study is also
included in this work.

Several research works contributed to detecting these
attacks with better accuracy for different networks. Ran-
somware attacks hit the banking sector hard in the first
half of 2021 [3]. During COVID-19, a four percent increase
in business email compromise attacks occurred. Banks are
becoming increasingly vulnerable to large-scale cyber attacks
[4]. Because of the interconnectedness of the banks, a cyber
attack on one bank could endanger the economic viability of
another.

Cybercrimes have progressively grown over time as more
people use mobile banking and the internet [5]. This led
to a rise in fraudulent online activities such as credit card
fraud, online identity theft, insurance fraud, banking fraud,
and money laundering. DDoS approaches are challenging to
test and implement because of the complex nature, toughness,
and cost of current network infrastructure and protocols.
Networks encounter obstacles differentiating between legal
and malicious flows. ML has effective strategies to mitigate
these attacks.

ML is a part of artificial intelligence, which helps
the machine to learn intended tasks by itself from past
experiences [6]. It includes mainly three different types
of algorithms. The algorithm, which involves predicting
dependent variables from a group of predictors, is super-
vised learning. On the other hand, an algorithm that does
not involve a dependent variable for prediction is named
as unsupervised learning. Reinforcement learning is an
algorithm in which the machine makes certain decisions by
learning from previous data and gives effective outcomes
to make possible accurate decisions. To improve the pre-
diction results more effectively, ensemble ML algorithms
are developed. The main motto of this type of algorithm
is to collect results from multiple models to make effective
decisions rather than working as an individual model. The
Xgboost, LGBM, and CatBoost algorithms come under this
category.

ML models that have been properly trained will allow us
to classify various malicious activities in traffic effectively.
The purpose of inducing ML is varied [7]. They largely
correspond to stakeholders’ data objectives. These can be
translated into enhanced results in medicine, boosting the
study of the physical and life sciences, increasing manu-
facturing productivity, and giving businesses a competitive
edge. For businesses to achieve a competitive edge, using data
assets to produce value in addition to physical, financial, and
human capital has become highly significant. The impact of
ML on society cannot be understated, as it stands as the next
frontier for intelligence, development, enhanced decision-
making, and intrusion detection. Improving ML algorithms
with hyperparameters optimizes resource utilizations and
helps to achieve better performance results.

Hyperparameters are parameters that have been defined
before the training phase and influence how the learning
algorithm should work. These parameters are defined by the
model designer. It also impacts the model’s ability, training
speed, regularization, and other conditions. It facilitates
developing a trustworthy ML model and identifying the per-
fect set of hyperparameters, producing in an optimized model
[8]. It intends to maximize generalization performance while
minimizing error and achieving the best assessment metrics
within the user-defined time budget, such as sensitivity, F1-
score, accuracy, and specificity.

The following are main contributions of proposed work:
1) Proposal of a LASSO feature selection method using

hierarchal-based ML models to analyze network
attributes and attacks in a network.

2) Categorization of the working process into three mod-
ules: pre-processing, feature selection, and hyperpa-
rameter optimized tuning classification, which applies
ML algorithms for features selected from the LASSO
process.

3) Identification of the LGBM classifier as the best-
performing classifier, achieving an accuracy of
99.77%.

A. PAPER ORGANISATION
This study employs tree-based methods (XGboost, LGBM,
CatBoost, RF, and DT) to perform experiments on the
CICIDS dataset. Section II presents the motivation for
DDoS attack classification and the related works proposed
in Section III. Current work is discussed in section IV,
Outcomes in section V, case study in section VI, and
conclusion and future works in section VII, respectively.

II. MOTIVATION
The initial DDoS intrusion was recognized by the Computer
Incident Advisory Capability in the 20th century [9].
Microsoft stated that the DDoS attacks raised by about 25%
between the first and fourth quarters of 2021 [10]. This
serious DDoS incident has revealed the enormous danger
related to DDoS attacks and has attracted the interest of
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modern cybernetic societies. This attack has raised a vital
argument about cyber security and its erratic behavior [11].
According to the NETSCOUT threat intelligence survey,
there will be a significant rise in multi-vector DDoS attacks
in the first half of 2020 [12]. As a result, there is a strong
IDS need for current detection systems and DDoS attack
prevention techniques.

Intrusion detection systems (IDS) are developed to inves-
tigate suspicious activities in a network. It enables one to
know the actual intrusion detection on a network to reduce
the influence of an attack. Attackers constantly develop
new vulnerabilities and attack offensive methods to degrade
the system. Acquiring user credentials that allow access to
network resources and data is the primary objective of several
attacks.

III. LITERATURE SURVEY
The privacy and integrity of network infrastructure and
information systems are seriously threatened by DDoS
attacks. It might be challenging to identify DDoS attacks
before one can take measures to prevent them. Multiple
strategies, such as machine learning techniques, are utilized
in DDoS attack detection. ML approaches will detect these
attacks, and the outcomes will be acceptable. Some of the
major works are as follows.

A framework for detecting DDoS assaults based on
the fog-to-node concept is suggested by Yahalom et al.
[13]. Deep learning techniques are implemented using
loT networks and analysis. They proposed a framework
based on the NSAL-KDD, KDDCUP99, and ISCX datasets.
Additionally, they compared the results with deep learning
and shallow learning in diverse system environments. The
proposed technique has obtained 99.2% accuracy with deep
learning and 95.2% with shallow models. Khan et al. [14]
implemented a two-staged IDS framework using a stacked
autoencoder in combination with deep learning and soft-max.
Initially, the network traffic is categorized into attacked or
normal based on the probability score resultant; the result of
the first step becomes an enhanced feature in the next phase
to detect an attack. On the UNSW-NBI5 and KDD datasets,
the accuracy of this work is 99.99% and 89.13%, respectively.
Hameed et al. [15] presented a deep learning technique based
on IDS to identify cyber threats. Yin et al. [16] proposed
IDS based on RNN. The authors compared the results with
the proposed algorithm and other conventional methods for
classifying data outcomes, including J48, random forest, and
naive Bayesian. The experimental evaluation of the KDD
dataset has attained a resultant accuracy of 99.81%.

Diro and Chilamkurti in [17] worked on an LSTM-
based fog-tithing network method for loT networks. Each
loT node determines training and detection locally in the
proposed system, while fog nodes coordinate with the cloud
and other integrated nodes to compute and distribute model
updates. This approach is assessed using the ISCX dataset
with 15 iterations and 128 batch sizes. This methodology

has achieved 99.91% accuracy and 98.22% for binary, and
multi-class classification, respectively. Adaptive learning for
malware detection was suggested by Su et al. [18] KDD
dataset was used from the online database. KNN classifiers,
RF, and DT are used. The findings revealed that ensemble
models and DT produced good categorization outcomes
during this research. The suggested technique has an accuracy
rating of 85%.

Laghrissi et al. [19] implemented deep learning approaches
for de-detecting violations in a network using principal
component analysis applied for dimensionality reduction and
Long Short-Term Memory for feature selection techniques.
Hasan et al. [20] analyzed the interpretation of IoT system
performance of ML algorithms used to find anomalies and
forecast attacks. They compared the performance of DT, LR,
RF, SVM, and ANN with respect to F1-score, precision,
recall, and accuracy. They found that RF achieves better
performance than other algorithms. Nagaraja et al. [21]
worked on a combined deep-learning model for identifying
intrusions. In this work, the authorsmerged two different deep
learning models for CNN and LSTM classification from the
RNNmodel. Operations are applied to the KDDdataset. They
observed that the recommended strategies had an average
accuracy of 85.14%.

Behal and Kumar [22] authors worked on five classes and
27 features. DDoS attacks were identified using ML models:
SVM, decision tree, and MLP. It produces the best results
since it cannot include additional types of modern attacks and
examine the various features for feature selection. Hasan et al.
[20] have done work on tracking the IDS effectiveness by
using ML models. The CICDDoS2019 dataset was evaluated
using ANN, SVM, gaussian naive bayes, KNN, bernoulli
naive bayes, multinomial naive bayes, RF, LR, and decision
tree approaches. The best accuracy results were evaluated
using LR, KNN, and naive bayes. Cil et al. [23] applied deep
neural networks to identify DDoS attacks by using a random
selection of traffic recorded over the internet and worked on
DNN models for feature extractions. The authors applied the
CICIDS 2019 dataset, which includes a variety of 2019DDoS
attack types, using the features of deep learning.

Motylinski et al. [24] evaluated the results of KNN, RF,
logistic regression, and SVM classifiers that are graphics
processing unit accelerated, in addition to the preprocessing
processes used to create the training data. Due to the use of
GPU-based feature selection and trainingmodels, the training
and estimation times were significantly reduced. Akash et al.
[25] implemented ML methods. They made a model that
takes botnet identification into account. Their algorithms
focused on malicious communities of IoT devices that are
trying to connect to a network that could be caused by a
botnet.

In another study, Asadi [26] introduced SVM and autoen-
coder LSTM techniques, which are considered to identify
IoT botnet attacks using cooperative game theory. Compared
to prior research, the proposed method improved recall
by 11.629% and accuracy by 11.624%. To identify the
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twitter bot accounts by applying both fundamental and
derived characteristics. Gera and Sinha [27] worked on
the T-Bot identification framework. The machine learning
model parameters were considerably optimized to achieve
optimality value by calculating the automation score for
suspicious bots in online trend-centric communities. The sug-
gested T-Bot, which employs a novel centroid initialization
technique, reduces the effort required to find bots in trend-
centric datasets, especially when working with imbalanced
datasets, to increase the security of IoT-enabled devices
utilized for smart city network traffic.

An attack identification framework using a chi-square
feature selection and multi-class support vector machine
was introduced by Thaseen and Kumar [28] proposed
model optimizes the kernel parameter values of the radial
basis function using parameter tuning technology. The key
idea is to build a new multi-class SVM for detecting
intrusions to minimize train and test timings and improve
the classification efficiency of malicious activities. Ikram
et al. [29] implemented a strong anomaly detection model
by combining various deep neural network models such as
backpropagation networks, multilayer preceptors, and long
short-term memory. To achieve greater accuracy, the model
employs XGboost to incorporate the outcomes of each deep
learning model.

Yin et al. [16] employedÂ RNN as one of the DL models
to perform binary and multiclass classifications. The findings
from experiments indicate that binary classification has
greater results than multiclass classification. Furthermore,
they discovered that hyperparameters such as hidden neurons
and learning rate influence detection accuracy.

Cheon et al. [30] suggestedmodel consists of theWord2vec
embedding layer, which has been pre-trained using the given
datasets, and the GRU-LM. Excluding Bi-GRU, the accuracy
score acquired from them was used to analyze the efficacy
of every model. The proposed model scored 87.3%, which
was approximately threefold greater than the other models.
This study identified DDoS attacks using an LGBM with an
accuracy rate of 100%.

Mohmand et al. [31] recommended intrusion detection
using ML methodologies, KDD dataset, and supervised
models to balance the data for improved performance. A com-
parison analysis was implemented in this work using distinct
algorithms for classification, and good results were obtained.
Laurens D’hooge et al. [32] suggested an extensive review of
machine learning models for malware detection. This work
compares malware datasets obtained from various online
sources by applying different techniques. Authors discovered
that ML-supervised algorithmsÂ are extremely flexible to
detect attacks, which lets themmake better decisions quickly.
Assault detection is simplified by balancing the AE and
DNN parameters are modeled for this purpose. The author
of this article describes how to decrease model complexity
and generate a dense network with fewer nodes to avoid
overfitting. Islam et al. [12] The suggested strategy was

compared with ten contemporary finest techniques using
performance measures such as accuracy rate, precision,
F1-Score, and recall. Several assessments were run on the
KDD and CICIDS datasets to validate the results. In this
work, existing methods are outperformed by the proposed
method.

An innovative methodology was proposed by Salem et al.
[33] for digital transactions, which can be used to test
network attacks. To detect fraud, scoring accuracy model
levels for offline and real-time logs are combined. A frame-
work for huge data processing is described as a technique
for looking through huge transaction logs using spark,
Kafka, and MPP Gbase. The experiment shows that their
recommended methodology works well on a voluminous
dataset of digital financial transactions. Gupta et al. [34]
investigated cybercrime datasets and identified accessible
problems using K-Means, J48 Prediction Tree, and influ-
enced association classifier. K-means clustering is used in
influenced association classification with the J48 technique,
which chooses the initial centroids using K-means selection.
It can explore the record and identify whether cybercrime has
occurred. Financial institution cybercrime can be investigated
better and more appropriately by combining data from J48,
K-Means, and influenced Association Classifier.

Elsayed et al. [35] suggested DDoSNet, an IDS for DDoS
intrusions in SDN systems that use RNN as an encoder
for selecting features and softmax process at the resultant
layer with the null routing approach. CICDDoS2019 was
introduced to test the model for binary class classification on
DDoS. Rai and Mandoria [36] used Deep Neural Network
(DNN), Gradient Boosting Tree, and linear classifiers to
detect a network breach and train a multilayer model
comprised of all classifiers using the KDD dataset. Gradient
Boosting DT ensembles LGBM, multilayer models, and the
XGboost achieved better results in this work. Bakhareva
et al. [37] for detecting attacks, applied Logistic Regression,
CatBoost tree, Linear SVC, and LGBMmodels were applied.
Employed Logistic Regression, CatBoost tree, LGBM, and
Linear SVC for attacks detection. CatBoost outperforms
in terms of all performance metrics. As a result, new
opportunities for applying CatBoost to different domains
where gradient-boosted decision trees can help to solve
cyber-security concerns.

A comparative study for classifying network traffic was
introduced by Su et al. [18]. To detect intrusions, they
implementedML classifiers. KDD and CICIDS datasets were
considered. Results explored that when compared to other
methods, SVM produces the best outcomes.

Alissa et al. [38] authors applied ML techniques for botnet
detection in this work. XGBoost model, LR, and DT models
were evaluated as part of the recommendedmethodology. The
training and testing phases used the UNSW-NB15 dataset. In
this research, the decision tree strategy outperformed with
94% test accuracy. Table 1 presents accuracy results with
various algorithms and datasets.

VOLUME 12, 2024 10837



S. Dasari, R. Kaluri: Effective Classification of DDoS Attacks in a Distributed Network

TABLE 1. Recent works on attacks using ML.

IV. PROPOSED METHODOLOGY
This section outlines the approach used to forecast the
intrusions using CICIDS. Dataset, which can be accessed
through the Kaggle public repository. This data was brought
into existence by the University of New Brunswick for
analyzing various intrusions and DDoS attacks. The dataset is
created based on logs of the servers, which resemble different
types of attacks and attributes regarding logs. These are
observed during a particular period of time. The label column
specifies which type of attack took place.

The goal was to implement XGboost, LGBM, Cat-
Boost, RF, and DT algorithms. F1 score, accuracy, recall,
and precision were taken into account to evaluate their
effectiveness. Machine learning algorithms learn from data
that includes several types of attributes. The features in
the dataset substantially influence the training time and
performance of a machine learning system. Features in the
dataset that assist the machine learning model in acquiring
knowledge. Unnecessary and redundant features slow down
an algorithm’s training time and impact the algorithm’s
performance.

A. FEATURE SELECTION USING MIN-MAX SCALING,
SMOTE, AND LASSO
Feature scaling is an ML model that normalizes information
collected with varying mean and variance. Thus, min-max
scaling was employed to normalize the obtained data, which
lies in the features in the range of [0, 1] and [1, −1]. The

min-max scaler is represented by Equation 1

Y ′
=

Y − min(y)
max(y) − min(y)

(1)

SMOTE(Synthetic Minority Over-sampling Technique)
was applied for data balancing. It is an effective oversampling
technique that can help improve MLmodels’ performance on
imbalanced datasets. It reduces the influence of noisy samples
and obtains a more precise estimation of the true decision
surface. Feature selection refers to identifying the finest
features for training the ML model. LASSO methodology
was applied for this process.

Lasso(L) = LSq(loss) + λ ∗

∑
|βj| (2)

LSq(loss): This standard linear regression loss strives to
reduce the variation between target values and predictions.
The regularization parameter lambda specifies the amount of
penalty imposed on the true values of the coefficient (βj).
A higher λ value results in an effective normalized value
by shrinking their coefficient values towards zero.

∑
|βj|

resembles the total of the regression coefficients’ absolute
values. The penalty term induces the model to maintain small
coefficient values and effectively causes some coefficients to
become zero.

DDoS attack characteristics include a high volume of
traffic. It can evolve from multiple and variety of sources
with different forms. The proposed LASSO approach
helps to handle all the above-mentioned issues. LASSO
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(Least Absolute Shrinkage and Selection Operator) is a
machine-learning algorithm for feature selection and reg-
ularization. A regression analysis technique that selects
variables and applies regularisation to improve the statistical
model’s interpretation and prediction accuracy. It helps to
identify the most important features in the dataset that
contribute to the prediction of the target variable. In addition,
LASSO has unique capabilities like reducing overfitting,
multicollinearity, interpretability, and high-dimensional data
handling.

The proposed model is implemented with a hierarchical
ML-based methodology for classifying attacks. Classifica-
tion is a procedure to predict the class of an individual
data attribute, a predictive classification modeling task for
estimating the mapping function from the discrete input with
the output discrete variables. Estimating the classification of
a given data attribute using either proper or improper data is
feasible. The classifier uses training information to determine
how the input characteristic relates to the available classes.
Important features of hierarchical models are discussed in
the case study section. ML employs a classifier to discover
patterns in available data before categorizing the data into
several groups concerning their patterns. Table 2 gives details
of the unique characteristics of chosen ML models.

XGboost, LGBM, CatBoost, RF, and DT are effective
ML models that are relevant for classification. It is more
efficient than other algorithms and performs best for clas-
sification problems. With respect to execution time, it is
more efficient than other algorithms. Suggested models are
more efficient at classifying intrusions. The performance of
suggested approaches is evaluated using the accuracy of the
outcomes. Results demonstrate that the implemented strategy
outperforms existing methods in terms of accuracy. The
proposed methodology includes loading from the repository,
preprocessing the collected dataset, and processing resul-
tants, which can be split into training and test partitions.
Models are trained with hyperparameters to improve the
performance of each algorithm. Resultants are given to
XGboost, LGBM, CatBoost, DT, and RF for evaluating
results. Figure 1 describes the procedure of the current
work. It includes CICIDS-dataset loading from the repository,
preprocessing the collected dataset with min-max scaling,
and SMOTE analysis. LASSO was applied for feature
selection, and processed resultants can divided into training
and test partitions. Pretrained models with hyperparameters
train the models here with LGBM, CatBoost, XGboost, RF,
and DT to evaluate the results.

B. XGBOOST
XGboost: Gradient-boosted decision trees are implemented
in XGboost. This technique successively generates decision
trees, and weights are significant in this model. All indepen-
dent variable values are given as weights and subsequently
passed to the DT’s for predicting results [48]. If the weight

FIGURE 1. Proposed hierarchical IDS framework.

of variables predicted incorrectly by a tree increases, these
variables are then supplied to the subsequent decision
tree. At last various classifiers/predictors are combined to
create a robust and precise model. Pseudocode is available
in algorithm 1. It can address issues like classification,
regression, rankings, and customized predictions. XGBoost
is a supervised ML algorithm based on ensemble trees. It
aims at optimizing a cost objective function containing a loss
function (d) and a regularization term (β):

�(θ ) =

n∑
m=1

b (xi, x̂i)︸ ︷︷ ︸
Loss

+

J∑
j=1

β
(
pj

)
︸ ︷︷ ︸
regularization

, (3)

where x̂m is the prediction values, n the instances values in
the training set, J is the no of trees can be created and fk is a
tree from ensembled trees. The regularization expression can
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be defined as:

β (fu) = γL +
1
2

[
α

L∑
i=1

|ci| + λ

L∑
i=1

c2i

]
, (4)

where γ is the min loss split reduced value, λ is a
regularization value given on weights and c is the weight
included in each leaf. Let fu (xi) = cq(xi), where q is in
[1, L], where L is the no of leaf values. Greedy methodology
is applied to choose the splitting value to improve the gain
values.

Algorithm 1 Pseudocode for XGboost
1: Initialize the ensemble model Ei
2: for K = 1 to N trees do
3: Pseudo residuals should be calculated for each train-

ing sample: Set the pseudo-residuals for every sample
used for training as the loss function’s negative gradients
concerning the estimates a (Negative_Gradients)

4: end for
5: Fit the pseudo-residuals to a regression tree: By

using (X_train, Negative_Gradients), maximum_depth,
maximum_features.

6: Update the Ei
7: Update the training predictions: For each training Sam-

ple: Calculate tree.predict() method, upgrade the training
predictions bymultiplying the learning rate by the current
tree’s prediction.

8: Generate predictions on the testing dataset using
test_predictions, tree predict.

The following table summarizes the unique characteristics
of DT, RF, LGBM, XGBoost, and CatBoost machine learning
models for classification tasks:

TABLE 2. Unique Characteristics of DT, RF, LGBM, XGboost, and CatBoost.

C. LIGHT GBM
Light GBM: It produces results very quickly, so it was
preceded with the term ‘Light’. It can handle massive
amounts of data while using less memory. Gradient-based

one-side sampling (GOSS) and exclusive feature bundling
(EFB) are two major classifications in LGBM. The best fit
divides the tree leaf-wise, whereas other boosting methods
split the tree level-wise. This approach minimizes loss
compared to the level-wise algorithm when growing on the
same leaf. Another reason for its popularity is its effectiveness
on results. Pseudocode is available in algorithm 2. It also
enables GPU learning. Therefore, data scientists frequently
employ it to build data science applications.

Ŝi(b) =
1
n


(∑

yj∈qm hj +
1−c
d

∑
jj∈pm hj

)2
nim(b)

+

(∑
yj∈qn hj +

1−c
d

∑
yj∈pn hj

)2
nin(b)

 (5)

where Ŝi(b) is the estimated variance gain on the subset q∪p,
ql =

{
yi ∈ q : yji ≤ b

}
, qn =

{
yj ∈ q : yji > b

}
, pm =

{
yj ∈

p : yji ≤ b
}
, pn =

{
yj ∈ p : yji > b

}
, and the coefficients

1−c
d is applied to minimize the sum of the gradients over B

back to the size of qc. The estimate Ŝi(b) is applied on small
instance subset values instead of the accurate Si(b) over all
the occurrences that are used to identify the split point.

D. CATBOOST
CatBoost: This algorithm works with categorical features
without applying feature encoders. It handles missing
values and dynamically scales all columns to the same
scaling, whereas other models require considerable column
conversion. It also employs a cross-validation method to
select the ideal hyperparameters for the given model. It
supports both L1 and L2 regularization methods to reduce
overfitting. CatBoost estimates the negative gradient of the
loss function concerning the present estimations at every
cycle of the algorithm and then applies a modified version
of the gradient to the available predictions to update the
predictions. Pseudocode is available in algorithm 3.

If σ = (σ1 σn) is the permutation, then yσq, s is replaced
with ∑q−1

i=1

[
yσi,s = xσq,k

]
Mσj + f · q∑q−1

i=1

[
yσi,s = xσq , s

]
Mσj + f

(6)

where q is a privious value, and f is the weight of the privious
value. Meanwhile, the parametric value f > 0.

E. DECISION TREE
Decision Tree (DT): DT is one of the extensive forecast
modeling methods used in various applications [49]. It is a
common algorithmic strategy used to generate decision trees.
It is one of the popularÂmethods of supervised learning [50].
The purpose is to create a prototype that employs the learning
instructions from the easy selection of a tree to predict the
value of an objective variable. It follows the concept of if-then
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Algorithm 2 Pseudocode for Light GBM
1: 1: Initialize model parameters: learning_rate,

num_leaves, max_depth, no of iterations
2: 2: Find the initial prediction value (at iteration 0)

initial_predictionvalue = initialize_prediction(y)
3: 3: Iterate the specified number of iterations by using

num_iterations
4: 4: Apply Hessian and gradient of the loss function.

Hessians, gradients = computed value_gradients and
hessians(y, initial_predictionvalue)

5: 5: Train a decision tree based on the gradients and
Hessian values

6: 6: ifobjective == ’regression’ then
7: 7: tree = train_regression_tree(lgbm_dataset, gradients,

hessians, num_leaves, max_depth)
8: 8: objective == ’binary’
9: 9: tree = train_binary_tree(lgbm_dataset, gradients, hes-

sians, num_leaves, max_depth)
10: 10: objective == ’multiclass’
11: 11: tree = train_multiclass_tree (lgbm_dataset, gradients,

hessians, num_leaves, max_depth)
12: 12: raise ValueError(‘‘Invalid objective function.’’)
13: 13: end if
14: 14: Calculate the prediction value of decision tree

tree_predictions = tree.predict(X)
15: 15: Update the ensemble and prediction value by

appending to the decision tree
16: 16: ensemble.append(tree)
17: 17: initial_prediction=(update_ensemble_prediction

(initial_prediction, tree_predictions, learning_rate))
18: 18: Return the trained ensemble of decision trees.

Algorithm 3 Pseudocode for CatBoost
1: Procedure CatBoost (X, y, params): Set F0 as the starting

estimate, which is commonly specified as the mean of y.
2: for m = 1 to pn_i do
3: Calculate the gradients of the loss function

concerning
4: F_m-1 for each sample in ‘X’. For every sample in X

compute the loss functions to second order gradient
concerning F_m-1.

5: end for
6: For each feature column j in X:

Compute the per-object gradients and hessians for
feature f_j.

Based on the gradients and Hessians, customize the
weights of each group in element e_j.

7: Using line search or alternative optimization approaches,
determine the appropriate step size for F_m.

8: F_m should be updated for every instance in X using the
best step size and per-object weight values.

9: Return the obtained final predictions
F_pni.

rule sentences. Classification of good behavior can be done
without performing a lot of computation. Each split can be

done based on a feature. If the feature is categorical, a divide
is performed on the items that belong to a class. If the feature
is continuous, the elements greater than the threshold are
used to split the feature. The decision tree will select the
most favorable variable at each split pseudocode available in
algorithm 4.

Algorithm 4 Pseudocode for Decision Tree
1: To generate A classifiers:
2: Decision Tree (Node n, Data Partition D)
3: if K>0 then
4: Create ch children Ch1, Ch2 . . .Chk of n
5: splitting-criterion to partition D into D1, D2,. . .Dk
6: AOI-Method to D to find
7: use splitting-criterion of node n
8: Let K be the no of children of n
9: for i=1 to K do

10: Decision Tree (Chi, Di)
11: end for
12: end if

The formula for Entropy is shown below:

D(T ) = −pro(+) log pro(+) − pro(−) log pro(−)

Here pro+is the probability of active classes, pro is the
probability of nonactive classes, and T is the subset value of
the train data.

F. RANDOM FOREST
Random Forest (RF): RF is one of the supervised ML
classifiers. It can be employed in applications for both
classification and regression. Data is trained using a range
of techniques, like bagging. RF functions similarly to a
decision tree and resolves a categorization problem. Here,
a group of decision trees are used to perform classification,
and the grouping of separate judgments results in the final
classification. A tree in the ensemble makes a classification
using a subset of the features in the total dataset. In many
instances, the final classification that is created from the
results of all such trees accurately depicts the training data
patterns. Pseudocode for RF is available in algorithm 5.

Random forest: Then feature importance values from each
tree are summed and normalized:

RandomForestXx =

∑
y norm XXy∑

y∈ all features ,T∈ all trees norm XyT
(7)

RandomForest Xx is the priority of feature x calculated from
all trees in the RF model, normX sub (xy) is the normalized
feature importance for x in tree y. The RF was frequently
employed for a wide range of operations since it effectively
produces high performance. The development of numerous
DT’s during the training phase and the integration of their
estimates via voting by the majority are two fundamental
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Algorithm 5 Pseudocode for Random Forest
1: To create A classifiers:
2: for i=1 to A do
3: To generate D, choose samples at random fromÂ the

training data D using replacement.
4: Generate a parent node Ni that contains Di.
5: Call BuildTree(Ti) BuildTree (T):
6: end for
7: if N comprises only instances of one class. then
8: return
9: else

10: Select x% of the possible dividing features in T at
random.

11: To split on, choose the feature F with the most
information gained.

12: Create st child nodes of T ,T1, . . . .Tst , where F has
st possible values( F1, . . .Fst)

13: end if
14: for i=1 to F do
15: place the values of Ti to Di, where Di represents all

T instances that match Fi.
16: Call BulidTree(Ti)
17: end for

components. The voting method reduces the likelihood of
models overfitting.

V. RESULTS AND ANALYSIS
In this section, evaluated results concerning machine learning
algorithms are discussed. Python programming was used
to implement the system. Sklearn is the library used to
retrieve data. It offers efficient ML and statistical modeling
tools, such as categorization, regression, cluster analysis,
and dimensionality reduction, to extract the algorithms and
display the results.

Metrics considered for evaluating the ML model’s per-
formance are precision, recall, F1-score, accuracy values.
Higher accuracy values result in greater ML model perfor-
mance. The following formulas are used to calculate the
accuracy value. The chosen metrics can be calculated using
the equations:

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(8)

Precision =
TP

TP+ FP
(9)

Recall =
TP

TP+ FN
(10)

F1 =
2 ∗ TP

2 ∗ TP+ FP+ FN
(11)

All the above metrics can be determined by considering
True Positive (TP), which indicates how many predictions
made by the ML model are accurate. It is considered a
true positive if the estimated value matches the actual value

FIGURE 2. Classification accuracy evaluation using proposed ML models.

in the data set. If the actual value of the ML model’s
result variable is not equal to the predicted value, it is
appended to the true negative (TN) values. If the attack is
considered positive in the label but is absent from the true
data set, this instance is taken into account as a false positive
(FP), and vice versa for a false negative (FN). The ML
models used for intrusion detection and classification are
discussed here. The analysis of experiments was performed
on hierarchical algorithms and optimizationmethods. Table 3

TABLE 3. Performance metrics evaluation on ML models using HPO.

gives precision, recall, F-1 score, and accuracy outcomes by
applying HPO values. Table 4 describes the hyperparameters
and their type, considered search space, and obtained the
best search space values. LGBM has effectively performed
with max_depth as −1, learning_rate as 0.05, num_leaves
as 31, and n_estiamtors as 200. XGboost has shown its
best outcome values with max_depth as 6, learning_rate as
0.1, and n_estiamtors as 300. CatBoost produced its results
with depth as 8, learning_rate as 0.1, and iterations as
300. DT produced max_depth as 5 and min_samples_split
as 2. RF given n_estimators as 200, max_depth as 4, and
min_samples_split as 2. Table 5 presents the accuracy results
before and after applying hyperparameters. It spots a light to
show the performance enhancement, especially the LGBM
algorithm, which has shown better accuracy than other
models.

Figure 2 gives the classification accuracy of each ML
model. It represents the accuracy results of the ML models
on the dataset and illustrates that the LGBM model performs
effectively. In the research observations, LGBM handled the
large-scale data effectively, had a faster training speed, and
had lower memory usage than other algorithms. Parallel and
GPU learning aided in improving performance. Due to the
presence of the above supporting functionalities in LGBM,
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TABLE 4. Hyperparameter configuration space considered for ML models.

TABLE 5. Accuracy of ML models before and after applying HPO.

it has shown its proven performance compared with other
algorithms. The accuracy of LGBM, XGboost, CatBoost,
DT, and RF is 99.77%, 99.73%, 99.62%, and 99.14%,
respectively. Outcomes show better performance results than
the works done in [17], [44], and [45]. It also provides
comparison information about before and after applying
hyperparameters.

VI. CASE STUDY ON DDOS ATTACKS
In addition to the real-time scenarios discussed in the
motivation section, the following are some more supporting
incidents motivated for this work. In February 2020, Amazon
Web Services reported that it had mitigated a massive DDoS
attack. The attack was so intense that it saw incoming traffic
at a rate of 2.3 terabits per second (Tbps), which is the
largest ever recorded. AWS did not reveal the customers
that were the focus of the attack [51]. GitHub is a widely
used online code management platform on which millions
of developers rely. Additionally, it became the target of a
DDoS assault that sent packets at a pace of 126.9 million
per second, reaching 1.3 Tbps [52]. In the complex web
of international finance, the secure and efficient exchange
of information is paramount. The current case study delves
into a series of Distributed Denial of Service (DDoS)
attacks that targeted both the SWIFT network and Banco de
Chile, unraveling a disruptive narrative in the heart of the
financial sector. SWIFT (Society for Worldwide Interbank

Financial Telecommunication) is the backbone for secure
and standardized messaging within the global financial
community. Banco de Chile, a major financial institution,
relies heavily on SWIFT for international transactions and
communication with correspondent banks.
Implications Of DDoS attack on SWIFT and Banco de

Chile: The SWIFT [53] and Banco de Chile [54] DDoS
incidents highlight the vulnerability of critical financial
infrastructure to targeted cyber attacks. The aftermath
prompts a paradigm shift in cybersecurity strategies, empha-
sizing collaboration, information sharing, and continuous
improvement to safeguard the integrity of international
financial systems. The resilience demonstrated in the face
of these challenges becomes a pivotal chapter in the
ongoing evolution of cybersecurity within the global financial
landscape. SWIFT and Banco de Chile, both financial
firms services, experience intermittent disruptions and face
a surge in malicious traffic. DDoS attack impacts the bank’s
online services, affecting customer transactions. News of
the incidents spreads, impacting SWIFT’s reputation for
secure financial messaging–declining customer trust and
confidence.

A. SOLUTION
In this scenario, the proposed hierarchical Machine Learning
(ML) technique involves organizing data into a tree-like
structure, where each node represents a cluster of data points.
The clusters are then further divided into sub-clusters, and so
on, until the individual data points are reached. It is a powerful
tool for analyzing complex datasets and can be used in various
applications. This approach is useful for a variety of reasons:

1) Interpretability: These models are often more inter-
pretable than other types of models, as they provide a clear
visual representation of the data structure.

2) Flexibility: Models can be used with many data types,
including continuous, categorical, and binary data.
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3) Scalability: Large datasets can be easily parallelized and
distributed across multiple machines.

4) Accuracy: these models can capture more complex
relationships between data points than other models.

5) Clustering: which is grouping similar data points
together. This can be useful for various applications, such as
anomaly detection, image and customer segmentation.

B. PRACTICAL IMPLICATIONS
1) Financial sector administrators and security teams can
deploy this approach to enhance their DDoS mitigation
strategies.

2) Continuous model retraining and feature refinement are
essential to adapt to evolving attack methods.

VII. CONCLUSION
Network security is becoming more crucial in today’s
information-based environment, especially in financial sec-
tors. With the advent of digital transformation in public
life, the range of threats and attack patterns was growing
rapidly. Cyberspace provides enormous benefits, potential,
and significant challenges, too. It is crucial to develop
advanced security systems that are capable of accurately
detecting various sorts of intrusions. The current study
provides effective hierarchical ML techniques for intrusion
detection and classification to support this issue. Proposed
research suggests that machine learning algorithms are
capable of accurately predicting attacks. The LGBM model
prediction accuracy performs more effectively than other ML
models. Hyperparameters also played an influential role in
improving classification accuracy. In future work, planning
to add more ensembled ML and deep learning models
along with various optimization methods to improve forecast
accuracy.

TABLE 6. Abbreviation.

ABBREVIATIONS
The following abbreviations shown in Table. 6 are used in this
manuscript
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