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ABSTRACT Different intelligent devices have different operating systems, data interaction modes and
network connection modes, which greatly hinder the realization of the Internet of everything. In view of
the above problems, the combination of multi-IP core and Internet of Things application server, and the field
programmable door array to improve its response speed, and reduce the system power consumption. Then
a set of data communication technology is designed on the basis of Huffman coding to improve the data
compression efficiency of the system and adapt to the transmission of various data. The experimental results
show that the propagation efficiency of this data communication technology is about 73% on average, and
the transmission rate fluctuates between 8MB and 14MB per second, which can reduce the coding time by
about 10% compared with the traditional Huffman coding.

INDEX TERMS Intelligent terminal, Internet of Things, data communication technology, multiple IP cores,
field programmable gate srray.

I. INTRODUCTION
With the continuous progress of science and technology and
the flourishing development of digitalization, interconnected
IT equipment has become an indispensable part of modern
society [1]. However, the challenges and complexities of
connecting different IT devices are also emerging. This paper
will explore in detail the challenges and complexities of con-
necting different IT devices and clarify why these challenges
are critical to users and the digital ecosystem [2], [3]. First,
connecting different IT devices involves differences between
different operating systems, communication protocols, and
data formats. For example, the operating system used by a
smartphone may be different from that used by smart home
devices or industrial automation devices [4]. This difference
leads to interoperability problems between devices, making it
difficult for users to achieve seamless device connectivity and
collaborative work. Secondly, different devices use different
communication protocols, such as Wi-Fi, Bluetooth, Zigbee,
etc. Incompatibility between these protocols makes commu-
nication between devices difficult, requiring adaptation and
conversion. In addition, communication between devicesmay
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be affected by signal interference, distance limitations, and
security and privacy protection. In addition, different devices
use different data formats to store and represent the data.
This difference in data format makes transferring and inter-
preting data between devices complicated [5]. In addition,
data security and privacy issues are also important factors
to consider when connecting to different devices. These
challenges and complexities have important implications for
users and digital ecosystems. For users, the difficulty of
connecting different IT devices may lead to a decreased use
experience and reduced user satisfaction. Users may have to
face problems where devices cannot work with each other,
and data cannot be shared and transmitted. But these tech-
nologies are not enough to solve the complexity of connecting
different devices and the performance problems.In view of
this, the study first adopted the field programmable gate array
(Field-Programmable Gate Array, FPGA), combined with
the multi-IP core and Internet of Things application server
to design the multi-IP core Internet of Things application
server (Multiple IP cores-Internet of Things Application
Server, MIC-IoTAS), and then proposed a series of opti-
mization measures to improve the access capacity of the
system. On the basis of Huffman coding, combined effi-
cient video coding (High Efficiency Video Coding, HEVC)
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and DCT transformation (Discrete Cosine Transform,
DCT) (Joint Huffman Coded Discrete Cosine Transform,
JHC-DCT). The research aims to explore and study the uni-
fied access and data communication technology of diversified
terminal devices and improve the performance of terminal
devices, so as to contribute to the building of a seamless
connected and interconnected digital ecosystem.The research
mainly includes four parts. The second part summarizes
the current research status of IoT and DC technology, and
summarizes the research achievements and methods at home
and abroad. Thirdly, a diversified IT unified access model
and DC technology were designed, and JHC-DCT network
communication scheme and MIC-IoTAS terminal access
scheme were established. Finally, the optimization effect of
the model was evaluated through comparative experiments
and efficiency validation. The performance of this technology
has been tested in various aspects in practical use.

II. RELATED WORKS
The arrival of IoT has led more people to attach importance
to the interconnection of diverse IT, and DC technology has
made significant progress. The rapid growth of data traffic
in the communication industry has led to excessive network
load. In response, Ren et al. designed an emerging semicon-
ductor material that can provide tunable optoelectronic prop-
erties and solution processability. These experiments confirm
that the material improves the modulation performance and
device efficiency of LEDs [6]. Aceto et al. explored a
network framework that combines mobile computing and
human-computer interaction to address the complexity of net-
work communication technology in the Industry 4.0 process.
These experiments confirm that the framework improves
overall network performance [7]. Poulton et al. has designed
a long-range LiDAR with high-performance optical phased
array and free space DC technology to improve the perfor-
mance of DC. These results confirm that this technology
significantly improves data transmission performance [8].
Wang et al. have designed a secure vehicle DC method based
on NDN to address the safety issues of on-board DCs. These
experiments confirm that this method reduces DC costs and
failure rates [9]. Sekera et al. proposed a method for con-
necting low Earth orbit satellites to the Internet to address
the difficulties of space and aviation DC. These experiments
confirm that this method improves the reliability of aerospace
communication systems [10]. Kholit and other scholars have
designed three dissemination network models to address the
problem of the proliferation of false information on the Inter-
net, namely centralized network, decentralized network, and
distributed network. These results confirm that this method
reduces the spread of false information on the internet [11].

Emroozi et al. designed a new supply chain design based
on IoT and delivery reliability to address waste and returns
in the supply chain system. These experiments confirm that
the supply chain using this system has reduced waste by
20% [12]. To explore the potential of IoT, Kumar et al.
discussed different challenges and key issues in IoT,

architecture, and important application areas. This helps read-
ers and researchers understand IoT and its applicability in the
real world [13]. Alsharari et al. designed a new blockchain
trading technology by combining blockchain with IoT to
improvetrading accuracy. These results confirm that the tech-
nology improves the integration efficiency of these two [14].
Singh and other scholars have designed an IoT based medical
security system to improve patient satisfaction and reduce
readmission rates in hospitals. These results confirm that
the system reduces the operating costs of the medical sys-
tem [15]. Liu et al. designed a new security mechanism
by combining IoT and machine learning to address many
security issues in IoT devices. These results confirm that this
method improves system security by 42% [16]. Xie et al. pro-
posed a DL based-lite distributed semantic communication
system, L-DeepSC, to address the issue of limited computing
power and difficulty in achieving semantic communication
in IoT devices, for low complexity text transmission. These
experiments confirm that the system performs well in low
signal-to-noise ratio regions, achieving a compression ratio
of 40% [17].
In summary, DC and unified access between diversified

intelligent devices have become important means to achieve
IoT. However, the traditional DC method lacks consideration
in terms of video data compression and security. Therefore,
the study combines MIC and IoTAS, and designs a more effi-
cient and secure DC technology based on Huffman encoding
in conjunction with HEVCDCT to promote the IoT industry.

III. DESIGN OF UNIFIED ACCESS TECHNOLOGY FOR IT
EQUIPMENT AND DC TECHNOLOGY
This chapter consists of two parts. Firstly, a unified access
scheme for MIC-IoTAS devices is designed based on the
use of FPGA, combining MIC and IoTAS. Secondly, based
on Huffman encoding, a DC technology was designed in
conjunction with HEVCDCT.

A. MIC-IOTAS EXTENSION ACCESS INTERFACE
The core module of the architecture is mainly implemented
based on IP cores, which include user-defined IP cores and
third-party IP cores. Among them, user-defined IP cores
are reusable components developed based on specific needs,
while third-party IP cores are mature and validated modules
provided by external suppliers. Adopting IP core devel-
opment and reuse technology can significantly reduce the
difficulty and cycle of system development, and ensure that
the system can be quickly implemented. By utilizing existing
IP cores, developers can avoid designing and implementing
all functional modules from scratch, thereby saving a lot of
time and effort. In addition, the reusability of IP cores also
enables the system to migrate and share more efficiently
between different projects, further improving development
efficiency. On the other hand, based on various verified IP
cores, the system can be guaranteed to have good stability
and reliability. By extending the IoTAS access interface,
external devices can send data to the IoTAS platform, receive
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FIGURE 1. Schematic diagram of MIC-IoTAS model structure.

FIGURE 2. Schematic diagram of NCAP model structure.

commands, and communicate with other devices and services
on the platform. In this way, the IoTAS platform can serve as
a central hub to integrate and manage multiple different types
of devices and systems, achieving data aggregation, analysis,
and control. The IoTAS extension access interface provides a
consistent data model, message format, and protocol spec-
ification to ensure seamless integration of various external
devices and systems with the IoTAS platform. It simplifies
the work of developers, reduces the complexity of integration,
and promotes interoperability between different vendors and
technologies. In IoTAS, multiple IP cores can be combined
and integrated to achieve different types of access interface
functions. These IP cores can include Ethernet controllers,
serial interfaces, wireless communication modules, etc., and
can be selected and configured according to specific needs.

MIC-IoTAS model is formed by integrating multiple IP cores
into IoTAS system in Figure 1.

In the entire architecture, Networked Control and Automa-
tion Platform (NCAP) serves as the ‘‘computing management
hub’’ of the system, responsible for the core computing,
storage, and management work of the system. Through com-
munication with other devices and systems, it achieves data
collection, processing, and analysis. NCAP, as a centralized
control node, is responsible for coordinating and managing
various components and functional modules of the entire
system, ensuring system stability and efficiency. It provides
a unified interface and protocol, allowing different types
of devices and systems to seamlessly interact and integrate
with it, thereby achieving intelligent control and automated
management. NCAP can meet the requirements of system
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FIGURE 3. Schematic diagram of STIM model structure.

well and provide reliable data transmission and processing
capabilities, providing strong computing and management
support for the entire system in Figure 2.

Sensor and Transformer Interface Module (STIM) is the
‘‘wired acquisition hub’’ of the system, responsible for
accessing low-speed devices such as sensors and actuators.
STIM utilizes Analog to Digital Converter (ADC) to achieve
access support for analog output interface devices. The ana-
log signals output by the device are converted into digital
signals through ADC, which can be further analyzed and
processed by the system. STIM, as a key component of
this system, is responsible for connecting various types of
sensors and actuators with the system to provide accurate
data collection and control functions. STIM can ensure the
interoperability and universality of devices, and seamlessly
integrate with other devices that meet this standard, thereby
achieving efficient and reliable data acquisition and signal
conversion processesin Figure 3.

WTIM (Wireless Transducer Interface Module) is the
‘‘wireless acquisition center’’ of the system, which is respon-
sible for wireless access to low-speed devices such as sensors
and actuators. WTIM uses wireless communication tech-
nologies, such as Wi-Fi, Bluetooth or Zigbee, to wirelessly
connect with sensor devices to achieve data transmission
and remote control. With the help of wireless acquisition
center, the limitation of wired connection can be eliminated
and provide greater flexibility and convenience. The overall
architecture of the entire IoTAS extended access interface can
effectively support the unified hardware access of massive
heterogeneous devices under the Internet of Things. This
includes not only low-speed devices such as traditional sen-
sors and actuators, but also new and high-speed devices such
as digital cameras and printers. This integrated architecture
ensures seamless device connectivity and interoperation with
the IoTAS platform by providing diverse interfaces and proto-
col support. The presence ofWTIM can reduce the computing
and communication burden of terminal devices. For example,
a terminal device simply needs to send data toWTIMwithout

communicating directly with the cloud or the main controller.
This approach of ‘‘uninstalling’’ computing tasks to WTIM
helps to improve terminal device performance and battery
life. In addition, combinedwith technologies such as the Field
Programmable Door Array (FPGA), WTIM can support new
and high-speed devices at a lower cost of hardware resources.
The programmability of FPGA enables WTIM to flexibly
adapt to different device interfaces and protocols, thus further
improving the utilization efficiency of hardware resources.
It is a programmable logic device, as shown in Figure 4.

Unlike traditional fixed function integrated circuits, FPGA
can achieve specific digital logic functions through pro-
gramming. It consists of a series of programmable logical
blocks and programmable connection resources [18]. FPGA
has flexibility and reconfigurability, allowing engineers to
configure and modify its logical functions as needed. This
means that FPGA can be used to implement various digital
circuits, including processors, memory, counters, multipliers,
etc., [19], [20], [21]. By reprogramming the FPGA, designers
can quickly prototype and validate the design, and iterate
and optimize it during the design process.In order to enhance
the access capabilities of STIM and WTIM, a series of com-
prehensive and detailed hardware improvement and software
optimization plans need to be taken. For hardware improve-
ments, STIM can increase the number of ADC channels to
support more sensor access and increase the ADC sampling
rate to obtain more accurate signals. In addition, in order to
adapt to different types of sensor outputs, it is also neces-
sary to consider increasing the analog input voltage range of
STIM. For WTIM, introduce faster wireless communication
technologies such as 5G or Wi Fi 6 to ensure communication
with external devices is maintained at high speed and low
latency. At the same time, increasing the number and diver-
sity of antennas can improve the stability and coverage of
wireless communication. In terms of software and algorithms,
STIM can optimize data processing algorithms to process and
forward data toNCAP at a faster speed. Develop adaptive sen-
sor recognition algorithms to enable STIM to automatically
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FIGURE 4. FPGA schematic diagram.

recognize sensor types and adaptively adjust parameters such
as sampling rate and gain. In addition, the introduction
of priority management mechanism can schedule based on
the priority of sensors or the importance of data, ensuring
the priority processing of critical data. For the software and
protocol optimization of WTIM, firstly, optimize the wire-
less access protocol, remove unnecessary functions and steps
through protocol stack pruning, making it more concise and
efficient. Introduce a fast connection mechanism to reduce
the number of signaling interactions during the connection
establishment process, enabling devices to quickly establish
connections with WTIM. At the same time, improve the
protocol to support simultaneous access of multiple devices,
avoid access conflicts, and reduce retransmission probabil-
ity. Secondly, implement concurrent connection management
by designing connection queue management to manage the
attempted devices, and dynamically adjust the position of
devices in the queue based on factors such as device priority
and historical connection records. Introduce a load balancing
mechanism to evenly allocate concurrent connections to mul-
tiple processing units, ensuring that each connection can be
processed in a timely manner. At the same time, a connection
timeout management mechanism is established to automati-
cally release connections without data interaction for a long
time, effectively releasing resources for new device access.
Finally, in order to ensure the efficiency and security of data
transmission, we can adopt a series of technical solutions.
By monitoring signal strength and detecting factors such as
mobility, the data transmission rate is dynamically adjusted to
achieve adaptive rate adjustment. In terms of data compres-
sion and encryption, choose efficient compression algorithms
and mature encryption schemes, and design collaborative
processing mechanisms to enable data to be encrypted imme-
diately after compression and then transmitted. This can save
bandwidth while ensuring data security.

B. DC TECHNIQUE FOR HEVCDCT COEFFICIENTS
USING JHC
After addressing the issue of unified IT access, it is also
necessary to address the intermediate DC issue. The solution
to DC involves multiple aspects, first of all, the transmis-
sion medium, which DC needs to carry the transmission of

information. The transmission medium can be wired, such as
copper cable, optical fiber, etc. It can also be wireless, such
as radio waves and microwaves. Secondly, there are protocols
and standards. In DC, protocols and standards specify the
format of data, transmission methods, error detection and
correction mechanisms, and data frame structure. Common
network protocols include TCP/IP, HTTP, FTP, etc. Then
there is the modem, which converts the digital signal into
an analog signal for propagation through the transmission
medium, while also converting the received analog signal
into a digital signal. Modems play an important role in wired
and wireless communication, and wireless communication
technologies include Bluetooth, Wi Fi, mobile communica-
tion (such as 3G, 4G, 5G), IoT communication protocols,
etc. [22]. These technologies enable TD to transmit and
communicate data wirelessly. In addition, security in DC is
also very important, especially when it comes to confidential
information or sensitive data. Data security and encryption
technologies are used to protect the privacy and integrity of
data, preventing unauthorized access and tampering. Data
compression is a processing method that converts data rep-
resentation into a more compact form to reduce storage
space or reduce the cost of data transmission during data
exchange. Data compression can be used in multiple fields
and applications, such as data storage, data transmission,
image processing, audio processing, etc. The following pro-
cess can be used to compress data from different IT sources
in Figure 5.

Figure 5 shows the process of compressing data from
different IT sources. Firstly, data collection is carried out to
obtain data from various IT sources, including text, images,
audio, video, and other forms of data. Then there is data
preprocessing, which preprocesses the original data, such
as removing noise, reducing redundancy, standardizing, etc.,
to improve the data compression effect. The third step is
to select a compression algorithm based on the data type
and characteristics. Next is data compression, which applies
the selected compression algorithm to each data block and
converts it into smaller representations. This may involve
operations such as encoding, transformation, quantization,
etc., depending on the selected compression algorithm. Then,
a compression ratio calculation was conducted to evaluate the
compression effect by calculating the compression ratio of
the compressed data relative to the original data. The sixth
step is data transmission/storage, which transfers the com-
pressed data to the target system or storage device. It can be
transmitted and stored on cloud or local devices through the
network, and suitable methods can be selected according to
needs. Finally, there is decompression, which decompresses
the compressed data on the target system and restores it to
its original form. Based on the compression algorithm and
parameters used, the data was reversed to return to its orig-
inal state. Data compression includes lossless compression
and lossy compression. The experiment adopts lossless com-
pression method. Common lossless compression algorithms
include Huffman encoding, Lempel Ziv Welch encoding,
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FIGURE 5. Different intelligent terminal data compression processes.

and Burrows Wheeler Transform [23]. Lexicon Ziv Welch
achieves data compression by establishing a dictionary and
encoding consecutive character sequences. Equation (1) is a
function of data sequence length.

η(x) =
x
h
lg x −

Ax
h

−
xl
k

+ (
lg x
h

) (1)

In Equation (1), x represents the number of codewords
generated during data compression, which is information
entropy.When compressing a data sequence with a length of n
compression, and when n approaches infinity, the asymptotic
solution in Equation (2) can be obtained from Equation (1).

xn =
nh
lg n

(1 +
lg lg n
lg n

+
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lg n
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(lg lg n)2

lg2 n
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In Equation (2), xn represents the number of codewords gen-
erated by compression. BurrowsWheeler Transform sorts the
circular rotation of strings to obtain a new string and extracts
the last column from the original string. This new string can
be better compressed in some cases, as it will result in blocks
with consecutive occurrences of the same character. For the
data of a M × N matrix, assume that the vector originally
composed of the first column of M is R = acdeee and the
last column of the matrix is C . The experiment moved C to
the forefront to form a new matrix in Equation (3).

Mnew(i, j) = M (i, (j− 1) mod (N )) (3)

In Equation (3), i represents the i-th row ofmatrix. j represents
the j-th column. Each element in T (j) represents the number
of rows in M corresponding to the j-th row of Mnew in
Equation (4).

F(T (j)) = C(j) (4)

In Equation (4), T represents a transformation vector.
In Equation (5), the original vector S can be obtained by
recursion.

S(N − 1 − i) = L(T i(I )) (5)

In Equation (5), i = 1, 2, . . . ,N − 1, T 0(x) = x. Huff-
man encoding constructs a variable length encoding table
to represent characters with higher frequencies with shorter
encodings, while characters with lower frequencies are rep-
resented with longer encodings. This encoding method can
effectively reduce storage space, especially suitable for data
such as text that contains more repetitive characters. Huffman
encoding does not require the establishment of a dictionary or
sorting of data in advance, making it suitable for dynamic or
real-time data in Figure 6.

For the data to be encoded, it is first necessary to calculate
the frequency of each character’s occurrence. Then, a Huff-
man tree was constructed based on character frequency. Each
character is treated as a leaf node and a tree is constructed
based on frequency. Characters with lower frequencies are
located in the lower part of tree, while characters with higher
frequencies are located in the higher part of tree. Further
allocation encoding was carried out, starting from the root
node, marking the left path as 0 and the right path as 1.
Each character was assigned a unique binary encoding along
Huffman tree. Upon reaching each leaf node, Huffman encod-
ing for each character is obtained. Finally, by establishing
a mapping relationship between each character and its cor-
responding Huffman encoding representation, an encoding
table is formed. Equation (6) is the weighted path length
oftree.

WPL =

∑n

i=1
wili (6)

In Equation (6), n represents the number of nodes. li rep-
resents the path length from the root node to leaf node. wi
represents the weight value of each leaf node. Huffman num-
ber is also known as the optimal binary tree. Data encryption
is important in protecting privacy, preventing data tampering,
resisting network attacks, and complying with regulatory
requirements. By encrypting, data security can be effectively
improved and the risk of data leakage and damage can be
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FIGURE 6. Schematic diagram of Huffman encoding.

reduced. By combining Huffman encoding and HEVCDCT
data encryption, the confidentiality of video content can be
protected, content leakage can be prevented, data security can
be improved, and the ability to resist attacks during video
transmission and storage can be enhanced. This is crucial
for ensuring the security and confidentiality of video con-
tent, especially in scenarios involving sensitive information.
HEVC aims to provide higher compression efficiency, which
means using lower bit rates to transmit or store video data
under the same visual quality. This means that HEVC can
achieve higher quality video transmission while reducing
bandwidth requirements and storage costs in Figure 7.

In HEVC, the main modules collaborate with each other
to achieve the goals of high compression efficiency and
high-quality visual quality. Firstly, as the starting point of
HEVC, the encoder carries the important task of receiv-
ing raw video data and initiating the entire compression
process. Next, the transformation and quantization mod-
ule performs a series of precise operations on the input
video data, converting pixel data from spatial domain to fre-
quency domain through transformation, and then simplifying
frequency domain data through quantization to effectively
reduce data volume. Although these two processes introduce
a certain degree of data loss, after optimization, their impact
on visual quality can be negligible. At the decoding end,
the inverse quantization and inverse transformation modules
bear the heavy responsibility of reconstructing the original
video. Through inverse quantization and inverse transforma-
tion operations, data is accurately restored from the frequency
domain back to the spatial domain, providing an accurate
foundation for subsequent reconstruction processes. In order
to further improve compression efficiency, the filtering data
module plays a crucial role. It utilizes advanced filtering
technology to effectively remove redundancy in data, and
further optimizes data representation through operations such
as prediction, denoising, and smoothing. Entropy encoding,
as the final stage of the compression process, efficiently
encodes data based on its statistical characteristics, assign-
ing shorter codewords to the data generated in the previous
steps, thereby achieving lossless compression and ensuring
data integrity and accuracy. At the same time, the motion
data module delves into the redundant information between
video frames. By accurately analyzing key information such
as motion vectors, this module effectively improves the

efficiency of prediction encoding, enabling HEVC to fully
utilize the inherent characteristics of videos. Finally, the
fusion module cleverly integrates various coding strategies
and tools together, ensuring that all parts work together and
complement each other to achieve the highest compression
efficiency.In HEVC, DCT decomposes the input signal into
cosine function components of different frequencies and rep-
resents the amplitude of each component. By using cosine
functions of different sizes and directions, DCT decomposes
the signal into a series of frequency components. These
frequency components have higher frequencies at higher
positions. Equation (7) is themathematical definition of DCT.

f (x, y) =

M−1∑
p=0

N−1∑
q=0

c(p)c(q)u(x, y) (7)

In Equation (7), p = 0, 1, . . .M − 1, q = 0, 1, . . .N −

1. Assuming DCT image is a matrix of N × N , DCT in
Equation (8) can be obtained.

F(u, v) =

M−1∑
i=0

N−1∑
j=0

c(u)c(v)f (i, j) cos
[
(i+ 0.5π )

N
u
]

× cos
[
(i+ 0.5π )

N
v
]

(8)

In Equation (8), c(u) and c(v) represent the coefficients used
for normalization, respectively. Equation (9) represents c(u).

c(u) =


√

1
N

, u = 0√
2
N

, u ̸= 0

(9)

In Equation (9), N is the size of the input signal. F(0, 0)
is usually referred to as directcurrent coefficient, while the
values at other positions are referred to as alternating current
(AC) coefficient. When encrypting, DCT coefficient block
and AC coefficient are first perturbed, and then directcurrent
coefficient is encrypted using XOR encryption in Figure 8.

DCT used in data compression divides images or videos
into small blocks and obtains directcurrent and AC coeffi-
cients through the quantization process. There is a correlation
between these coefficients, and there is also a certain degree
of data correlation between AC coefficients. This correlation
may be exploited by interceptors to obtain the content of
the transmitted data. In order to increase the security of data
encryption transmission, data can be subjected to disturbance
processing. At this stage, XOR encryption can be used to
reduce additional memory space consumption. Specifically,
DCT data block perturbation function can be used to generate
binary sequences of random numbers as reference data for
XOR encryption. To ensure proper processing, the length
of the random number sequence should be consistent with
the binary sequence length of directcurrentcoefficient. If the
length is inconsistent, 0 needs to be filled in at the beginning
of sequence. By perturbing and XOR encrypting data, it can
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FIGURE 7. HEVC schematic diagram.

increase the difficulty for interceptors to interpret data con-
tent, provide additional layers of protection, and ensure the
security of encrypted data transmission. Equation (10) is a
binary sequence of directcurrent coefficients.

SDC = s1s2s3 . . . sn (10)

In Equation (10), si ∈ 0, 1. Equation (11) is a binary sequence
of random numbers.

Skey = k1k2k3 . . . kn (11)

In Equation (11), ki ∈ 0, 1. Equation (12) represents the
sequence of ciphertext generated by directcurrentcoefficients
after XOR encryption.

Se = e1e2e3 . . . en (12)

In Equation (12), ei ∈ 0, 1. Equations (10), (11), and (12)
need to satisfy a certain XOR relationship in Equation (13).

ei = si ⊕ ki (13)

In Equation (13), i = 1, 2, . . . n. The study adopts
IEEE 1451 as the communication standard, which is used
for communication and interoperability between sensors
and measurement devices. A universal sensor and mea-
surement device architecture has been defined, including
physical layer, data format, network protocol, and software
interface. EEE 1451 protocol family consists of multiple
standards, including the following core standards. IEEE
1451.0 defines the framework and concepts of the entire
protocol family. IEEE 1451.1 defines the network commu-
nication interfaces for sensors and measurement devices.
IEEE 1451.2 defines the data formats and encoding methods
for sensors and measuring equipment. IEEE 1451.3 defines
wireless communication interfaces for sensors and measure-
ment devices. IEEE 1451.4 defines device descriptions and
discovery mechanisms for sensors and measuring devices.
IEEE 1451.5 defines self diagnosis and calibration mecha-
nisms for sensors and measuring equipment. These standards

collectively provide consistent interfaces and communication
protocols for sensors and measurement devices to achieve
device interoperability and ease of integration.

IV. ANALYSIS OF THE APPLICATION EFFECT OF UNIFIED
ACCESS TECHNOLOGY FOR INTELLIGENT DEVICES AND
DC TECHNOLOGY
This chapter includes two sub sections. Firstly, comparative
experiments were conducted on three encoding methods:
Huffman encoding, Sprite encoding, and dictionary encod-
ing.Then, the optimization effect of JHC-DCT model was
analyzed. The second section analyzes the application effect
and performance of MIC-IoTAS model, as well as the power
consumption of FPGA components.

A. PERFORMANCE ANALYSIS OF JHC-DCT ALGORITHM
This experiment first compares three coding methods: Hoff-
man coding, Sprite coding and dictionary coding. And BWT
(Burrows-Wheeler Transform, BWT) were introduced as
comparison.The purpose is to evaluate their performance and
effectiveness in different scenarios to determine their most
suitable application scenario. Various measures and methods
to evaluate the performance and accuracy of the proposed
scheme. It mainly includes transmission efficiency and cod-
ing time. Transmission efficiency measures the amount of
data that the system can transmit in unit time. Transmis-
sion efficiency is obtained by calculating the ratio of the
amount of data transmitted to the transmission time. Cocod-
ing time represents the time required for the system to encode
data. In this paper, the efficiency of the new scheme is
measured by comparing the coding time required by the
traditional Hoffman coding technique with the proposed tech-
nique. To measure the above metrics, the article performs
experimental testing. In the experiment, the researchers used
different smart devices and transmitted the data through the
proposed scheme. During the course of the experiment, the
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FIGURE 8. HEVC encryption process with joint Huffman encoding.

researchers recorded the transmitted data quantity, transmis-
sion time and coding time, and analyzed these data to get
the specific value of transmission efficiency and coding time.
The importance of transmission efficiency is that it directly
reflects the data transmission capability of the scheme. A high
transmission efficiency means that the system can transmit
more data per unit of time, which is particularly important
for real-time applications and big data transmission scenarios
[24]. The importance of encoding time is that it affects the
response time of the system. The shorter encoding timemeans
that the system can process the data faster, which is impor-
tant for application scenarios requiring rapid response.This
experiment prepared 300MB of ASCII text, HTML files, log
file format text data, as well as 300MB of JPEG, PNG, BMP
format image data, as well as 300MB of AVI,MP4, andMKV
format video data, with compression rate as the evaluation
indicator in Figure 9.

Figure 9 shows the compression rate of various data for-
mats after applying three different compression methods.
FromFigure 9, all threemethods performwell in compressing
text type data, with compression rates above 50%. In addition,
when sprite encoding and dictionary encoding compress data
in both image and video formats, the compression efficiency
is relatively low. The compression efficiency of Huffman
encoding for AVI, MP4, and MKV is 60.5%, 63.4%, and
60.6%, respectively, which is more than 10% higher than
sprite encoding and more than 30% higher than dictionary
encoding.When using dictionary encoding to compress video
data, the compression rate does not exceed 30%. When using
Huffman encoding to compress various data types, the com-
pression rate is relatively high, all exceeding 60%, indicating
that this encoding method can more effectively reduce the
storage space of data when compressing videos.However, the
BWT coding method generally performed well, but it is still
inferior to the Hoffman coding adopted in the study.To study
the optimization effect of JHC-DCT model, the experiment
used the model to transmit 10G video data, with transmission
rate V and efficiency B as the average indicators in Figure 10.

Figure 10 shows the transmission efficiency of JHC-DCT
model and its variation over time during the experimental

FIGURE 9. Compression rate of each data format.

process. According to Figure 10 (a), the transmission rate of
the model fluctuates between 8MB and 14MB per second.
This means that the transmission rate has some fluctuation,
but overall the propagation rate is relatively high. According
to Figure 10 (b), the propagation efficiency of JHC-DCT
coefficient model ranges from 67% to 87%, with an average
of approximately 73%. This indicates that the actual pro-
portion of effective information carried during transmission
is relatively high. These results confirm that the model can
effectively retain and transmit important information content
when transmitting data. These results provide information
on the performance of the model when transmitting data,
and provide a reference basis for further optimizing and
improving the transmission efficiency of the model. To fur-
ther evaluate the performance of JHC-DCTmodel, PSNR and
SSIM indicator systems were introduced in the experiment.
PSNR is a measure of the difference between the original
image and the compressed or processed image. It calculates
by comparing the mean square error between the pixel values
of the original image and the processed image. SSIM is a
structural similarity indicator that measures the degree of per-
ceptual similarity between two images. SSIMuses brightness,
contrast, and structure to compare the differences between
images. It takes into account the sensitivity of the human
eye to brightness and texture structure, thus more in line
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FIGURE 10. Changes in transmission efficiency of JHC-DCT model.

with the characteristics of human perception of image quality.
The range of SSIM values is 0 to 1, and Figure 11 is the
experimental results.

Figure Figure 11 shows the comparison to SSIM of PSNR
values for the JHC-DCT model. Where the I frame is usually
periodically inserted as a reference point, and the P and B
frames are used to describe the differences between adja-
cent frames. The selection and combination of such frame
types contribute to the high efficiency and reliability of video
compression and transmission. The D frame contains only
information about DC (DC) components, no motion vector
or AC (AC) components. It is evident from Figure 11 (a) that
the JHC-DCT model performs well in the PSNR with higher
values than the Huffman-encoded PSNR. This means that
the images compressed and transmitted by JHC-DCT have
less difference between the original images after reconstruc-
tion and thus higher image quality. In particular, JHC-DCT
has 4.4 more P frames than Huffman coding, a significant
boost attributed to the more efficient compression strategy of
the JHC-DCT model and the ability to accurately describe
inter-frame differences. Figure 11 (b) shows the comparison
in terms of SSIM values. Impressively, the SSIM of the
JHC-DCT model is more than 15% higher than the Huffman-
coded SSIM. This obvious advantage further validates the
superiority of the JHC-DCT model in video compres-
sion and transmission. Especially for the I frames of the
JHC-DCT, which are 22 percent higher than the Huffman
codes, which strongly illustrates the superior performance of
the JHC-DCTmodel when handling critical reference frames.
In conclusion, the excellent performance of the JHC-DCT
model on two key indicators, PSNR and SSIM, fully demon-
strates its advantages in the field of video compression
and transmission. This advantage stems from its fine frame
type selection strategy, as well as its efficient compression
algorithm design. Therefore, the JHC-DCTmodel is expected
to become the mainstream technology in the field of video
compression and transmission in the future, meeting the
growing demand for HD and uHD video transmission. The

TABLE 1. JHC-DCT and Huffman encoding time.

experiment also recorded the time-consuming situation of the
JHC-DCT model with the Huffman encoding, and the results
are shown in Table 1.

Table 1 shows the comparison of encoding time between
the two models. In coding, JHC-DCT model has higher effi-
ciency compared to Huffman coding. Specifically, JHC-DCT
model can reduce encoding time by approximately 10%, with
amaximum reduction of 20.94% and aminimum reduction of
9.41% in the tested samples. Therefore, by using JHC-DCT
model, the encoding time was significantly reduced.

B. ANALYSIS OF THE APPLICATION EFFECT AND
PERFORMANCE OF MIC-IOTAS MODEL
To analyze the application effect of MIC-IoTAS, a compara-
tive analysis was conducted on the usage of various resources
in Figure 12. They include FF triggers for composing sequen-
tial logic circuits, LUT lookup tables for implementing
various combinatorial and sequential logic, block memory
BRAM for creating large capacity, fast storage arrays and
FIFOs, global buffers belonging to global clock resources,
and IO.

Figure 12 shows the usage of different resource types
in MIC-IoTAS and IoTAS strategies. When comparing
MIC-IoTAS and IoTAS schemes, FF trigger utilization rate
of MIC-IoTAS scheme is about 5%, which is 1% lower than
the IoTAS scheme. In addition, in MIC-IoTASFF scheme,
the utilization rate of LUT lookup tables is approximately 6,
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FIGURE 11. Comparison between PSNR value and SSIM value.

which is an increase compared to the IoTAS scheme. In addi-
tion, the I/O utilization rate in MIC-IoTASFF scheme is
about 4%, which is 6% lower than the IoTAS scheme.
Similarly, the utilization rate of BUFG (clock buffer) in
MIC-IoTASFF scheme is 9%, which is 2% lower than the
IoTAS scheme. Finally, the utilization rate of BRAM (block
RAM) in MIC-IoTASFF scheme was 22%, a decrease of
11% compared to the IoTAS scheme. Based on the above
data comparison, MIC-IoTASFF scheme differs in the usage
of different components compared to the IoTAS scheme.
The usage rates of LUT, I/O, BUFG, and BRAM have all
improved or decreased, and the overall resource utilization
rate is at a low level, saving a lot of resources. To test the
practical application effect of MIC-IoTAS, a strategy was
adopted to build a smart office using digital cameras, sensors,
and other related terminals. All these terminals are uniformly
connected through MIC-IoTAS and interconnected with the
system. In this way, the functionality and performance of
MIC-IoTAS in an intelligent office environment can be fully
evaluated. In this way, the reliability, security, and compatibil-
ity with various TDs ofMIC-IoTAS in practical scenarios can
be tested. The construction of this smart office will provide
important feedback information. Figure 13 shows the layout
of various terminals.

Figure 13 shows the layout of various TD systems in
a smart office based on MIC-IoTAS. This includes video
surveillance systems, intelligent lighting systems, sensor net-
works, and intelligent power management systems. Through
cameras and network connections, the video surveillance
system achieves monitoring and recording functions for the
interior and surrounding areas of the office, as well as improv-
ing security. Intelligent lighting systems can improve energy
efficiency and comfort by automatically adjusting lighting
brightness and color temperature through sensors or pre-
set plans. Sensor networks, including temperature sensors,
humidity sensors, light sensors, etc., are used to monitor
environmental data and automatically adjust office settings.
Through intelligent sockets and energy monitoring devices,

FIGURE 12. Usage of different resource types.

the intelligent power management system achieves control
and optimization of power consumption, improving energy
efficiency. After twomonths of system testing, a large amount
of data were collected and monitored in real-time through
mobile or PC terminals. Figure 14 shows the 60 day average.

Figure 14 shows the temperature and PM2.5 changes in the
command office during various time periods within 60 days.
According to Figure 14 (a), the temperature inside the smart
office fluctuates between 8 and 21 degrees Celsius. This
temperature fluctuation may be due to the automatic adjust-
ment function of the air conditioning system used in the
room to maintain a comfortable working environment. The
reason for relatively small temperature fluctuations during
the day may be due to factors such as personnel activity,
equipment operation, and relatively stable external temper-
atures. According to Figure 14 (b), PM2.5 concentration in
the smart office fluctuates between 360 and 790. The con-
centration changes within this range may be caused by a
combination of factors such as indoor and outdoor air flow,
personnel activities, harmful substances released from indoor
decoration materials, and outdoor environmental pollution.
It is particularly noteworthy that during the 0-15 period,
PM2.5 concentration remains relatively stable. This may be
because during this period, the ventilation system in the office
operated normally, there was less personnel activity, or other
control measures were taken, which helped to maintain low
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FIGURE 13. Smart office layout plan.

FIGURE 14. Changes in temperature and PM2.5 over a period of 60 days.

PM2.5 levels. However, starting from 15:00, the concentra-
tion of PM2.5 gradually increased, possibly due to increased
afternoon activities, weakened ventilation effects, or other
pollution sources. The experiment also recorded the power
consumption of the FPGA in Figure 15.

Figure 15 reveals the power consumption details of the
numerous components in the FPGA. From an overall perspec-
tive, the total power consumption of the entire FPGA system
is about 1.74 watts, indicating its energy consumption during
the working process. From the perspective of power con-
sumption, the static power consumption is about 0.16 watts,
accounting for 9% of the total power consumption of the
system, while the dynamic power consumption accounts for
a larger proportion, at about 1.58 watts, accounting for 91%
of the total power consumption of the system. This means
that the dynamic power consumption is the main source of
the power consumption in the FPGA system. Further study

of the dynamic power consumption can find the specific
contribution of each component to the power consumption.
The power consumption of the clock is 0.007 watts, the signal
power consumption is 0.003 watts, and the local power con-
sumption is 0.002 watts. In addition, the power consumption
of BRRAM (block RAM) is 0.007watts, which is comparable
to other components. The input and output (IO) power con-
sumption and XADC (analog-to-digital converter) have the
lowest power consumption of 0.001 watts. It is worth men-
tioning that the PS7 (programmable system integrated circuit
processing system) power consumption is significantly high,
reaching 1.567 watts, accounting for the vast majority of
the dynamic power consumption. This difference indicates
the more power support required for PS7 when performing
complex tasks. In conclusion, the various components of
the FPGA differ in their power consumption. The PS7 is
the most power-consuming component because it contains
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FIGURE 15. Power consumption of various components in the FPGA
system.

high-performance processors and associated functional mod-
ules. While relatively low power consumption components
such as IO and XADC are usually responsible for simple
input/output interfaces and analog-to-digital conversion oper-
ations, thus having low power consumption. This difference
in power consumption reflects the imbalance in the functional
complexity and energy requirements of the different compo-
nents within the FPGA.

V. CONCLUSION
This study aims to explore and study the performance of
diversified td devices to provide new solutions for effi-
cient data communication of terminal devices and seamless
interconnection of terminal devices.JHC-DCT network com-
munication scheme and MIC-IoTAS terminal access scheme
were established. The experiment first conducted a com-
parative experiment on three encoding methods: Huffman
encoding, sprite encoding, and dictionary encoding. These
results confirm that sprite encoding and dictionary encoding
have lower compression efficiency when compressing data
in both image and video formats. Especially when using
dictionary encoding to compress video data, the compression
rate does not exceed 30%. When using Huffman encod-
ing to compress various data types, the compression rate is
relatively high, all exceeding 60%, indicating that this encod-
ing method can more effectively reduce the storage space
of data when compressing videos. To study the optimiza-
tion effect of JHC-DCT model, the experiment utilized the
model to transmit 10G video data. These results confirm that
PSNR of JHC-DCT model is higher than Huffman encoded
PSNR, indicating that the smaller the difference between the
compressed and transmitted images through JHC-DCT, the
better the image quality. Moreover, the SSIM of JHC-DCT
model is more than 15% lower than Huffman encoded SSIM,
which proves the superiority of this model. In addition,
the experiment validated the use of MIC-IoTAS and IoTAS
strategies for different resource types. These results confirm
that FF trigger usage rate of MIC-IoTAS is approximately
5%, which is 1% lower thanIoTAS. The IO usage rate in
MMIC-IoTASFF scheme is 4%, which is 6% lower than

IoTAS. The usage rate of BUFG in MIC-IoTASFF scheme
is 9%, which is 2% lower than that of IoTAS. The usage
rate of BRAM in MIC-IoTASFF scheme is 22%, which is
11% lower than that of IoTAS. By comparing the above data,
it is not difficult to find that the overall resource utilization
rate of MIC-IoTASFF proposed in the study is at a low level,
saving a lot of resources. However, the utilization rate of LUT
lookup tables in IC-IoTASFF scheme is about 6%, which
is 3% higher than IoTAS. This is also an aspect that needs
improvement in future research.
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