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ABSTRACT Ensemble-based collaborative inference systems, Edge Ensembles, are deep learning edge
inference systems that enhance accuracy by aggregating predictions from models deployed on each device.
They offer several advantages, including scalability based on task complexity and decentralized functionality
without dependency on centralized servers. In general, ensemble methods effectively improve the accuracy
of deep learning, and conventional research uses several model integration techniques for deep learning
ensembles. Some of these existing integration methods are more effective than those used in previous
Edge Ensembles. However, it remains uncertain whether these methods can be directly applied in the
context of cooperative inference systems involving multiple edge devices. This study investigates the
effectiveness of conventional model integration techniques, including cascade, weighted averaging, and test-
time augmentation (TTA), when applied to Edge Ensembles to enhance their performance. Furthermore,
we propose enhancements of these techniques tailored for Edge Ensembles. The cascade reduces the number
of models required for inference but worsens latency by sequential inference processing. To address this
latency issue, we propose m-parallel cascade, which adjusts the number of models processed simultaneously
to m. We also propose learning TTA policies and weights for weighted averaging using ensemble prediction
labels instead of ground truth labels. In the experiments, we verified the effectiveness of each technique for
Edge Ensembles. The proposed m-parallel cascade achieved a 2.8 times reduction in latency compared to
the conventional cascade, even with a 1.06 times increase in computational costs. Additionally, the ensemble
label-based learning demonstrated comparable effectiveness to the approach using ground truth labels.

INDEX TERMS Ensemble, edge computing, collaborative inference, neural networks, cascade, test time
augmentation.

I. INTRODUCTION function as a larger computational resource, has been actively

Edge-based inference of deep neural networks (DNNs)
has garnered attention due to their ability to address
challenges related to real-time performance, data privacy,
and scalability, which are often associated with traditional
cloud-based DNN inference [1]. In recent years, collaborative
inference, involving the cooperative use of multiple edge
nodes with individually limited computational resources to
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researched [2]. This approach overcomes the challenge of
scarce computational resources in single nodes by leveraging
the collective power of multiple nodes, resulting in more
effective and accurate inference. This study focuses on
the collaborative inference system among edge devices to
efficiently process the expanding data volume resulting from
the growing IoT ecosystem. The conventional collaborative
inference architecture partitions a single DNN model and
distributes its components across multiple edge devices [1],
[2], [3]. While this architecture allows establishing large
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networks on the edge, it has certain drawbacks, such as the
difficulty in conducting inference on a single device, the
strong dependency on availability of neighboring devices
with required DNN partitions, and the need for complex
control of repeated device-to-device communications [4].

To address these challenges, ensemble-based collaborative
inference systems, Edge Ensembles, have been proposed [5],
[6], [7], [8]. Edge Ensembles utilize ensemble methods
to aggregate the inference results from respective models
deployed on each edge device, achieving higher accuracy
than single-device inference. This approach offers several
distinct advantages that underscore its significance within the
edge environment: 1) Low dependence on other devices:
Edge Ensemble allows inference even when communication
is disrupted because each device has a complete local model.
2) Scalability: The adaptability of Edge Ensembles allows
for the adjustment of the number of devices involved based
on the complexity of the task, enhancing scalability as
demands fluctuate. 3) Decentralization: Operating within
a decentralized system, Edge Ensembles reduce reliance on
centralized servers, enhancing the robustness and reliability
of edge-based inference. 4) Resource Optimization: Edge
Ensembles make efficient use of computational resources by
leveraging unused models on certain devices for inference,
thus optimizing the utilization of available computing power.
In particular, the last advantage aligns well with the
explosive growth of IoT devices in the future. As IoT
devices continue to increase, efficiently utilizing unused
computational resources will become challenging. Edge
ensembles offer a straightforward and efficient way to use
these computational resources without the need for complex
tasks such as network partitioning. Edge Ensembles share
similarities with Federated Learning (FL) [9], regarding
collaborative processing systems across multiple devices.
However, it is important to note that Edge Ensemble is a
collaborative inference system, whereas FL is a collaborative
training system.

In previous Edge Ensembles, they have utilized conven-
tional model integration methods such as majority voting [8],
averaging the output of each model [5], [8], and weighted
averaging based on the importance of each model [6],
[7]. In addition to these methods, various effective model
integration techniques have been used in previous DNN
ensembles [10], [11], [12], [13]. However, since DNN
ensembles require high computational costs due to the
processing of multiple DNN models, most of these techniques
were not originally designed for edge inference systems.
It is uncertain whether these previous integration techniques
can be directly applied in the context of Edge Ensembles,
where there are constraints on computational resources
and uncertainty regarding the availability of other devices’
models due to limited communication bandwidth.

In this study, we examine the model integration part
for improving Edge Ensembles. The model integration
techniques commonly employed in DNN ensembles can be
categorized into two approaches. The first approach involves
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handling the entire process, from training base learners to
integrating them in inference. The second approach focuses
on integrating the individual models already trained in each
method. An example of the former approach is the Mixture
of Experts (MoE) [14], which consists of task-specific expert
models and a gating function that selects these experts based
on the type of input. In recent years, the MoE models have
achieved significant high accuracy in computer vision and
natural language processing [15], [16], [17]. However, the
former approaches, like MoE, which train base learners with
the assumption of ensembling, do not meet the requirements
of Edge Ensembles, where each base learner can conduct
inference independently.

Therefore, this work considers improving the model
integration in edge ensembles based on the latter approach
and selects three integration techniques used in previous
DNN ensembles: cascade, weighted averaging, and test-
time augmentation (TTA). We apply these techniques to
models designed for Edge Ensembles and evaluate their
effectiveness. Additionally, we propose improvements and
extensions to these methods for better alignment with Edge
Ensemble requirements. Cascades are techniques that infer
models in sequence and terminate the inference process
midway, which is less computationally expensive but has
higher latency than simple ensembles. We propose a method
to improve the latency, a challenge for use at the edge. For
TTA and weighted averaging, in addition to investigating the
effects of these methods on Edge Ensembles, we propose
learning TTA policies and the weights of weighted averaging
using ensemble inference labels instead of ground truth
labels. It is important to note that these methods focus on
adapting the ensemble integration part during inference in
edge environments with limited labeled data, rather than
training the base learners themselves. The contributions of
this paper are summarized as follows:

1) We analyze the effectiveness of Edge Ensembles with
three integrated methods: cascade, TTA, and weighted
averaging, in terms of accuracy, computational costs,
and latency.

2) We propose advancements from existing methods,
including the m-parallel cascade, which allows for the
adjustment of latency and computational complexity
while maintaining accuracy, and ensemble label-based
learning, which learn ensemble weights and TTA
policies without ground truth labels.

3) The m-parallel cascade achieve a reduction in compu-
tational costs and latency while maintaining accuracy
compared to the conventional Edge Ensemble.

The rest of this paper is organized as follows. Section II
describes Edge Ensembles and the ensemble methods
used in this study. Section III describes the proposed
methods, including m-parallel cascade and ensemble label-
based learning. Section IV sets up the experiments and
analyzes the hyperparameters of the proposed methods, and
Section V presents experimental results and analysis. Finally,
Section VI concludes this paper.
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Edge Ensembles Remote Devices
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FIGURE 1. An overview of Edge Ensembles. In this system, the local
device collects data and sends it to nearby devices for inference. After
inference on each device, the local device gathers and integrates all
results, improving accuracy compared to a single prediction. This study
examined model integration strategies to improve Edge Ensembles.
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FIGURE 2. An overview of this study. This study investigates the
effectiveness of three existing ensemble methods, namely 1. cascade, 2.
weighted averaging, and 3. TTA as improvement techniques for Edge
Ensembles. We examine their impact on Edge Ensembles and proposed
enhancement methods specifically tailored for Edge Ensembles.

Il. RELATED WORK

In this section, we first explain ensemble-based collaborative
inference, Edge Ensembles, which is the focus of this study.
Then, we describe conventional model integration techniques
for improving ensemble methods and discuss how to use them
in the Edge Ensembles context.

A. EDGE ENSEMBLES

Edge Ensembles are collaborative inference systems that
improve accuracy by aggregating individual models’ predic-
tions on each edge device. FIGURE 1 represents an overview
of the system. The figure illustrates the collaborative
inference flow in Edge Ensembles. In this process, the local
device shares the collected data with other nearby devices.
Each device conducts inference using the shared data and
sends the results back to the local device. Finally, the local
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device aggregates all the inference results, including its own
output.

Edge Ensembles offer several advantages in the following
aspects: they enable standalone inference using a local
model, provide scalability by adjusting the number of
devices involved based on task complexity, and operate
as decentralized systems without dependency on a central
server. In Edge Ensembles, communication with other
devices incurs additional latency. However, the advantage of
ensemble methods, which allow parallel processing of each
device, enables significantly lower latency than sequential
approaches that involve splitting a large model and running it
on multiple devices. Furthermore, Malka et al. [6] proposed
quantizing the test data before transmitting it to mitigate
network overhead. However, if there are slower devices in
the ensemble group, it can significantly reduce the overall
throughput. Therefore, Feng et al. [7] proposed network
search algorithms and knowledge distillation-based training
methods in an Edge Ensemble composed of heterogeneous
devices with performance disparities. These approaches aim
to ensure that each device meets the constrained inference
processing time. In addition, privacy concerns arise in
Edge Ensembles due to data transmission to other devices.
Yilmaz et al. [8] proposed the security-enhanced method
where each device adds noise to the inference results to
prevent leakage of information about the model on that
device. This approach is similar to FL, where models train
collaboratively while keeping their individual information
confidential. Similarly, in this method, models collabora-
tively conduct inference while preserving the confidentiality
of their information.

This study focuses on the integration of models for
improving Edge Ensembles. In previous Edge Ensembles,
inference results from each model are aggregated by majority
voting or averaging over noisy outputs [8], averaging the
output of each model [5], or weighted averaging based on the
F1 score [7] or accuracy [6] as the importance of each model.
The following section explores other model integration
methods that can further enhance Edge Ensembles.

B. ENSEMBLE INTEGRATION METHODS

There are various existing ensemble methods. Traditional
ensemble methods include learning strategies of base learn-
ers, such as bagging and boosting, as well as integration
techniques for combining the outputs of base learners, like
majority voting and weighted averaging [10], [11]. There are
also methods covering the entire process, from learning to
integrating base learners, such as MoE [14]. In the context
of DNNS, implicit ensemble techniques such as dropout [18]
and stochastic depth [19] exist. In this study, we focus
on integrating individually trained models using standard
training methods without relying on ensemble learning strate-
gies to preserve the advantage of Edge Ensembles, which
allows single inference even when communication with
another device is lost. We consider methods of integrating
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models to improve Edge Ensembles from the following three
approaches:

1) INTEGRATION METHOD WITH HIGH EFFICIENCY

One of the primary techniques for efficient ensemble
integration is ensemble selection [10], [12], [20]. Ensemble
selection methods involve selectively reducing the number of
base learners used in inference. However, in Edge Ensembles,
ensemble selection methods may not always be feasible or
suitable due to the potential unavailability of the desired
models or the concentration of access on specific devices with
outstanding models. On the other hand, cascade is a method
that does not involve base learner selection but dynamically
terminates inference based on the confidence of the inference
results. As a result, the cascade can be regarded as one
of the approaches for dynamic ensemble selection. This
study employs cascade as an integration method to enhance
efficiency because of its simplicity. It can dynamically reduce
the number of models used in inference just by setting the
inference terminating threshold in advance.

2) INTEGRATION METHOD TO IMPROVE ACCURACY
Integrating each output with weighted averaging, also used
in previous Edge Ensembles, is generally effective in terms
of accuracy. Comparing various integration techniques, such
as majority voting and unweighted averaging in ensembling
convolutional neural networks (CNNs), the weighted aver-
aging method based on the Super Learner (SL) achieves
the highest accuracy [13]. This study examines weighting
methods other than those used in previous Edge Ensembles
to improve accuracy.

3) INTEGRATION OF BASE LEARNERS WITH IMPROVED
ACCURACY

In general, improving the accuracy of each base learner leads
to an enhancement in the accuracy of ensembles. This study
employs TTA as a method to improve the accuracy of a
single base learner at inference. TTA is an ensemble method
conducted on a single model, which aggregates the inference
results for each augmented test data.

FIGURE 2 represents the integration techniques used in
this study to improve Edge Ensembles: cascade, weighted
averaging, and TTA. The figure indicates the parts of the
ensemble where each method is applied. The following
sections describe each method.

a: CASCADES

Cascades are techniques that reduce computational complex-
ity by sequentially processing the inferences of base learners
and terminating the process at intermediate stages. The
original cascade [21] does not aggregate the inference results
for each stage, while this study employs a technique similar to
Soft Cascade [22], which propagates information to the next
stage, to use in the context of ensemble. FIGURE 3 compares
the inference process by the cascade and simple ensemble.
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FIGURE 3. Flows of inference for three methods: simple ensemble (left),
cascade (middle), and m-parallel cascade (right, proposed method). The
cascade reduces computational costs by conducting sequential inferences
and stopping midway, but it cannot parallelize each inference processing,
which may lead to increased latency. The proposed method, m-parallel
cascade, mitigates latency increase by parallelizing inference for m
models.

The left side of the figure represents the ensemble, which
conducts inferences of all base learners simultaneously and
aggregates their results. The center of the figure represents
the cascade, which sequentially processes the inference of
each base learner and aggregates their results. If the cascade
determines that the aggregated result exceeds a certain
confidence threshold, it terminates the inference at that point.
Compared to the ensemble, the cascade allows for inference
with fewer models, especially simpler data. As a result, the
average computational complexity decreases.

Cascades are techniques that have been used since before
the advancements of DNNs. In the context of DNNs, the
cascade has been applied to multiple EfficientNet models in
recent years, resulting in a 5.5x speedup for online processing
at 5.4x fewer FLOPs while maintaining accuracy [23]. The
cascade in Edge Ensembles decreases the number of models
required, thereby increasing the number of unused devices.
By utilizing these unused devices in another ensemble group,
the overall average accuracy of the system can be improved
as a result. However, there is a concern about latency
degradation when inferring models sequentially. In this study,
in addition to evaluating conventional cascade, we propose a
method to mitigate cascade latency.

b: WEIGHTED AVERAGING

The weighted averaging assigns weights to each base
learner when averaging their output class probabilities. While
unweighted averaging is a reasonable approach when the
performance of each DNN model is roughly the same, it is
not optimal when the base learners consist of heterogeneous
models [11]. There are several existing weighting methods
for base learners including approaches based on Bayesian
theory [24], [25], [26], the performance of each base

6929



IEEE Access

S. Kumazawa et al.: Toward Improving Ensemble-Based Collaborative Inference at the Edge

learner [6], [7], [27], [28], and the utilization of a meta-
learner [29], [30].

This study employs two approaches for Edge Ensembles.
The first approach utilizes SL, a meta-learning technique,
which has demonstrated superior accuracy in CNN ensem-
ble [13]. The second approach exploits the performance of
each base learner, inspired by [7], the conventional Edge
Ensemble that uses F1 scores as a performance measure. The
following paragraphs explain the weighting methods based
on SL and F1 scores.

1) SUPER LEARNER-BASED WEIGHTING

SL [30] is a meta-learning technique that learns the weighted
combination of each base learner based on their outputs.
SL learns the optimal weights for each base learner via V-fold
cross-validation. For the classification in DNN ensembles,
the loss function of SL defined in [13] is represented as
follows:

v N
Losssy (W) = Z Z I yi, ZWJ‘ZZ/ , (D
j=1

v=1 ieval(v)

where N is the number of base learners, w = [wy, wa, ... wy]
is the weight vector, y; is the class of the i-th data, val(v) is
the set of indices of the data in the v-th fold, z;, ; 1s the output
vector before softmax from the j-th base learner of the i-th
data, and / is the classification loss such as cross-entropy loss.
SL learns the weight vector that minimizes the loss. In the
inference phase, SL gets the class for the i-th data by
N
class; = arg max Z WiZijk- 2)
koo
where z; ; « is the output value of k-th class from the j-th base
learner for the i-th data.

Performing cross-validation multiple times and con-
structing models at each iteration can be time-consuming.
However, it has been shown that SL is effective in finding
effective weights even when using a single validation set [13],
[31]. This study applied the same method in [13] to model
constructions assuming Edge Ensembles.

Il) F1 SCORE-BASED WEIGHTING

Previous Edge Ensembles utilize the F1 score-based weight-
ing method [7]. This method uses confidence scores for each
class of each model as the F1 score:

2 Precision; ; Recall; ;

Cik = , 3
pk Precision; ; + Recall; x ©)
where c; 1 is the confidence score of the j-th base learner for
the k-th class, and Precision; ; and Recall; ; are the precision
and recall of the k-th class on the j-th base learner for the

validation set. Then, the prediction class is calculated by

N
class; = arg max Z CjkO (sz)k, “
k ‘
j=1
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where o represents softmax function, and thus o (zf j) , means
the output probability of k-th class from the j-th base learner
for the i-th data.

This approach is effective when there is a bias in perfor-
mance among classes within a model. However, it may cause
overfitting if the number of validation sets is insufficient or
if the number of classes is too large. For example, when
using the CIFAR-100 dataset, which has 100 classes, and
choosing 5,000 images as the validation set, which is half of
the test set, there are only 50 images per class. This is not
sufficient to determine the performance for each class. In this
study, taking inspiration from this approach, we propose a
weighting method based on the accuracy of whole classes in
a model as the general-purpose method not limited to data
sets.

c: TEST TIME AUGMENTATION

TTA is atechnique applying data augmentation to the test data
during inference and aggregating inference results for each
augmented data to improve accuracy. TTA can be considered
as an ensemble of inference data in a single model. Although
less significant than the accuracy improvement of TTA on
a single model, executing TTA on multiple models and
aggregating all their results improves accuracy compared to
ensembles without TTA [32]. In this research, we investigate
the utility of TTA in Edge Ensembles where the available
number of devices varies.

Additionally, there are researches focused on finding
effective TTA transformation policies [33], [34], [35]. One
approach is the Greedy Policy Search (GPS) [33], which
employs a greedy search strategy. Other methods involve
learning policy weights through gradient descent [34] or
using a separate network for policy predictions [35].

This study uses GPS, which is the least computationally
expensive, to explore the TTA policy for each model and
then investigate whether edge ensembles using TTA are
effective.

Ill. PROPOSED METHODS

This study examines the efficacy of three existing ensemble
methods, namely cascade, TTA, and weighted averaging, for
Edge Ensembles. Additionally, we propose enhancements
and extensions to these methods specifically tailored for
Edge Ensembles. This section describes these proposed
methods. We propose m-parallel cascade with tunable latency
and computational complexity for the cascade. For TTA
and weighted averaging, we offer learning methods using
ensemble prediction labels, i.e., labels from final ensemble
results, instead of ground truth labels. These methods aim
to adjust the integration part in real-world field scenarios
where obtaining labeled data is challenging, such as in edge
environments. We also propose a weighting method based
on the accuracy of each base learner for weighted averaging.
In the following sections, we describe each of the proposed
methods.
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FIGURE 4. Learning methods for weighted averaging weights and TTA
policy. In the conventional approach, each learning process uses ground
truth labels, whereas the proposed method utilizes labels from ensemble
predictions. We devised this learning approach for edge environments
where getting ground truth labels is challenging.

A. m-PARALLEL CASCADE

The cascade reduces the average number of models in infer-
ence compared to simple ensembles but requires sequential
inference processing. It reduces computational complexity
and latency compared to the ensemble in environments that
can only process models sequentially, such as a single server.
However, in Edge Ensembles, where multiple devices can
execute in parallel, the cascade’s latency is higher than
the ensemble’s. The increased latency can be problem-
atic since edge inference systems often require response
time.

Therefore, we propose m-parallel cascade, which mitigates
latency for Edge Ensembles. The right side of FIGURE 3
shows the flow of the m-parallel cascade. The m-parallel
cascade processes multiple m models on remote devices
simultaneously, whereas original cascades process one model
at a time. This method is just between ensemble and cascade.
Note that we don’t parallel the inference in the local device,
which is the first iteration of the cascade process. This
is because cascades can terminate the inference process
with only fast local inference for simple data, eliminating
latency in data transfer. Since m-parallel cascade infer
m models at once, the average number of models used
increases, but the latency decreases compared to the original
cascade. By adjusting the parallelism hyperparameter m, it is
possible to reduce the number of models in inference while
satisfying the required response time. In Section IV, we
analyze the accuracy, computational complexity, and latency
for varying m.

B. ENSEMBLE LABEL-BASED LEARNING

This section introduces ensemble label-based learning for
TTA policies and weights in weighted averaging. This
approach is specifically designed for Edge Ensembles, col-
laborative inference systems deployed in edge environments
where obtaining labeled data is challenging. Instead of
relying on ground truth labels, the method utilizes ensemble
prediction labels for adapting the model integration part.
The inspiration for this method comes from Dynamic Deep
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Ensemble Management used in [7], which adjusts the
participation probability of each device in the inference based
on its contribution, as measured by comparing each device’s
inference result with the final ensemble result. FIGURE 4
compares the usual method, which uses ground truth labels,
and the proposed method, which uses ensemble prediction
labels. While the usual learning method is based on the loss
computed with the ground truth labels of the training data
and the predictions of each base learner, the proposed method
uses ensemble prediction labels instead of ground truth labels.
The following two paragraphs detail learning TTA policies
and weighting for each base learner with ensemble prediction
labels.

1) GPS WITH ENSEMBLE PREDICTION LABELS

This study uses GPS, a greedy algorithm-based lightweight
technique, as a policy search method for TTA. The proposed
method uses the prediction labels from ensemble results
without TTA instead of the ground truth labels as the training
data in GPS. Each base learner learns a policy that makes
its inference result closer to the ensemble prediction result,
which would improve the accuracy of a single model. On the
other hand, since this method relies on ensemble results,
it is uncertain whether ensembling all results from each base
learner using TTA based on this approach would actually lead
to an improvement in accuracy. In Section V, we analyze the
effectiveness of this method through experiments.

2) WEIGHTING METHODS WITH ENSEMBLE PREDICTION
LABELS

As in the GPS case above, this method uses ensemble
prediction labels instead of ground truth labels for learning
weights in weighted averaging. Weighting methods based
on each base learner’s performance, such as F1 score
or accuracy, can dynamically update the weights during
inference by comparing each base learner’s prediction with
ensemble prediction labels. However, it is uncertain whether
learning weights using ensemble prediction labels leads to
effective weighting. Therefore, we experimentally validate
the effectiveness of this approach.

C. ACCURACY-BASED WEIGHTING METHOD

This study employs two types of weighting methods, one
based on SL and the other based on the performance of
each base learner. The former method follows the same
approach as [13]. In the latter method, previous research [7]
had employed class-specific Fl-scores for the performance
metric as indicated in Equation 4. However, there is a
concern that this approach may not function effectively when
there is insufficient data to calculate F1 scores for each
class. FIGURE 9 compares the accuracy of the CIFAR-
100 dataset between scenarios with no weighting, weighting
based on class-specific F1 scores, and weighting based on
the macro average of F1 scores across all classes. When
using class-specific F1 score-based weights, the accuracy
decreased compared to not using weights. However, when
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FIGURE 5. Schematic diagram of the experimental setup. HOE assumes
each device has its own separately generated models, and HOE2 assumes
a common model is localized on each device. HEE takes into account the
varying model size requirements of each device. In the evaluation,

we divide the test set into two halves, one for validation and the other for
evaluation.

using the macro-averaged F1 score for weighting, accuracy
was slightly improved compared to not using weights. These
results suggest that overfitting of the weights occurred when
calculating class-specific F1 scores.

In this study, we use accuracy-based (ACC-based) weight-
ing, which simplifies the implementation without signifi-
cantly altering the functionality compared to using average
class-specific F1 scores for weighting. Furthermore, we do
not use accuracy as weights directly to improve performance
but rather employ a function to get the appropriate weights.
We define the weight w; for the i-th base learner as an ACC-
based method using softmax with temperature as follows:

exp (“7)
Z§V=1 exp (@) 7

where acc; is the accuracy of the i-th base learner, and 7 is the
temperature in softmax. We adjust the softmax temperature T
to obtain the optimal weights for each Edge Ensemble model
configuration. In Section IV, we examine the accuracy for
varying T .

&)

P =

IV. SETUP AND PRELIMINARY EXPERIMENTS

In preparation for the evaluation in Section V, this section
first sets up the experiments and then analyzes the proposed
method’s hyperparameters.

A. SETUP
In this study, we focus on how to combine models in
Edge Ensembles rather than training individual models.
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We prepare the sets of models assuming Edge Ensembles
in advance and evaluate the inference performance for each
integration methods. In this section, we first present the model
configurations designed for Edge Ensembles and the datasets
used for evaluation. Then, we describe the settings of the
ensemble methods used in this study.

1) MODELS AND DATASETS

We consider three model configurations of Edge Ensembles:
1. Homogeneous Ensemble (HOE), 2. HOE2, and 3. Hetero-
geneous Ensemble (HEE). FIGURE 5 shows the schematic of
the training strategies for each model configuration. The HOE
setting consists of 16 ResNet18 models, each of which trains
with the entire training data from different initial weights
generated by each seed. The HOE2 setting also consists of 16
ResNet18 models. However, each model is based on a single
ResNet18 trained for half of the total epochs using half of
the training data. Then, each model trains for the remaining
half of the total epochs using bootstrap-sampled data from
a whole training set. This configuration assumes a scenario
where a common model trained on the server is localized on
the edge. The HEE setting consists of lightweight variants
of ResNet18 models based on five different configurations.
We reduce the channel sizes of each layer in ResNetl8 by
multiplying a parameter x, which is a reduction factor relative
to the original channel size. We set x to 0.2, 0.4, 0.6, 0.8, and
1.0 (original ResNet18) and create 2, 3, 6, 3, and 2 models
for each x, resulting in 16 models. Each model trains using
the entire training data from different initial weights. This
model configuration accounts for the scenario where the Edge
Ensemble comprises edge devices with varying model size
requirements.

For evaluation, we utilize CINIC-10, CIFAR-100, and
Tiny ImageNet datasets. CINIC-10 is a 10-class dataset
that combines samples from CIFAR-10 and ImageNet. Tiny
ImageNet is a 200-class dataset that contains extracted data
from ImageNet. For all datasets, we train each model for
100 epochs. The optimizer is SGD with a momentum of 0.9.
A weight decay of 5 x 10™* is applied. The learning rate is set
to 0.1 with a cosine annealing schedule. We train each model
using all the training sets and divide the test sets in half, using
one half for evaluation and the other half as a validation set.
The validation set is used to adjust various hyperparameters
and learn TTA policies and weights for weighted averaging.

2) SETUP OF ENSEMBLE METHODS
This paper uses the simple ensemble with unweighted
averaging for each base learner’s output probability as the
baseline for evaluation, and we conveniently call this method
the vanilla ensemble. Following paragraphs describe the
implementation and parameter settings in ensembles with the
cascade, TTA, and weighted averaging used in this study.
For the cascade, it is necessary to set up a confidence
measure function and an inference termination threshold.
We use the confidence measure based on the maximum
probability in the prediction, whose effectiveness has been
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FIGURE 6. Relationship between cascade termination threshold,
accuracy, and computational costs. The left axis and the blue line
represent accuracy, while the right axis and the orange line represent
relative computational costs. For this paper, we select a threshold that
reduces the computational costs the most within a 0.3% accuracy
reduction (indicated by the dotted line) from the maximum accuracy.

demonstrated in [32]. Since it is not always possible to
infer a specific device order in Edge Ensembles, we set
the threshold to be constant within a series of the cascade.
FIGURE 6 shows the accuracy and computational complexity
of the HOE for the CIFAR-100 dataset when varying the
threshold in cascade. Lowering the threshold leads to a
decrease in accuracy but reduces computational complexity.
The appropriate threshold depends on the required accuracy
of the target task. For this experiment, we set a tolerance
range for accuracy degradation within a range of 0.3%,
which is sufficiently smaller than the accuracy improvement
effect achieved by the ensemble. We select the threshold for
cascade to minimize computational costs while ensuring that
the accuracy decrease on the validation set is limited to within
0.3% of the vanilla ensemble.

For TTA, we use GPS for each model to find valid
policies from the candidate policy set before inference.
We utilize a candidate policy set consisting of 276 different
transformations. This set includes the 23 transformations
proposed by RandAugment [36] with a transformation
magnitude of 9, which consider the sign of the magnitude,
as well as an additional transformation of horizontal flip.
By combining two transformations from these 24 options,
we generate 24Cp = 276 unique transformations. Note that
we do not consider the order of the combinations to prevent
an excessive number of candidate policies. In the inference
phase, we applied the top 10 transformation policies found
by GPS for each model.

In weighted averaging, we use SL-based and ACC-based
weighting methods. For SL-based weighting, we employ a
1 x 1 convolutional layer, similar to the approach used in [13],
to assign a single weight to each model. We train the SL using
back-propagation with the validation set. For the ACC-based
weighting, we divide the validation set in half. We use one
half to calculate the accuracies of each base learner and the
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FIGURE 7. Latency ratio of cascade compared to a regular edge ensemble
for various transfer speeds and cascade iteration counts. When data
transfer time and inference time are equal, the parallel execution of
these processes is most effective, resulting in the minimal latency ratio.
When the number of iterations in the cascade is 1, the cascade ends with
local device inference only. Therefore, the latency is lower than that of
the original Edge Ensemble.

other half to find the optimal 7. Once we obtain 7', we assign
weights based on the accuracy of the entire validation set.

In order to avoid the complexity of the search space, each
method has only one change from the vanilla ensemble.
For example, in the case of the cascade, only the part that
integrates base learners sequentially is changed from the
vanilla ensemble, and the part that uses unweighted averaging
to aggregate inference results is the same.

3) SETUP OF EVALUATION METRICS

As evaluation metrics, we assess the accuracy of all the
methods through experiments. Furthermore, we estimate how
computational costs and latency change compared to the
original Edge Ensemble.

First, regarding computational costs, weighted averaging
involves multiplying each model’s predictions by their
respective weights, so there is little change compared to
the original Edge Ensemble. In the case of TTA, the
computational costs increase by the number of TTA trans-
formation policies applied. In our experiment, we applied
10 transformation policies, resulting in a 10-fold increase in
computational costs. As for the cascade, the computational
costs vary for each data point, depending on the number of
models used for inference. In the experiment, we estimate
the average change in the number of FLOPs (Floating-
Point Operations) for cascade compared to the original Edge
Ensemble.

Next, regarding latency, for weighted averaging, as with
the computational cost, it is almost equivalent to the original
Edge Ensemble. For TTA and cascade, latency changes
compared to the original Edge Ensemble. To estimate them,
first, we briefly estimate the latency in the original Edge
Ensemble. A detailed latency analysis is conducted in [6], but
here, to provide a more accessible estimate of how the method

6933



IEEE Access

S. Kumazawa et al.: Toward Improving Ensemble-Based Collaborative Inference at the Edge

employed in this study impacts the Edge Ensemble’s latency,
we utilize a simplified latency model. Assuming that data
transfer times and inference times are consistent across all
devices, the latency of the Edge Ensemble L is represented
as follows:

Lens = Tdaa + 7, (6)

where Tya, represents the transfer time of the inference data
to other devices, and t represents the inference time of each
device. This latency equation represents the time when a local
device sends data to other remote devices simultaneously, and
remote devices perform inference simultaneously. We ignore
the time required to return the inference results in the equation
because the data size of the inference results is considerably
smaller than the inference data. In the case of TTA, the
T increases by the number of TTA transformation policies
applied. Therefore, it can be expressed by the following
equation:

Ltta = T4ata + kT, @)

where k represents the number of TTA policies applied. The
increase in Ltta compared to Lens depends on the ratio of 7 to
T4ata, but once the values are determined, it can be statically
calculated. If 7 is dominant, it increases by up to a maximum
of k times. In the case of cascade, the latency varies depending
on how data transfer and inference processing are controlled
sequentially. Here, we assume that the inference of data on a
certain device and the data transmission to the next inference
device are carried out in parallel simultaneously. Then, the
latency is represented by the following equation:

It + (Tgan — U — 1) (Tgaa — 7T = 0)
It (Tgata — T < 0),

cas —

®)

where I represents the number of iterations in the cascade.
By performing inference and data transmission simulta-
neously, it is possible to hide the time taken for data
transmission. FIGURE 7 summarizes latency changes from
the original Edge Ensemble for various transfer speeds using
Tiny ImageNet dataset. We estimate t using a typical model
inference speed on edge devices of 700 milliseconds for
an image sized 224 x 224, based on measurements in
[37]. We then convert this time for the Tiny ImageNet size
of 64 x 64. Furthermore, we assume the transfer speeds
range from tens to hundreds of kbps, based on common
communication methods used in edge environments, as used
in [38]. We estimate the data size using the JPEG images in
the Tiny ImageNet dataset. The latency of the cascade varies
depending on the number of cascade iterations. Therefore,
in the experiments, we measure the number of cascade
iterations and evaluate the latency by averaging the latency
ratios for the six data transfer speeds used in the left figure of
FIGURE 7.
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FIGURE 9. Accuracy using ACC-based weighting for varying T in

Equation 5 in the case of the HEE model configuration with the CIFAR-100
dataset. The blue line shows the accuracy of the ACC-based weighted
ensemble with different values of 7, and the red line represents the
accuracy of the vanilla ensemble as a baseline. The orange line
represents the accuracy with the class-specific F1 score-based weighting
method, while the green line represents the accuracy with weighting
based on the averaged F1 score across all classes.

B. HYPERPARAMETER ANALYSIS

This section analyzes two hyperparameters of the proposed
method, the parallelism m in the m-parallel cascade and the
temperature 7 in the ACC-based weighting method.

1) PARALLELISM IN M-PARALLEL CASCADE

FIGURE 8 shows the accuracy and latency of the proposed
method for m-parallel cascade for varying the parallelism
parameter m. The top part of the figure shows the accuracy,
and the bottom part shows the latency. The horizontal
axis denotes the average number of models participating
in inference, expressed as relative FLOPs. Because we
obtained similar trends regardless of the dataset and model
configuration, the figure only shows the data for the
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TABLE 1. Accuracy of the single model and vanilla ensemble with
16 models for the baseline.

Accuracy[%](diff with single)

Dataset

HOE HOE2 HEE
single Ensemble  single Ensemble  single Ensemble
CINIC-10 87.1 89.5(+24) 844  87.0 (+2.6) 853 88.7(+3.4)
CIFAR-100 773  81.0 (+3.7) 724 76.0 (+3.6) 73.6  79.6 (+6.0)
Tiny ImageNet 65.1 722 (+7.1) 60.2  66.7 (+6.5) 60.9  69.4 (+8.5)
TABLE 2. Accuracy of each model composing the HEE setting.
Dataset Accuracy[%]
x=02 x=04 x=06 x=08 x=
CINIC-10 81.0 84.5 85.9 86.5 87.2
CIFAR-100 66.9 71.1 74.6 76.1 774
Tiny ImageNet 56.3 59.1 60.8 63.4 65.1

CIFAR-100 in the HOE setting. We observed that ensemble
accuracy for the same number of models remains almost the
same as the change in m while the computational complexity
increases and latency decreases. We also confirmed that the
latency is most efficient when m is a divisor of the number
of remote devices used for inference. Section V evaluates the
trade-off between computational complexity and latency for
cases of m = 1, 2, 4, and 8 for the cascade with 16 models.

2) TEMPERATURE IN ACC-BASED WEIGHTING METHODS
FIGURE 9 shows the accuracy for varying temperature T
from 0.001 to 9 for the ACC-based weighting function in
Equation 5. We obtained similar trends regardless of the
dataset. However, for model configurations, the HOE and
HOE2 settings had little effect on ACC-based weight assign-
ment (details will be discussed in Section V). Therefore,
we show only HEE for CIFAR-100 in the figure. For HEE
on all datasets, too low values for T significantly degraded
accuracy, and too high values for T had no effect, resulting in
a T peak between 0.01 and 0.1. In the evaluation of Section V,
we use the value of T that yielded the highest accuracy on the
validation set for each dataset and model configuration.

V. EVALUATION

In this section, we conduct experiments to evaluate the
effectiveness of the Edge Ensembles when using cascade,
weighted averaging, and TTA for model integration. We also
experimentally validate the effectiveness of the proposed
methods of m-parallel cascade, ensemble label-based learn-
ing, and the ACC-based weighting method. TABLE 1
presents the accuracy of the single model and vanilla
ensemble consisting of 16 models as baselines for each model
configuration and dataset. The column of the single model
represents the average accuracy of all the models composing
its model configurations. TABLE 2 offers the accuracy of the
single model composing the HEE setting for each x.

A. CASCADE
TABLE 3 shows the accuracy, FLOPs, and latency of
the ensemble with cascade for each dataset and model
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FIGURE 10. Computational cost and latency of the m-parallel cascade in
the HOE setting for each dataset. The vertical axis, representing latency,
shows the latency ratio compared to a regular ensemble. The horizontal
axis, representing FLOPs, indicates the relative computational cost of the
cascade compared to a single model, where the computational cost of a
single model is normalized to 1. These values were measured based on
the average number of models used in the cascade. While there are
minor variations in accuracy based on the value of m, the method
preserves overall accuracy and allows for tuning latency and FLOPs.

configuration using 16 models. In the table, the values in
parentheses for accuracy represent the difference compared to
the vanilla ensemble. The FLOPs and latency values indicate
the ratio when compared to the values of the vanilla ensemble.
For the HOE and HOE?2 settings, we calculate the FLOPs and
latency based on the average number of models participating
in inference. For the HEE setting, we employ the cascades of
ascending and descending order based on model size criteria
due to its composition of models with different structures.
In addition, we calculate the FLOPs of each model for each
x. However, we calculate the latency to be constant regardless
of x for simplicity because the latency of data communication
is independent of x, and the inference time depends on the
device performance in addition to x.

The accuracy in all model configurations and datasets
remained nearly unchanged while reducing the FLOPs.
However, the latency increased. When comparing each model
configuration, we observes that the HOE and HOE2 settings
yielded similar results. In the case of HEE, the descending
order cascade outperformed the ascending order cascade.
This is due to the thresholds used to minimize accuracy
drops in the cascade process. In the ascending order cascade,
to maintain accuracy, the inference must continue until the
later strong models if the earlier weak models make incorrect
class predictions. Therefore, a higher termination threshold
is necessary, and terminating the inference process becomes
more challenging, even for simpler data.

Furthermore, we applied m-parallel cascade to the
HOE setting and examined the changes in latency and
computational complexity. FIGURE 10 shows the variation in
latency and FLOPs of the m-parallel cascade for each dataset.
By varying the value of m, we achieved a trade-off between
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TABLE 3. Accuracy, FLOPs, latency in cascade with 16 models.

Accuracy [%] (diff from vanilla ensemble)

FLOPs ratio to vanilla ensemble ‘ Latency ratio to vanilla ensemble

Dataset
HOE HOE2 HEE HOE HOE2 HEE HOE HOE2 HEE
asc desc asc desc asc desc
CINIC-10 89.4 (—0.1) 86.9(—0.1) 88.6(—0.1) 88.6(—0.1) | 0.31x 0.34x 0.50x 0.26x | 3.24x 3.69x 6.02x  1.77x
CIFAR-100 80.7 (—0.3) 759(—0.1) 79.2(—0.4) 793(—0.3) | 0.34x 0.41x 0.54x 0.35x | 3.60x 4.48x 6.42x  2.85X
Tiny ImageNet ~ 72.0 (—0.2) 664 (—0.3) 69.3(—0.1) 69.4(—0.0) | 0.58x 0.56x 0.69x 0.63x | 6.38x 6.23x 8.01x 6.38x%
TABLE 4. Accuracy of ensemble with weighted averaging. TABLE 5. Accuracy of ensemble with TTA.
Weighted Averaging Accuracy [%] (diff from the baseline) - -
Dataset — _ TTA Accuracy [%] (diff from the baseline)
ACC-based ~ SL-based ~ ACC-based  SL-based ~ ACC-based  SL-based ) . HOE _ HOE2 . HEE

single Ensemble single Ensemble single Ensemble

CINIC-10 89.5 (+0.0)  89.5(—0.0) 87.0(+0.0) 87.0(+0.0) 89.0 (+0.3)  88.9 (+0.2)
CIFAR-100  81.1(+0.1) 8L1(+0.1) 76.1 (+0.1) 759 (—0.1) 803 (+0.7)  79.9 (+0.3) CINIC-10 87.9 (+0.8)  89.5(+0.0)  852(+0.8) 87.1(+0.1) 864 (+1.1) 837 (+0.0)
CIFAR-100  78.0 (+0.7) 811 (+0.1) 73.1(+0.7) 762(+0.2) 75.1(+1.5) 79.6 (+0.0)

Tiny ImageNet ~ 72.1 (—=0.1)  72.0 (—0.2)  66.7 (+0.0)  66.6 (=0.1) 702 (+0.8)  70.5 (+1.1)

latency and computational complexity while maintaining
nearly the same level of accuracy. For instance, when m
was 4, the latency was about 2.8 times lower than the original
cascade while increasing FLOPs by 1.06 times on average
accross all datasets. Compared to the vanilla ensemble,
the average amount of computation was 0.43 times, while
the increase in latency was controlled to just 1.55 times.
Furthermore, when m is greater than or equal to 8, it reduces
latency and computation costs while maintaining accuracy
compared to the vanilla ensemble. In practical applications,
selecting an appropriate value of m based on the acceptable
latency, it is possible to reduce computational complexity
while maintaining accuracy.

B. WEIGHTED AVERAGING

TABLE 4 shows the accuracy in the ensemble with 16 models
when using the SL-based and ACC-based weighted averaging
for each dataset and model configuration. In the HOE and
HOE2 settings, both ACC-based and SL-based weighted
averaging did not yield significant improvements. However,
in the HEE setting, both methods proved to be effective.
This can be attributed to the minimal variations between the
performances of models within the HOE and HOE?2 settings,
which renders the weighting meaningless.

In the HEE setting, when comparing ACC-based and
SL-based weighting methods, ACC-based outperformed SL-
based in CIFAR-100, while SL-based was superior in
Tiny ImageNet. CIFAR-100 is a simpler dataset than Tiny
ImageNet. It is considered that ACC-based weighting, which
simply prioritizes each prediction based on accuracy, was
more effective than performing complex weight learning
using SL for simpler data. Furthermore, in the case of CINIC-
10, the weighting methods did not yield significant effects.
We can attribute this to the fact that CINIC-10 is the easiest
dataset and the more minor performance differences between
base learners within the HEE setting, as shown in TABLE 1.
In the case of HEE, where there were significant effects,
we analyzed 1) the accuracy changes for the number of base
learners and 2) the learning of weights using the proposed
training method with ensemble prediction labels.

6936

Tiny ImageNet ~ 66.0 (+0.9) 722 (+0.0)  61.1 (+0.9) 672 (+0.5) 626 (+1.7) 699 (+0.5)

1) EFFECTIVENESS FOR VARYING NUMBER OF BASE
LEARNERS

In Edge Ensemble scenarios, not all models on each device
are always available due to communication constraints.
Therefore, it is essential to verify the effectiveness of weights
learned using all models in training when only a subset
of models is available in inference. FIGURE 11 shows the
average accuracy in the HEE setting for the change in the
number of base learners for the ensemble with weighted
averaging. We trained weights from all 16 models in the
training phase and randomly selected subsets of models in
the inference phase. We confirmed that conducting weighted
inference using randomly selecting a subset of models
is as effective as using all 16 models. This observation
validates the effectiveness of the weighting approach for Edge
Ensemble scenarios.

2) LEARNING WITH ENSEMBLE PREDICTION LABELS
FIGURE 11, compares the accuracy of learning with ground
truth labels and ensemble prediction labels for ACC-based
and SL-based weights. The weighting method of using
ensemble prediction labels yielded results that were almost
equivalent to using ground truth labels. This experimental
confirmation demonstrates the effectiveness of ensemble
label-based weighting in situations where weighted averaging
is beneficial.

C. TIA

TABLE 5 shows the accuracy of a single model and an
ensemble with 16 models when applying TTA for each
dataset and model configuration. Applying TTA to single
models improved accuracy consistently across all model
configurations. However, in most cases, ensembling did
not show significant improvements. Although there was
some improvement in ensembling for the HOE2 and HEE
settings on Tiny ImageNet, it was still lower than the
accuracy improvement achieved by TTA on a single model.
These results suggest that ensembling and TTA share some
redundant functionalities.
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FIGURE 11. Comparison of ensemble accuracies with and without weighted averaging in the HEE setting for varying numbers of base
learners. The blue line represents the vanilla ensemble, while the other colored lines depict ensembles with weighted averaging using
each weighting method. For the green and purple lines, ensemble prediction labels are used instead of ground truth labels for
weighting. We randomly sampled models to measure accuracy after training the weights using all 16 models. While there was some
variation in effectiveness among the weighting methods, weighted averaging showed efficacy even with varying the number of base
learners. The method using ensemble prediction labels demonstrated nearly equivalent performance to using ground truth labels.
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FIGURE 12. Comparison of ensemble accuracies with and without TTA in the HOE setting for varying numbers of base learners. The blue
line represents the vanilla ensemble, the orange line represents the ensemble with TTA, and the green line represents the ensemble with
TTA using policies learned from ensemble prediction labels instead of ground truth labels. As the number of base learners increased, the
difference in accuracy between using TTA and not using TTA decreased. Furthermore, the effect of TTA was almost equivalent regardless

of the difference in the labels used during policy learning.

FIGURE 12 shows the effectiveness of TTA for each total
number of base learners in the ensemble for the HOE setting,
which had the lowest efficacy of TTA in the ensemble among
all model configurations. TTA demonstrated a notable impact
when the ensemble had a small number of models, but the
effect diminished as the number of models increased. Similar
trends were observed for other model configurations and
datasets not shown in the figure. These results indicate that
TTA can be an effective method to improve accuracy in Edge
Ensembles further when the number of available models is
limited.

FIGURE 12 also shows the accuracy of the proposed
ensemble label-based learning, which learn the policy for
TTA by GPS using ensemble prediction labels instead
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of ground truth labels. Although the accuracy is slightly
lower for the proposed method compared to the case using
ground truth labels, the overall effectiveness of TTA is still
evident. This indicates that even in Edge Ensemble scenarios
where ground truth labels are unavailable, treating ensemble
prediction labels as pseudo-ground truth allows for effective
TTA policy learning.

D. EVALUATION OF COMBINATIONS

In this section, we evaluate the performance when combining
these methods. Cascade, TTA, and weighted averaging are
three independent methods that can be used simultaneously,
but each has distinct characteristics. Cascade is a method that
reduces accuracy but decreases computational complexity,
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FIGURE 13. Comparison of ensemble accuracies with TTA and weighted averaging and their combination in the HEE setting for varying
numbers of base learners. The combination of TTA and weighted averaging resulted in the simultaneous effects of both techniques.

TABLE 6. Performance of a combination of cascade and weighted
averaging.

HEE w/ cascade & weighted averaging

FLOPs ratio
(cascade alone)

Dataset Accuracy [%]
(diff from cascade/weighting/vanilla)

Latency ratio
(cascade alone)

CINIC-10 88.7 (+0.1/ — 0.3/ — 0.0) 026 x (0.26x) 1.84x (1.77x)
CIFAR-100 79.8 (+0.5/ — 0.5/ + 0.2) 0.35 x (0.35%) 2.93 x (2.85%)
Tiny ImageNet 70.4 (+1.0/ — 0.1/ + 1.0) 0.60 x (0.63x)  5.95 x (6.38x)

while TTA is a technique that increases accuracy at the
expense of computational complexity. These two methods
have contrasting features, and there are no advantages to
using them simultaneously. Therefore, we do not consider
scenarios where they are used together. Consequently, in this
section, we evaluate two combinations: the combination of
cascade and weighted averaging, and the combination of TTA
and weighted averaging. In evaluating each combination,
we assess the HEE setting in which weighted averaging was
the most effective among the three model configurations.

1) COMBINATION OF CASCADE AND WEIGHTED
AVERAGING

For the combination of cascade and weighted averaging,
we use cascade with descending order and employed
weighting methods that yielded higher accuracy for each
dataset. We use the same evaluation metrics as in the case
of using cascade alone. TABLE 6 presents accuracy, FLOPs
ratio, and latency ratio of HEE settings with cascade and
weighted averaging. By combining cascade and weighted
averaging, FLOPs and latency remained nearly the same level
as in the case of cascade alone, while the accuracy matched
or exceeded that of the vanilla ensemble.

2) COMBINATION OF TTA AND WEIGHTED AVERAGING

In evaluating the combination of TTA and weighted aver-
aging, we assess the accuracy by varying the number of
models, similar to the evaluation of TTA alone. FIGURE 13
compares the accuracy achieved when combining weighted

averaging and TTA with the accuracy obtained when using
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each method individually and when using none of them.
By combining TTA, which is effective when the number of
models is small, with weighted averaging, which is more
effective when the number of models is large, we consistently
improved accuracy compared to the vanilla ensemble across
all numbers of models.

E. DISCUSSION

Thus far, we have assumed the context of Edge Ensembles
and evaluated the performance by applying cascade, weighted
averaging, and TTA to the model integration part through
experiments.

For cascades, previous studies have reported that cascades
reduce FLOPs and improve inference speed compared to
simple ensembles [23]. However, our study assumes an Edge
Ensemble where models on each device conduct inference in
parallel. As a result, while the cascade reduced computational
costs, it increased latency in our context. Furthermore, the m-
parallel cascade mitigated the increased latency based on the
parallelism factor m, allowing for the adjustment of the degree
of computational costs reduction and the latency increase in
the cascade.

Weighted averaging was the most effective when applied
with the HEE configuration, similar to previous studies [13].
However, in this study, we went one step further by evaluating
performance, assuming variations in the availability of other
devices in Edge Ensembles. We observed that weighted
averaging is effective even when varying the number of base
learners, demonstrating its effectiveness in the context of
Edge Ensembles.

In the case of TTA, similar to previous studies [32]
that combined conventional DNN ensembles with TTA,
we observed that TTA on a single model was the most
effective, and its benefits diminished when used in ensembles.
In our study, we analyzed accuracy with TTA for different
numbers of models to assess its utility in the context of Edge
Ensembles. We found that TTA can be used as an option to
improve the accuracy of Edge Ensembles when only a few
nearby devices are available for collaborative inference.
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In addition, we validated the effectiveness of using
ensemble prediction labels for learning TTA policies and
weighting methods. We found that the results were generally
comparable to using ground truth labels. This demonstrates
the feasibility of using ensemble prediction labels alone to
improve the accuracy of the ensemble itself without involving
complex model training. However, it is important to note
that this approach heavily relies on the accuracy of the
ensemble prediction. For instance, if the Edge Ensembles
contain numerous devices that produce random answers, the
ensemble prediction result would be close to random, making
effective learning impossible. Moreover, malicious models
within the ensemble could lead to intentional misdirection of
the predictions. Authors in [7] proposed removing devices
with high error rates as a solution, but this approach
also depends on the ensemble prediction results, remaining
similar challenges. Addressing adversarial models in Edge
Ensembles is a crucial future research direction.

VI. CONCLUSION

This paper leverages three approaches to enhance Edge
Ensembles: cascade as an integration method with high
efficiency, weighted averaging as an integration method to
improve accuracy, and TTA as a method to integrate each base
learner with improved accuracy. The experimental results
support the effectiveness of these methods in improving
Edge Ensembles’ performance. The proposed m-parallel
cascade addresses the latency issues present in conventional
cascades for Edge Ensembles while reducing computational
costs compared to simple ensembles. Weighted averaging
improved accuracy, especially in the HEE setting, and
enhanced accuracy in Edge Ensembles where the availability
of neighboring devices varies. TTA significantly enhances
the accuracy of single models compared to ensemble cases.
We also validate its effectiveness in scenarios with limited
availability of neighboring devices for Edge Ensembles.
Furthermore, our demonstration highlighted the effectiveness
of ensemble label-based learning, enabling Edge Ensembles
to adapt their model integration process on the edge side.

In conclusion, the collaborative inference system, which
efficiently processes inference by leveraging the collective
power of multiple devices, is expected to gain significant
importance in the era of IoT. In this study, we validated
fundamental ensemble-based approaches in the context of
collaborative inference while also introducing new ideas
and assessing their effectiveness. However, critical security
issues related to test data privacy and adversarial handling
still remain for collaborative inference, necessitating further
research in future work.
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