
Received 23 November 2023, accepted 31 December 2023, date of publication 8 January 2024,
date of current version 18 January 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3350773

A Review of Computer Vision-Based Monitoring
Approaches for Construction Workers’
Work-Related Behaviors
JIAQI LI 1, QI MIAO1, ZHENG ZOU2, HUAGUO GAO1, LIXIAO ZHANG2,
ZHAOBO LI3,4, AND NAN WANG1
1School of Civil Engineering, University of Science and Technology Liaoning, Anshan 114051, China
2College of Transportation Engineering, Dalian Maritime University, Dalian 116026, China
3Hohhot Science and Technology Innovation Service Center, Hohhot 010011, China
4School of Mechanics and Civil Engineering, China University of Mining and Technology, Xuzhou 221116, China

Corresponding author: Jiaqi Li (lijiaqi@ustl.edu.cn)

This work was supported in part by the Outstanding Young Scientist Program of the University of Science and Technology Liaoning under
Grant 2023YQ03, in part by the Basic Research Program for Universities of the Educational Department of Liaoning Province under Grant
JYTQN2023241, and in part by the University of Science and Technology Liaoning Talent Project Grants.

ABSTRACT Construction workers’ behaviors directly affects labor productivity and their own safety,
thereby influencing project quality. Recognizing and monitoring the construction-related behaviors is
therefore crucial for high-quality management and orderly construction site operation. Recent strides in
computer vision technology suggest its potential to replace traditional manual supervision approaches. This
paper explores research on monitoring construction workers’ behaviors using computer vision. Through
bibliometrics and content-based analysis, the authors present the latest research in this area from three
perspectives: ‘‘Detection, Localization, and Tracking for Construction Workers,’’ ‘‘Recognition of Workers’
Construction Activities,’’ and ‘‘Occupational Health and Safety Behavior Monitoring.’’ In terms of the liter-
ature’s volume, there has been a notable increase in this field. Notably, the focus on safety-related literature
is predominant, underscoring the concern for occupational health. Vision algorithms have witnessed an
increase in the utilization of object detection. The ongoing and future research trajectory is anticipated to
involve multi-algorithm integration and an emphasis on enhancing robustness. Then the authors summarize
the review from engineering impact and technical suitability, and analyze the limitations of current research
from the perspectives of technical approaches and application scenarios. Finally, it discusses future research
directions in this field together with generative AI models. Furthermore, the authors hope this paper can
serves as a valuable reference for both scholars and engineers.

INDEX TERMS Computer vision, construction worker, construction behavior, construction site, monitoring.

I. INTRODUCTION
The construction industry is recognized as a labor-intensive
field that involves multi-tasking operations. On-site work-
force management can be challenging due to its cumbersome
nature, which has the potential to result in low productivity
and high safety risks [1]. Possible inactive construction activi-
ties, inefficiency, and irresponsible attitudes of operators have
been found to result not only in time and resource wastage
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but also in economic loss for the entire project, along with a
decline in safety and construction quality [2], [3].

Lately, there has been a growing emphasis on proactively
evaluating the occupational health and safety challenges con-
fronted by construction laborers, as indicated by research [4].
Furthermore, several countries have recognized the need to
strengthen construction supervision regulations at the govern-
mental policy level [5], [6].

Traditionally, professionals conduct on-site inspections
and supervise and record work, which often leads to problems
such as insufficient coverage, unreasonable personnel
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FIGURE 1. The research logic framework.

scheduling, time-consuming tasks, and subjective super-
vision results [7]. In recent years, many countries have
embraced the concept of intelligent construction, driven by
the development of information technology and the Internet
of Things [8], [9], [10]. Thanks to technology and policy,
several intelligent technologies, such as sensor technology,
audio technology, and computer vision technology, are being
employed in engineering construction supervision.

The primary types of sensors used for monitoring con-
struction workers are position sensors [11] and acceleration
sensors [12]. However, using these sensors requires them to
be attached to the worker, which can affect their comfort and
increase equipment maintenance costs [13]. The audio-based
approach cannot identify construction tasks that produce less
sound or no sound at all [14]. In the field of civil engineering,
computer vision technology has become a high-precision
non-contact monitoring method, which is used in matters
such as cracks monitoring [15], [16], [17], strains measure-
ment [18], [19], damage recognition [20], [21]. Vision-based
approaches can also record worker activities in real-time,
allowing project managers to track construction site produc-
tivity, progress, and safety risks, and make timely decisions
about project progress. Using computer vision to achieve
intelligent control of smart construction sites is not only
the next frontier science, but also the driving force for the
development of smart construction sites [22].
Nonetheless, there have been fewer studies conducted

to monitor worker behavior than those assessing building
structure damages, as indicated by Mostafa and Hegazy
[23]. In recent years, several comprehensive reviews have
been conducted, focusing on safety concerns in engineering
construction. Zhang et al. [24] and Fang et al. [25] have
explored the application of computer vision technology in
worker safety. From an economic development perspective,
Luo et al. [26]have elaborated on construction safety issues,
emphasizing emerging trends like deep learning and inter-
disciplinary technologies. Additionally, Zeng et al.’s work
has pointed artificial intelligence as directions in construction
safety research [27] Construction workers’ behavior plays
a pivotal role in influencing construction quality [2]. Their

trajectories, work behaviors, and safety practices need to be
seamlessly integrated into intelligent management systems
[24], [28]. In recent years, the number of related works
using computer vision technology to conduct research from
the perspective of construction workers’ behavior has been
increasing year by year, and the algorithmic techniques are
constantly updated and iterative, so a comprehensive review
is needed to summarize and review the latest related litera-
tures in the field in order to understand the current research
trends and status, challenges and limitations. At the same
time, we hope that this paper can give some reference to
engineers to help innovation in construction management.

To achieve this objective, the remainder of the paper is
organized as follows: Chapter 2 outlines the methodology
employed for literature search, Chapter 3 describes the lit-
erature situation, Chapter 4 presents the computer vision
techniques utilized in reviewed research, Chapter 5 pro-
vides applications scenarios of computer vision techniques to
worker construction-related behaviors, Chapter 6 lists sum-
maries from the technical and practical application perspec-
tives, and finally, research gaps and limitations are identified,
and potential future research directions are suggested.

II. RESEARCH METHODOLOGY
Figure 1 is the technical framework of this article. Initially,
the authors establish the study’s background in the intro-
duction, providing the groundwork for subsequent research.
Following this, a meticulous screening and analysis were con-
ducted on 137 publications published after 2013, all of which
are pertinent to the work behaviors of construction workers.
Subsequently, based on the research content within these arti-
cles, the examination and advancement of knowledge are exe-
cuted from three perspectives: the localization and tracking of
construction workers, the recognition of construction activ-
ities, and the monitoring of occupational health and safety
behaviors. These three dimensions comprehensively encom-
pass the critical issues of workers’ movement trajectories,
construction activities, and safety practices, all of which exert
a direct or indirect influence on project quality control and the
safety of construction personnel. Building upon the insights
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gleaned from the literature review, a comprehensive synthesis
and discussion are presented, elucidating the current state
of research and delineating prospective avenues for future
investigation.

The authors conducted a search of relevant literature using
Web of Science (WOS). The search string used was: (worker
AND construction) AND (‘‘computer vision’’ OR ‘‘vision-
based’’ OR ‘‘deep learning’’ OR ‘‘image processing’’ OR
vision). The retrieval process comprised three sequential
phases. In the initial stage, utilizing the aforementioned
string, 596 scholarly articles from journal publications and
conference papers were obtained from the WOS core col-
lection. In the second stage, review papers were excluded,
and literature from 2013 to June 2023 was retained, leav-
ing 496 papers. The third stage involved a careful manual
search of the abstract, keywords, and body content to exclude
content unrelated to ‘‘construction workers’’ and ‘‘machine
vision,’’ leaving 137 papers for analysis.

Figure 2 illustrates the distribution of the 137 articles
analyzed in this study by their year of publication and the
number of citations they received in each year. It is evident
that the number of publications in this field has grown rapidly
since 2015. Moreover, the number of citations reveals that
the research outcomes have received significant attention
from the academic community. This trend could be attributed
to the growing interest in intelligent construction technol-
ogy and the advancements in computer vision technology
since 2010. The popularity of computer vision was further
enhanced with the introduction of the Faster R-CNN algo-
rithm in 2015. Figure 3 displays the sources of the papers,
including Automation in Construction, Journal of Computing
in Civil Engineering, Journal of Construction Engineering
and Management, Advanced Engineering Informatics, IEEE
Access, etc. These journals are reputable and may have a
considerable potential to make further contributions to the
field.

FIGURE 2. The publication frequency across various years.

III. OVERVIEW OF REVIEWED LITERATURES
VOSViewer, a bibliometric software, was utilized to cluster
the reviewed papers and identify current topics of interest
in the field [29]. The authors utilized VOSViewer for an

in-depth analysis of the paper’s keywords, which led to the
creation of a heat map (depicted in Figure 4). In the process
of generating this heat map, each point on the map is assigned
a color based on the density of the elements in its vicinity.
A higher density corresponds to a closer proximity to red,
while lower density leans toward blue. The magnitude of this
density is contingent upon the significance of these elements,
providing a rapid overview of critical research areas [27]. It is
evident that the central themes in the literature revolve around
keywords such as ‘‘deep learning,’’ ‘‘computer vision,’’ ‘‘con-
struction,’’ and ‘‘workers,’’ among others.

Subsequently, the authors analyzed the literature’s authors
and their institutions, and the results are visualized in Fig-
ure 5 and Figure 6. In the figures, a larger font size and
nodes correspond to a higher volume of published literature.
Various colors are used to denote distinct clusters, while
the lines connecting the circles illustrate the interconnect-
edness between authors and their affiliations through cross-
referencing [30].The filtering condition for this analysis was a
minimum of three publications, and the size of the bubbles in
the figures indicates that Hong Kong Polytechnic University
[31], [32], [33], [34], [35], [36], [37], [38], [39], [40], [41],
[42], [43], [44], [45], [46], [47], [48], [49], [50], [51] and
Huazhong University of Science and Technology. [32], [33],
[34], [36], [38], [42], [50], [51], [52], [53], [54], [55], [56],
[57], [58] are currently leading the field. Other institutions
conducting research in this area include Chung Ang Uni-
versity [59], [60], [61], [62], [63], [64], [65], University of
Illinois [66], [67], [68], [69], [70], [71], [72], [73], Dalian
University of Technology [74], [75], [76], [77], [78], [79],
and more. Figure 5 highlights that Li Heng’s team [31], [32],
[33], [34], [35], [36], [38], [39], [41], [42], [43], [44], [45],
[46], [47], [48], [49], [50], [51] at Hong Kong Polytechnic
University and Luo Hanbin’s team [33], [42], [52], [53], [54],
[55], [56], [57], [58] at Huazhong University of Science and
Technology are currently leading the field, with similar colors
representing the same research area. Additionally, Li et al.
[75], [76], [78], Zhang et al. [74], [75], [76], [78], [80], and
Cai and Cai [81], [82], [83], [84] have shown potential in this
field.

Figure 7 illustrates the research progress in each country
or region, highlighting Mainland China’s current leadership
in this field. This may be attributed to the rapid growth of
China’s construction industry since the 21st century, sur-
passing the United States in terms of construction output by
2012, with the gap in output widening over the following
decade. However, this growth has also brought about negative
consequences, including safety and environmental concerns,
leading China to prioritize enhanced regulation, smart con-
struction, and green construction. As a result, this concerted
effort has catalyzed the swift advancement and implementa-
tion of computer vision technology in the construction indus-
try. The United States, as the world’s number one economy,
has also made significant contributions to this field. With
its technology powerhouse status, the United States provides
fertile ground for the development of artificial intelligence
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FIGURE 3. The volume of scholarly articles published in relevant academic journals.

FIGURE 4. Keywords hotspot heatmap.

technology. Furthermore, South Korea, Australia, and other
countries have also shown significant development in the
‘‘computer vision + worker construction behavior + con-
struction’’ field.

IV. TECHNOLOGIES
A. OVERVIEW OF COMPUTER VISION TECHNIQUES
Computer Vision, also known as Machine Vision, is a tech-
nology that uses mathematical algorithms and computers to
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FIGURE 5. Analysis of research authors.

FIGURE 6. Analysis of research institutions.

automate and simulate human vision. Its primary purpose is
to extract valuable information from image and video data
and then analyze, process, and understand it.

Traditional computer vision methods rely mainly on
image processing and pattern recognition techniques. These
methods include feature extraction techniques like edge
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FIGURE 7. Analysis of research countries or areas.

detection [85]. Image classification methods such as support
vector machines (SVM) [86] can be used to classify objects
based on their features. Object tracking methods like Kalman
filter [87] can track the position and motion state of objects
in consecutive frames. Additionally, segmentation methods
based on thresholding, edges, regions etc. [88], can divide
images into different regions or parts. While these traditional
methods can be useful for tasks such as image recognition,
their application in complex scenarios is limited due to the
need for manually designed features.

Currently, deep learning-based computer vision methods
have become mainstream. Convolutional neural networks
(CNN) and their derivatives, such as ResNet [89], are widely
used for various tasks, including image classification, detec-
tion, and segmentation. Recurrent neural networks (RNN)
[90] are used for sequential data processing, such as video,
speech, and text. Object detection networks such as Faster
R-CNN [91] and YOLO [92] are used to locate and measure
the size of target objects in images, while segmentation net-
works such as Mask R-CNN [93] are used for image segmen-
tation into different parts or regions. Generative adversarial
networks (GANs) [94] are used for image generation and
restoration, as they can produce high-quality images and
enhance image restoration. Furthermore, long and short term
memory networks (LSTM) [95] can be used for visual tasks
such as video classification and object tracking.

Computer vision technologies mentioned above provide
powerful support for quickly extracting information from
construction sites and identifying construction site conditions
and worker behavior.

B. COMPUTER VISION ALGORITHMS’ INNOVATION
The construction environment is characterized by its intri-
cate and dynamic nature, where diverse categories of heavy
machinery coexist and operate in parallel, alongside consid-
erable personnel mobility. To better adapt computer vision
technology to engineering needs, researchers have improved
and innovated upon existing research results in the field
of computer vision, updating the technical framework. For
example, the recognition of steel bar-related activities per-
formed by construction workers was addressed by Luo et al.
[52] through the proposition of a three-stream CNN which
can capture static spatial features, short-term motion, and
long-termmotion in video clips. Yang et al. [96] proposed the
Spatial Temporal Relation Transformer (STR-Transformer),
which better fuses temporal and spatial features in construc-
tion video clips. They also created a video clip dataset includ-
ing seven types of construction workers’ behaviors. Fang
et al. [56] proposed an improved Faster R-CNN that achieves
better multi-scale detection in detecting and locating workers
and equipment on construction sites. Liu et al. [97] proposed
Multi-Domain Convolutional Neural Network to improve the
tracking performance of construction workers. Huang et al.
[98] achieved better construction worker hardhat wear detec-
tion performance by improving YOLO v3. Park et al. [99]
introduced DIoU and NMS for YOLO v5, utilizing weight
triplet attention, expansion deature-level, and soft-pool to
improve the performance and enhance the ability of detecting
workers at construction sites, especially the ability to detect
overlapping objects in complex environments was enhanced.
Other studies have also involved various computer vision
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TABLE 1. Typical research for algorithms integrated.

methods for algorithm improvements [100], [101], [102],
[103], [104], [105], [106].
Establishing a highly stable vision algorithm model is

partly dependent on high-quality training data. While some
open-source databases like COCO and ImageNet are avail-
able, they have limited applications in the construction indus-
try. To address this limitation, Yang et al. [96] created a video
clip dataset comprising seven types of construction workers’
behavior. Jixiu et al. [107] also developed an open-access
dataset called GDUT-HWD, which includes 3174 images for
hardhat detection. Additionally, several studies have devel-
oped new databases, including Yang et al. [108], Luo et al.
[52], Tian et al. [44], and Xiong et al. [48]. These efforts
have resulted in an increased availability of training data for
construction-related computer vision tasks.

Section IV-A emphasizes that different classes of vision
algorithms can fulfill distinct functions, and for construction
sites with complex scenes, a single class of algorithm may
not suffice for behavior recognition. Thus, combining mul-
tiple algorithms is necessary. For instance, Xiao et al. [109]
proposed a construction worker tracking method that utilizes
the features of various algorithms, such as Mask R-CNN and
Kalman Filter, for tracking multiple construction workers,
even in the face of challenges like occlusion and feature scale
variation. Piao et al. [110] proposed a framework for com-
puter vision methods that incorporates Dynamic Bayesian
Network, Openpose, and Faster R-CNN to assess the fall
risk of construction workers during dynamic construction.
Roberts et al. [66] developed a computer vision-basedmethod
for construction worker activity analysis, which included
YOLO v3, Alphapose, and i3D based on CNN. Their find-
ings indicated that incorporating pose estimation enhances
construction activity analysis. Fang et al. [38] integrated

Faster R-CNN for detecting construction activities, SORT
(Simple Online And Realtime Tracking) for tracking indi-
viduals, and face recognition for confirming the identity of
workers, to eventually identify whether there are uncertified
workers engaged in irrelevant construction tasks. Li et al.
[78] used YOLO v5 to detect Personal Protective Equipment
(PPE) and Openpose to detect skeleton joints, incorporat-
ing the visual feature information to determine whether the
PPE was correctly used, using 1D-CNN. Ding et al. [58]
combined CNN and LSTM to identify construction work-
ers’ unsafe behaviors. Cai et al. [84] used Faster R-CNN to
detect the head and body orientation of construction workers,
and subsequently applied a multi-task learning network to
assess the visual attention direction of construction workers.
Fang et al. [51] combined Mask R-CNN and Cascaded Pyra-
mid Network to localize construction workers in monocular
vision, then identified their unsafe behaviors. Table 1 presents
other papers that integrated multiple algorithms to achieve
improved visual recognition.

V. APPLICATIONS
This section provides an in-depth analysis of the reviewed
articles from the application perspective. The literature mate-
rials selected in this paper consider all construction-related
behaviors, including workers’ movement trajectory, con-
struction activities, and safety behaviors. These behaviors
have indirect or direct impacts on project quality control and
workers’ safety. The section analyzes the literature from three
perspectives: construction workers’ location and tracking,
workers’ construction activities recognition, and monitoring
of occupational health and safety behaviors.

Figure 8 illustrates the distribution of literature among
various application domains, with the majority of the
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research dedicated to occupational health and safety behav-
ior monitoring, constituting over 70% of the total liter-
ature. This finding suggests that safety in construction
is a significant concern among researchers worldwide.
Within this domain, researchers show a higher incli-
nation towards detecting Personal Protective Equipment
(PPE) use, which constitutes 32.8% of the total reviewed
literature.

A. DETECTION, LOCALIZATION AND TRACKING FOR
CONSTRUCTION WORKERS
Engineering construction involves multi-tasking operations
with a high turnover of personnel, and the distribution of
the location and the trajectory of construction workers affect
both productivity and efficiency. Thus, detecting and track-
ing construction workers is a crucial task in construction
management.

FIGURE 8. Analysis of application fields.

When detecting construction workers, relying on a sin-
gle algorithm, such as SVM, is often considered in early
stage. For instance, Memarzadeh et al. [72] extracted HOG
features and then used SVM to detect construction workers
and equipment. On the other hand, Fang et al. [56] and Son
et al. [62] both used the Faster R-CNN algorithm for object
detection and achieved better performance. Park et al. [99]
proposed SOC-YOLO to improve the detection of construc-
tion workers in complex scenes when they overlap. Achiev-
ing more accurate localization for individual workers on a
temporal scale requires combining various algorithms [112],
[117]. For instance, Yang et al. [112] added DeepSORT after
Faster R-CNN for multi-object detection and then used the
Person ReID algorithm for individual worker localization
on the time scale. Some researchers have extended worker
detection applications. For example, Huang et al. [118] and
Mei et al. [119] used skeleton-based and object detection-
based approaches, respectively, to monitor whether a worker
has intruded into a prohibited area based on localization.
Wei et al. [54] integrated spatial attention networks and tem-
poral attention networks to recognize individual identities.

Cai et al. [84] used Faster R-CNN to detect the head and
body orientation of construction workers, and then applied
a multitask learning network to evaluate the visual attention
direction of workers. Yan et al. [39] first detected workers
using Faster R-CNN and then applied 3D pose estimation to
locate them in 3D space.

The fundamental basis for the implementation of worker
tracking lies in the localization and detection of construction
personnel, facilitating an enhanced comprehension of labor
allocation andmobility within construction sites. TheKalman
Filtering algorithm has found wide-ranging applications in
the field of object tracking, as evidenced by the reviewed
literature [109], [113], [120], [121], [122]. It is common to
combine Kalman Filtering with object detection algorithms.
For example, Neuhausen et al. [120], [121] used YOLO
v3 to detect construction workers and then tracked them
using the Kalman filter, demonstrating the robustness of the
Kalman filter in compensating for the limitations of YOLO
v3. Yongyue et al. [122] proposed a different approach by
combining Kalman Filtering with the individual pose joint
point estimation algorithm, Openpose, to reduce the man-
ual annotation workload. Similar results can be achieved by
combining object detection algorithms with other techniques.
Son and Kim [63] proposed the combination of YOLO v4
and Siamese Network for construction worker detection and
tracking, achieving an accuracy of 0.975. Wan et al. [106]
improved YOLO v5 by attention mechanism, astrous spa-
tial pooling, and universal upsampling to track construction
workers by classifying hardhats, which in turn identified
unauthorized intrusions. Angah and Chen [123] integrated
Mask R-CNN, Matching, and Rematching, enabling multi-
ple construction worker tracking on the screen. Liu et al.
[97] introduced a multidomain representation for CNNs to
improve tracking effects in complex dynamic scenes. Fur-
thermore, researchers have expanded tracking into 3D space
based on 2D tracking. Cai and Cai [81] proposed a hybrid
approach of visual tracking and radio localization to address
the problem of easily losing targets in visual recognition. Lee
and Park [124] employed two cameras for separate track-
ing and localization, followed by Entity Matching for 3D
tracking.

LSTM networks can analyze input data with a time series
component. To predict the action trajectories of construction
workers, Cai et al. [83] proposed a context-aware LSTM-
based method. Similarly, Tang et al. [73] combined LSTM
with a mixture density network to achieve the prediction of
construction workers’ action trajectories.

Computer vision-based detection and tracking methods
have the potential to effectively assist project managers
in analyzing the precise location information of construc-
tion workers. As computer vision technology continues to
advance, the accuracy and stability of tracking methods will
gradually improve, leading to enhanced tracking capabilities
of individuals in 3D space and improved prediction of action
trajectories.
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TABLE 2. Construction activities recognition research details.

B. RECOGNITION OF WORKERS’ CONSTRUCTION
ACTIVITIES
The accurate recognition of workers’ construction activities
plays a crucial role in enabling project managers to effectively

monitor construction progress and optimize the allocation of
labor resources. It serves as a valuable tool for analyzing
labor productivity. Previous studies primarily employed tradi-
tional image processing algorithms for construction activities
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TABLE 3. Typical research for pose estimation.

recognition. For instance, Liu et al. [125] utilized a silhouette-
based approach, while Yang et al. [108] employed an SVM
approach for classifying image features. However, with tech-
nological advancements, Yang [126] enhanced the method by
incorporating data-driven scene parsing while retaining the
dense trajectories.

In the last several years, the advancement of convolutional
neural networks has led to reduced training costs for object
detection algorithms, as well as improved detection speed
and accuracy. These advancements have facilitated the appli-
cation of object detection algorithms in construction activ-
ities recognition. Luo et al. [43] employed Faster R-CNN
for the identification of construction workers and various
entities depicted in images captured at construction sites.
They employed a relevance network to recognize multiple
construction activities by analyzing the spatial relationship
between them. Similar studies include Fang et al. [38], who
employed SORT and face recognition for the detection of
non-certified work, and Li et al. [75], who used CenterNet to
detect construction workers and objects to evaluate construc-
tion productivity while recognizing reinforcement assembly
activities.

Extensive investigations in the domain of construction
activity recognition have been conducted by the research
group led by Luo Xiaochun and Li Heng, delving into the
amalgamation of object detection algorithms with comple-
mentary methodologies. For instance, they combined YOLO
v3 with SORT and 3D CNN to achieve spatial localiza-
tion and construction activities recognition of construction
workers [41]. In another study, the researchers utilized
YOLO v3, SORT, KCF (Kernelized Correlation Filter), C3D,
and CRF (Conditional Random Field) algorithms in mul-
tiple steps, enabling the recognition of construction activ-
ities performed by workers in groups [50]. Considering
the spatio-temporal properties of construction activities, Li
et al. [76] directly employed the Faster R-CNN algorithm to
recognize construction activities in images, simultaneously
detecting construction workers and determining the activities

performed by different operators based on the spatial rela-
tionship between individuals and activities. Bhokare et al.
[127] also proposed a method based on YOLO v3 for direct
recognition of construction activities.

To effectively integrate construction activities with spatio-
temporal information, utilizing video clips for recognition is
a more promising approach. Previous studies have proposed
the use of multistream convolutional neural networks [45],
[52]. In recent years, research methods based on videos have
become more diverse. Roberts et al. [66] incorporated pose
estimation algorithms into video-based construction activities
recognition. Similarly, Cai et al. [128] introduced an attention
direction estimation method to identify groups of construc-
tion workers and subsequently classified their activities using
LSTM. Li et al [116] identified three activities of construction
workers through YOLO and ST-GCN, which are throwing,
operating and crossing. Torabi et al. [129] and Yang et al. [96]
employed YOWO53 and Transformer, respectively, demon-
strating high recognition accuracy on today’s advanced com-
puting hardware. Li and Li [79] applied Openpose and GAN
to estimate the complete skeleton joints of construction work-
ers under occlusion, then used ResNet to recognize construc-
tion activities.

Table 2 presents the comprehensive details of the reviewed
literature in this section. The literature encompasses a broad
spectrum of application scenarios, extending beyond the
physical activities of construction workers to encompass var-
ious processes within civil engineering construction. These
technologies hold significant potential for facilitating intelli-
gent construction and enhancing project management.

C. OCCUPATIONAL HEALTH AND SAFETY BEHAVIOR
MONITORING FOR CONSTRUCTION WORKERS
1) POSE ESTIMATION
The analysis of construction workers’ body posture enables
the understanding of their fatigue level, safety condition, and
construction behavior. While algorithms like Openpose [130]
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and Alphapose [131] offer rapid and accurate estimation of
2D skeleton joint points, it is important to note that 2D pose
estimation may not fully capture the nuanced movements of
construction workers. Consequently, researchers in the engi-
neering field have placed greater emphasis on pose estimation
in 3D space.

Earlier studies relied on 3D depth cameras as vision algo-
rithmswere not as advanced. Han et al. [68] employed a depth
camera to acquire data and reconstruct the 3D coordinates of
joint points belonging to construction workers. This approach
facilitated the detection of perilous actions performed during
the process of ascending ladders. Khosrowpour et al. [69] also
employed a depth camera to acquire 3D joint point data and
performed activity classification. Liu et al. [132] utilized a
stereo video camera to capture 3D skeleton joint points. In
an early stage approach, Seo et al. [133] transformed motion
capture data obtained from vision-based methods for biome-
chanical analysis. In another study, Seo et al. [37] employed
shape- and radial histogram-based features to estimate the
posture of construction workers. Additionally, Seo et al. [134]
compared multiple pose estimation methods and concluded
that the sensor-based approach yielded the least error.

In past few years, the rise of deep learning methods has
facilitated direct vision-based pose estimation. Zhang et al.
[46] employed a multi-stage convolutional neural network to
estimate the 3D pose of construction workers using monoc-
ular vision. Yu et al. [36] utilized a vision-based approach
to obtain the 3D spatial pose of construction workers and
further collected ergonomic information through an intelli-
gent insole, enabling the analysis of their physical condition.
In another study, Yu et al. [47] curated a construction pos-
ture dataset encompassing various postures to facilitate 3D
posture estimation. Chu et al. [135] developed an ergonomic
3D posture assessment framework for construction workers,
which integrated tracking algorithms, 2D detection, and 3D
body generation. Kim et al. [136] constructed a synthetic
dataset to enhance 3D pose estimation, while Tian et al.
[44] compiled a construction worker motion dataset that can
contribute to 3D pose recognition. Table 3 provides a list of
typical studies in pose estimation.

2) UNSAFE BEHAVIOR RECOGNITION
During construction tasks, it is crucial to monitor the actions
of construction workers as they may engage in hazardous
movements or enter dangerous areas due to various factors.
Such behaviors pose significant safety risks and require vig-
ilant monitoring.

Computer vision techniques facilitated in extracting postu-
ral features related to unsafe behaviors of construction work-
ers and assessing safety by analyzing their spatial location
in relation to other entities. A research team from Huazhong
University of Science and Technology developed a safety
monitoring framework during the Wuhan Metro construction
project, which effectively detects and predicts unsafe behav-
iors, including instances of construction workers illegally

walking on structural supports [32], [33], [53], [57]. The
risk of falls is a major concern for construction workers, and
Piao et al. [110] successfully employed Dynamic Bayesian
Network, Openpose, and Faster R-CNN to detect fall risks
step by step. During hoisting operations, workers face the risk
of object strikes in dangerous areas. Chian et al. [138] utilized
CenterNet to detect and track construction workers entering
these hazardous zones. During the Covid-19 pandemic, Chian
et al. [139] also employed CenterNet to monitor safe dis-
tances between construction workers. Ladder climbing poses
a potential fall risk, which has been addressed by Han et al.
[70], Anjum et al. [59], Ding et al. [58], and Chen et al. [140]
using various computer vision methodologies. Furthermore,
several computer vision-based studies have contributed to the
recognition of unsafe behaviors, encompassing safety risk
determination [71], [141], fall detection [142], and identifi-
cation of unsafe actions [48], [65], [143], [144].
Construction sites often involve the simultaneous operation

of various large machinery and random stacking of materials,
increasing the risk of collisions between construction work-
ers and these objects. The application of computer vision
methods for assessing collision risks between workers and
machinery ormaterials plays a vital role in ensuring the safety
of construction workers. In earlier studies, Kim et al. [145]
employed Gaussian mixture models to identify collision risks
between construction workers and mechanical equipment.
Fang et al. [51] utilized Mask R-CNN and Cascaded Pyramid
Network to locate the relationships between construction
workers, equipment, and materials using monocular vision.
Zhang et al. [74] applied Faster R-CNN to detect workers
and machines at construction sites, obtaining their location
coordinates, and determining collision risks through fuzzy
inference. Yan et al. [35] employed the Faster R-CNN algo-
rithm to detect key points of construction trucks, followed
by 3D reconstruction to establish distance recognition in the
3D scene. Shin and Kim [146] integrated YOLO v3 and the
Openpose algorithm to identify collision risks between con-
struction workers and trucks. Zhang and Ge [77] employed
the latest Transformer technology to identify dynamic col-
lision risks between construction workers and tower cranes.
Additionally, other studies have contributed to collision risk
identification [64], [147], [148]and fall risk identification
[149]. Table 4 presents some of the typical research literature
in this field.

3) PPE’S USAGE INSPECTION
Safety accidents are prevalent in engineering construction,
with a significant number of casualties resulting from fall
accidents and object strikes, as reported by the Ministry of
Urban and Rural Construction of the People’s Republic of
China and the U.S. Bureau of Labor Statistics [152], [153],
[154]. To mitigate the occurrence of such casualties, various
countries have implemented mandatory policies and regu-
lations regarding personal protective equipment (PPE). For
instance, the State Administration of Quality Supervision,
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TABLE 4. Typical research for unsafe behavior recognition.

Inspection and Quarantine of China and the U.S. Occu-
pational Safety and Health Administration have specified
the use of hardhats during construction operations [155],
[156], and the requirement for safety harnesses whenworking
at heights. With the advancements in artificial intelligence
technology, numerous computer vision-based studies have
emerged to address the detection of PPE usage.

Before the rapid advancement of deep learning tech-
niques, traditional methods for processing image features
and machine learning algorithms were more commonly
employed. For instance, Park et al. [157] utilized image pro-
cessing methods to extract the spatial relationship between
construction workers and hardhats. They subsequently
employed SVM to detect and match this feature, determining
whether construction workers were wearing hardhats or not.
Mneymneh et al. [158], [159], [160] extracted various image
features such as SURF and employed template matching and
cascade classifiers for hardhat detection. In order to achieve
better performance in safety vest detection, Seong et al.
[161] compared various features and classifier algorithms.
The results demonstrated that combining the C4.5 classifier
with YCbCr and SVM classifier yielded superior outcomes.
Similar to previous application areas, deep learning methods
are rapidly replacing traditional techniques. Weili et al. [55]
employed Faster R-CNN to detect the usage of safety har-
nesses by construction workers at heights. In another study
conducted by the same group, Fang et al. [42] employed

Faster R-CNN for far-field monitoring at construction sites to
detect hardhat wearing. The utilization of the Faster R-CNN
algorithm has significantly enhanced image recognition accu-
racy [162]. Fu et al. [163] employed this algorithm for hardhat
wearing detection, while Kamoona et al. [164] applied it to
detect high-visibility vests.

As deep learning algorithms continue to advance, Delhi
et al. [165] applied YOLO v3 for detecting the usage of
hardhats and jackets among construction workers. YOLO v3
is an algorithm that has made significant strides in the field
of object detection, leading to extensive research employing
or enhancing this algorithm to detect the personal protec-
tive equipment (PPE) of construction workers [98], [102],
[166], [167]. Among them, Nath et al. [166] developed three
distinct models based on the YOLO v3 algorithm. In their
second model, the algorithm simultaneously detected indi-
vidual workers and verified PPE compliance using a sin-
gle CNN framework, achieving a mean average precision
(mAP) of 72.3%. Additionally, apart from v3, the method
has been continuously updated to incorporate algorithms such
as YOLO v4 and v5, which exhibit even better performance
in hardhat detection [100], [101], [104], [168], [169], [170],
[171], [172], [173]. Nguyen et al. [101] created a dataset com-
prising 11,978 images and tested various versions of YOLO
v5. Experimental results indicated that the enhanced YOLO
v5s demonstrated the best detection performance, achieving
a precision of 0.74 on their custom dataset.
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TABLE 5. Typical research for ppe’s usage inspection.

FIGURE 9. Wuhan metro monitoring system [187].

To enhance detection accuracy, researchers have explored
various algorithms [61], [105], [174], [175], [176], [177],
[178], [179] and integrated multiple algorithms to address
the PPE monitoring challenge [60], [78], [111], [114], [115],
[180], [181], [182], [183], [184]. Some scholars have also
developed open-source PPE usage datasets for the broader
academic community [107]. Xu et al. [175] proposed a novel
detection strategy called the matching-recheck strategy and
evaluated safety harness detection using the newly introduced
Efficient YOLO v5 on a custom dataset, with 94% mAP.

Chen et al. [184] utilized YOLO v3 and Openpose to extract
features related to PPE and individual joints. They employed
Scene graph representation to describe the spatial relationship
between joints and PPE, enabling the detection of multiple
PPE items such as hardhats, dust masks, safety glasses, and
safety belts. Li et al. [78] introduced the hierarchy of control
and emphasized the importance of ensuring correct usage
of PPE from an administrative control perspective. By com-
bining the features extracted by YOLO v5 and Openpose,
they employed 1D-CNN for classification and detection of
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incorrect usage of hardhats and safety harnesses. Table 5
provides further details on some typical studies.

D. SUMMARY
This section presents an overview of computer vision appli-
cations for recognizing construction worker behavior on con-
struction sites, primarily focusing on occupational health and
safety risks. These articles represent significant advance-
ments in utilizing computer vision technology to enhance
both productivity and safety in engineering construction.
Compared to other sensing and monitoring technologies,
computer vision technology offers immense potential for
development, cost-effectiveness, and a wide range of applica-
tions. According to survey results, CNNs emerge as the most
widely employed technique among researchers, leveraging
their ability to rapidly extract features compared to traditional
machine learning algorithms. With the continuous evolution
of CNNs, object detection technology has been extensively
adopted, demonstrating strong adaptability in monitoring
worker construction behavior. It has achieved breakthroughs
in detection performance and real-time monitoring, enabling
the tracking of construction workers’ location, activities,
and safety risks. As object detection technology continues
to advance and Transformer technology gains prominence,
computer vision technology holds the promise of making
even greater contributions to the field’s development.

VI. DISCUSSION
This article presents the latest research outcomes concern-
ing the utilization of computer vision techniques for the
recognition of construction workers’ behavior. Considering
prevailing trends and the global emphasis on the high-quality
development of infrastructure, we anticipate that this research
avenue will continue to garner considerable enthusiasm in
the ensuing years. Within this section, we introduce the
impact of relevant technologies on construction, undertak-
ing a comparative analysis of the appropriateness of vari-
ous algorithmic approaches. Subsequently, we summarize the
current research gaps and delve into possible future research
directions. Notably, we incorporate insights from generative
AI models, a highly prevalent trend this year, providing
an additional perspective and offering recommendations for
researchers engaged in related pursuits.

A. IMPACT ON ENGINEERING AND CONSTRUCTION
Artificial intelligence (AI) has spearheaded the evolution of
intelligent construction, enhancing the efficiency of construc-
tion operations. Some practitioners assert that the application
of AI technology can yield cost savings of up to 20% in build-
ing construction [186]. Over recent years, with the continual
refinement of algorithms and methods, a growing number
of outcomes are finding practical applications in engineer-
ing. China, boasting the largest economy in the construction
industry, has witnessed a growth in engineering applications.
Noteworthy instances include the successful implementation
of results from Luo Hanbin’s team at Huazhong University

of Science and Technology in the Wuhan metro project [53],
[56], [57], [58]. The established quality and safety manage-
ment platform comprehensively monitors on-site construc-
tion conditions, provides real-time updates on quality and
safety risks, and guides dynamic adjustments to the construc-
tion process [187] (refer to Figure 9). Additionally, Li et al.
[75], [76] and Yang et al.’s outcomes [80] were integrated
into a super high-rise construction project in the Donggang
Business District of Dalian City in collaboration with China
Construction Eighth Engineering Division. This integration
led to a reduction in project managers’ workload, indirectly
contributing to a zero-accident occurrence throughout the
project. While some results cited in this paper may not explic-
itly showcase the integration of applications in real projects,
the data collected originates from actual construction sites
and holds the potential for further development into tangible
products [43], [84], [99]. Technology companies like Baidu
and HikVision have launched commercial solutions for smart
construction sites, aligning with the computer vision trend. In
contrast to university scholars’ emphasis on methodological
innovation, commercial solutions prioritize functionality. In
the current stage, the swift progress of AI technology has
influenced public decision-making [8], [9], [10], and the
concept of smart sites is expected to persist as a focal point in
the engineering and construction field. Anticipating increased
investment in research and development, it is foreseeable that
novel methodologies will expedite technological integration
with commercial solutions, further enriching the body of
knowledge.

B. TECHNICAL SUITABILITY
One of the challenges hindering the widespread adoption of
computer vision technology in the engineering construction
field is the method’s applicability. The construction site envi-
ronment is intricate, exhibiting significant variations from
one project to another. Factors such as lighting conditions
and occlusion pose substantial impacts on the algorithm’s
recognition outcomes. Consequently, the algorithm’s robust-
ness becomes a critical consideration.

In the realm of computer vision, earlier algorithms pre-
dominantly relied on image processing and machine learning
techniques, exemplified by methods like HOG features [72]
and support vector machine (SVM) [108], [157]. However,
these algorithms suffer from sluggish image feature extrac-
tion, inability to handle extensive data training, and exhibit
low robustness and limited engineering applicability.

CNN, featuring weight sharing and automated feature
extraction, exhibits the capacity to train effectively on exten-
sive datasets. However, when the dataset primarily repre-
sents a singular scene composition, its applicability to other
projects may be compromised [35], [50], [80]. In such
instances, remedying this limitation necessitates secondary
training. Conversely, if the dataset encompasses diverse light-
ing conditions, CNNs demonstrate efficacy in addressing
such challenges. Notably, methods utilizing Faster R-CNN
have yielded satisfactory results in scenarios involving varied
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lighting conditions [42], [76]. The emergence of larger-scale
datasets related to construction behavior further substantiates
the success of algorithms like Faster R-CNN and YOLO
[44], [48], [52], [107], [108]. In terms of methodology, there
are also ways to address applicability issues such as occlu-
sion [79]. As algorithms mature, the focus on improving
robustness becomes pertinent. For instance, Park et al. [99]
enhanced YOLO v5 with multiple strategies, enabling the
detection of construction obscured and overlapped workers
even in low light environments (Figure 10). Anticipating con-
tinued algorithmic and methodological advancements, cou-
pled with ongoing dataset updates, the resolve of addressing
the technique’s robustness appears promising.

FIGURE 10. Detection results from SOC-YOLO model [99].

C. RESEARCH GAPS AND POSSIBLE FUTURE RESEARCH
DIRECTIONS
1) TECHNICAL APPROACHES
Considering the profound influence of visual algorithm per-
formance on the precision of behavior recognition, enhanc-
ing the accuracy and speed of visual algorithms remains a
pivotal trajectory for future development in this domain. In
the realm of CNN-based methods, accuracy enhancements
can be achieved by modifying the network structure, while
computational speed can be augmented through alterations in
convolution techniques or the implementation of alternative
methods, such as refining the loss function.

While CNN-based methods excel in local feature extrac-
tion, they often exhibit robustness issues to data noise and
deformation. Presently, Transformer technology, grounded
in a self-attention mechanism, demonstrates superior mod-
eling ability and enhanced robustness. Its application has
begun to permeate the field of engineering and construction.
Nevertheless, the Transformer model’s intricate structure and
numerous parameters pose challenges. Hence, a plausible
future direction involves developing a lightweight Trans-
former model tailored for the construction domain. Poten-
tial measures encompass the incorporation of lightweight

attention modules, utilization of convolution or pooling oper-
ations to reduce sequence length, among other strategies.

The integration of various computer vision algorithms can
effectively tackle intricate behavior recognition tasks, consti-
tuting a methodologically sound approach. However, to align
with the practical demands of engineering applications, future
research could explore the establishment of a unified spec-
ification for operational environments and normalized data
formats applicable to diverse computer vision algorithms.
Alternatively, the development of novel algorithms or mon-
itoring strategies geared towards multifunctional real-time
monitoring could be pursued.

2) APPLICATION SCENARIOS
From the reviewed articles, the predominant focus has been
on addressing occupational health and safety risks within the
construction context. There is a noticeable dearth of studies
pertaining to the tracking of construction workers and the
recognition of construction activities. While understanding
the location distribution and movement trajectory of work-
ers proves valuable in visualizing the labor force’s distri-
bution status and aiding resource allocation, vision-based
tracking encounters challenges in preventing the loss of tar-
gets across spatio-temporal scales. This predicament has led
to the increased attention given to ReID (Re-Identification)
algorithms in recent years. Future research directions could
involve the development and exploration of ReID algorithms
tailored for construction workers or the pursuit of alternative
methods with comparable functionality.

Construction activities recognition can intuitively reflect
the productivity status of the site, and should be given enough
attention in future research, which can establish a large-scale
construction activities database for the development of com-
puter vision-based approaches.

Engineering construction sites present intricate scenarios,
with environmental variations observed across different loca-
tions. Some research is carried out in laboratory settings
for image acquisition and testing [78], while others collect
data from specific engineering projects [76]. Consequently,
the performance and effectiveness of these approaches can-
not be assured when applied to different sites. To illus-
trate, considering Personal Protective Equipment (PPE) usage
detection, numerous studies report accuracy rates surpass-
ing 90%. However, these achievements are often based on
self-constructed datasets for testing rather than utilizing
open-source public datasets.

Future research endeavors should focus on constructing
extensive public datasets encompassing diverse facets of
worker construction behavior. This comprehensive dataset
should span static images and dynamic videos, encompassing
a spectrum of construction scenarios across various project
types. It is strongly advised that researchers employ these
public datasets during the development of algorithmic frame-
works. Doing so would significantly contribute to the broader
comprehension of algorithms among researchers, fostering
collaboration and knowledge exchange.
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3) GENERATIVE AI’S RESPONSE
In 2023, generative AI has emerged as a prominent field
within AI, with ChatGPT [188] and NewBing [189] standing
out as two highly popular generative AI models. ChatGPT,
developed by OpenAI, is a conversational AI model built
upon the GPT 3.5 series models, which have been trained
using reinforcement learning techniques. NewBing, on the
other hand, is an interactive tool offered by Microsoft that
incorporates ChatGPT technology to providemore innovative
insights and suggestions.

To gather Q&A information related to generative AI,
Dr. Yang Zhaozheng from the University of Strasbourg
adopted both NewBing and ChatGPT, directing specific
inquiries to each model. It should be noted that the statements
presented by Generative AImodels do not reflect the perspec-
tives of Dr. Yang or any of the contributors to this article.

Here are some suggestions for future research directions
given by generative AI models:

a. Enhance object detection and recognition algorithms for
construction workers in complex indoor environments.

b. Improvement is sought in accuracy and robustness
despite variations in lighting conditions, occlusions, camera
movements, and background noises.

c. Combining computer vision with technologies like deep
learning, IoT, augmented reality, and digital twin for better
performance in progress monitoring systems.

d. Progress monitoring will not only cover physical aspects
but also psychological, social, and environmental factors
affecting workers’ well-being and behavior.

e. Standard benchmarks and evaluation metrics will be
established for comparing different computer vision-based
progress monitoring methods and systems.

f. Integration of multi-sensor data, such as wearable sen-
sors or GPS, with visual data for a more comprehensive
understanding of workers’ behavior.

g. Development of worker-centeredmonitoring approaches
while respecting privacy and autonomy.

h. Exploration of robust monitoring systems that can adapt
to changing environments, including lighting conditions and
weather.

i. Implementation of real-time monitoring and intervention
systems to provide immediate feedback to workers and pre-
vent potential hazards.

Moreover, generative AI models offer substantial poten-
tial benefits. Excellent design capabilities are exemplified
by Cadence’s Allegro X AI technology. This generative AI
model facilitates the optimization of the system design pro-
cess. Furthermore, the generative AI models‘ capacity holds
promise for creating algorithms to recognize the construction
workers’ behaviors. When this technology matures, the AI
model can seamlessly execute automated testing of product
features, including compatibility testing for software applica-
tions. Additionally, in the realm of construction management,
where decision-making is integral, generative AI models can
prove invaluable by providing targeted advice.

VII. CONCLUSION
This paper presents a comprehensive review of the literature
pertaining to the study of monitoring construction work-
ers’ behavior using computer vision technology. Initially, the
researchers conducted a keyword search on the WOS plat-
form, resulting in 596 papers from the past decade. Through
manual inspection, 137 papers were selected for further anal-
ysis. The distribution of publication years indicates that the
field is undergoing rapid development, with ongoing updates
to technical methods. The authors employed VOSViewer
software to identify research hotspots and highlight notable
researchers and institutions in the field.

The paper provides an overview of computer vision tech-
niques and technological advancements in worker behav-
ior recognition. The reviewed literature is categorized into
three sections based on application scenarios: ‘‘ Detection,
localization and tracking for construction workers,’’ ‘‘Recog-
nition of workers’ construction activities,’’ and’’ Occupa-
tional health and safety behavior monitoring.’’ The abun-
dance of literature demonstrates the preference of current
researchers for employing computer vision to address safety
concerns in engineering construction. The analysis reveals a
trend wherein vision-based approaches begin to be adopted
in real-world engineering, impacting decision-making pro-
cesses in civil engineering. Initially, across different appli-
cation scenarios, early research inclined towards addressing
challenges through conventional image processing methods
and machine-learning classification. However, as CNN and
object detection techniques matured, vision methods exhib-
ited enhanced robustness, adept at handling behavior recog-
nition issues even in intricate scenarios, leading to the swift
displacement of traditional methods. Recent years have wit-
nessed an increase in the integration of multiple algorithms
to address real-world challenges, marking a prevalent trend.
Additionally, the emergence of transformer technology holds
the promise of transcending existing algorithmic limitations
in this domain.

The authors conclude by summarizing research gaps and
outlining future directions. Further optimization is required
in terms of accuracy and speed, especially when integrating
multiple algorithms, necessitating the establishment of a uni-
fied framework platform and integration strategy. In terms of
application scenarios, improvements can be made to enhance
scene applicability and diversify data sources. Furthermore,
insights from the generative AI model underscore the impor-
tance of considering the privacy and autonomy of construc-
tion workers, suggesting their involvement in monitoring
projects. This paper serves as a reference for engineers and
researchers, aiming to contribute to the field of engineering
and construction while benefiting fellow scholars’ scientific
studies.
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