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ABSTRACT Considering photovoltaic systems’ sustainability and environmental friendliness, they have
been widely used due to ease of installation as their cost reduces and their efficiency is improved. Analytical
maximum power point tracking methods for photovoltaic system work effectively under uniform weather
conditions. However, they may fall into local maximum power points due to partial shading conditions.
Although numerous meta-heuristic methods can overcome these challenges, they can still be improved
regarding the convergence time to the global maximum power point. This paper suggests an improved
grey wolf optimization method to track global maximum power points, enhancing the convergence process
and efficiency under various weather conditions. The proposed method has been verified experimentally
under dynamic and real weather conditions, consisting of uniform and non-uniform weather conditions. The
method provides better dynamic tracking speed and efficiency up to 82% and 1.4% compared to the basic
grey wolf optimization. According to the daily performance evaluation, the IGWO reduces the runtime by up
to 76% and improves energy harvesting up to 2.3% compared to basic grey wolf optimization. The obtained
results validate the superiority of the method compared under partial shading conditions in terms of tracking
time and accuracy.

INDEX TERMS Heuristic algorithms, improved grey wolf optimization, maximum power point tracking,
partial shading, photovoltaic.

I. INTRODUCTION
The significant increase in energy demand, the recent envi-
ronmental concerns, and the reserve problem of fossil fuels
have led to a tendency towards renewable energy sources
(RES). Solar photovoltaic (PV) energy generation is intermit-
tent and variable because of sudden changes in irradiation and
temperature.Maximizing efficiency under variable irradiance
is a challenging issue for PV systems. Especially, partial
shading due to cloud movements or improper positioning
reduces the efficiency and output power. The maximum
power point tracker (MPPT) keeps the PV array continuously
on MPP with the help of optimization algorithms [1]. The
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non-linear nature of PV leads to many local maxima on
characteristics curves under partial shading [2], [3]. There
is only one MPP on the characteristic curve under uniform
irradiance, as indicated by the red line in Figure 1. However,
some local MPPs are on blue and green lines in Figure 1
due to partial shading. Besides, classical algorithms such as
incremental conductance/resistance, perturb&observe (P&O)
are insufficient to track the global MPP under non-uniform
irradiance [4], [5], [6]. Therefore, several methodologies
have also been proposed to determine the step size of
analytical methods for reducing steady-state oscillations and
maintaining a good tracking speed [7], [8].
Numerous studies have been conducted to track global

MPP (GMPP) under partial shading conditions for reducing
tracking time, power losses, and oscillations, enhancing
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FIGURE 1. Maximum power points on the P-V curve (red: uniform, blue
and green: non-uniform).

efficiency using various meta-heuristic optimization algo-
rithms [9], [10]. It is required that they avoid falling into
local maximum, especially under partial shading conditions,
and can easily be implemented. Particle Swarm Optimization
(PSO) is a bio-inspired, intelligence-based meta-heuristic
optimization algorithm [11]. The PSO technique performs
better than the conventional MPPT methods, which cannot
track GMPP under partial shading conditions [12]. PSO has
been extensively used for various engineering applications
due to good accuracy, simpler structure, high adaptability,
and few tuning parameters. Still, it has several drawbacks
like steady-state oscillation, convergence ability, and tracking
speed. Therefore, improving PSO in terms of searching speed
and reducing oscillation have gained enormous attention from
researchers [13], [14]. Harris Hawks optimization (HHO)
is proposed by Heidari et al. [15], [16]. HHO has been
utilized recently for multiple engineering problems like an
MPPT algorithm to find the global MPP of PV array during
partial shading (PS). The advantages of HHO for MPPT are
effectively minimizing the undesired steady-state oscillation
and high-power conversion efficiency with good accuracy.
However, HHO may fall into local maximum points, and it
takes longer to find the MPP under the shading conditions.
Grey Wolf Optimization (GWO) is a recently emerged bio-
inspired swarm-based meta-heuristic optimization algorithm
introduced by Mirjalili et al. in 2014 [17]. The GWO
gives competitive results compared to popular swarm-based
algorithms in terms of accuracy, convergence independency,
simple controlling, and the ability to deal with local minima.
GWO is used to estimate unknown parameters of solar
photovoltaics, such as series resistance, shunt resistance, and
ideality factor [18], and to improve the efficiency of MPPT
systems [19]. However, the accuracy and tracking time in the
basic GWO can still be further improved for various partial
shading conditions [20], [21].
Moreover, premature convergence and trapping into

local optima prevent basic meta-heuristic algorithms from
obtaining global maximum power points of PV array and
lead power oscillations due to solar irradiation variations.
Therefore, several researchers have tended to improve basic
meta-heuristic algorithms to overcome these deficits [22].
The meta-heuristic algorithms control the swarm movements
using several velocity-updating methods. For example,

adding an inertia weight factor to the velocity equation can
balance between the global and the local search. Furthermore,
chaotic search, which is aperiodic motion, can eliminate
disadvantages like premature convergence and trapping into
local optima, improving the uniformity and ergodicity of the
swarm [23]. For example, premature convergence can be
overcome using a chaotic strategy assigning the individual
position of the bat algorithm [24], [25]. The complex tradi-
tional MPPT techniques show poor performance in locating
the global MPP under partial shading conditions [26], [27],
[28]. Recently, there have been efforts to combine traditional
MPPT methods with meta-heuristic algorithms to track
global MPP under partial shading effectively [29]. Although
hybridization has improved the MPPT performance, it has
some disadvantages, such as increased complexity and com-
putational burden [30], [31]. The proposed hybrid GWOwith
the Nelder-mead algorithm enhances the convergence rate.
It decreases response time, avoiding unnecessary particle
exploration and effectively reducing steady-state oscillations,
especially under non-uniform weather conditions [32].

According to GWO, a new position for each wolf is
created for the three leader wolves resulting in slower
convergence, loss of diversity, and falling into the local
optima. Sharing the hunting information between neighbor
wolves can boost the search speed and avoid slipping into
the local optimum [33], [34]. GWO has been modified to
update only unequal duty values in any iterations to avoid
unnecessary searches and long tracking times [35]. On the
other hand, the linearly decreasing convergence parameter
‘‘a’’ cannot truly reflect the actual search process. If a non-
linearly decreasing parameter was chosen, better convergence
performance would be achieved with less tracking time and
fewer iterations [36], [37]. For example, the cosine control
parameter synchronously updates the positions further to
enhance the global exploration capability [38]. Also, the
improved GWO algorithm addressing the lack of population
variety, premature convergence, and mismatch between
exploitation and exploration has been implemented to tune
the controller’s gains of plug-in hybrid electric vehicles for
efficient charging management [39]. Additionally, ‘‘a’’ is
reduced at the early stage of the optimization process to
maintain a faster convergence rate and increased at the later
stage to expand the optimization range and avoid falling
into the local optimum [40]. The proposed method using a
non-linear tangent trigonometric function as a convergence
factor has improved efficiency to 98.54% under various
partial shading conditions with tracking time up to 0.24 s [41].
Additionally, an enhanced GWO reduced tracking time by
45.5% and improved the tracking efficiency by 1.02% [20].
Therefore, the improvements in meta-heuristic algorithms
have achieved to reduce power oscillations and present an
attractive tracking performance in MPPT compared to basic
meta-heuristic algorithms [42].

This study improves GWO to increase MPP tracking speed
and efficiency. MPP can be found in a shorter time if the
convergence factor is determined according to the proximity
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FIGURE 2. Equivalent circuit PVE with a single diode photovoltaic panel.

of α wolves. The other wolves approach the alpha wolf
faster, as much as the alpha wolf is closer to the prey.
In addition, critical regions have been identified according
to the power changes in wolves while hunting. Finally, the
results show that the GWO has been improved in terms of
global searching-ability, convergence speed, and precision.

The original contributions of this paper are as follows:

• A novel global MPPT method based on an improved
GWO is proposed to enhance tracking performance and
efficiency.

• Verifications were carried out experimentally using
various cases under uniform and non-uniform weather
conditions.

• The proposed method provides up to 76% less runtime
and up to 2.3% better energy harvesting compared to
basic grey wolf optimization, according to the daily
performance evaluation under real weather conditions.

• Simple, correct, and helpful PV models are designed
using De Soto for PV developers.

The remainder of the paper is organized as follows.
Section II explains the study’s methodology, including the
design stages of PV models and PV emulator (PVE).
In addition, the implementation and improvement of GWO
are introduced. Section III gives the results of experimental
performance evaluations. Section IV concludes the study.

II. METHODOLOGY
PVE equations are provided using a single-diode equivalent
circuit of a photovoltaic panel. PV models are introduced
using a single-diode equivalent circuit that acts as a PV
emulator. Then, shading patterns are described. accordingly,
PVMs are generated. After implementing GWO for MPPT,
GWO has been improved.

A. DESIGNING PV MODELS AND CHARACTERISTICS OF
THE PV EMULATOR
PVmodel (PVM) simulates characteristic curves of PV arrays
in any weather conditions. There are numerous PVM based
on the equivalent circuits of single-diode and two-diode [43],
[44], [45], [46]. Additionally, PVM based on a three-diode
equivalent circuit better shows the losses, but it is quite
complex due to nine unknown parameters. PVM parameters

FIGURE 3. Uniform and non-uniform irradiance patterns.

are determined using different optimization algorithms [47],
[48], [49]. The PV equivalent circuit in Figure 3 is used
to design theoretical PVM. The PV equivalent circuit
can be mathematically modeled using Equations 1-5 after
calculating the parameters using polynomial equations [50].

IPV = Iph − Id − Ir (1)

Iph = Isho

(
S

1000

)
+ J0(T − Tref ) (2)

Id = I0

[
exp

(
q(VPV + RsIPV )

nkT

)
− 1

]
(3)

I0 = Id0

(
T
Tref

)3

exp
(
qEg
nk

(
1
Tref

−
1
T

))
(4)

Ir =
(VPV + RsIPV )

Rsh
(5)

IPV , Ir , Id , Iph, and I0 are currents of PV panel, the shunt
resistance, the diode, generated by irradiance, and the reverse
saturation diode, respectively. Id0, Isho and J0 represent
reverse diode current, short-circuit current, and temperature
coefficient. S is the solar radiation in W/m2, Tref is the
reference temperature at 298 ◦K, T is the PV cell temperature,
Eg is the energy band gap of the cell semiconductor, k is the
Boltzmann constant, n is the diode emission factor. Rs and
Rsh are series and shunt resistances, respectively.

The mathematical models of the PVE with a single PV
panel are described in Equation 6-9. PVE acts as a current
source generating ICS . The PVE can simulate various I-V
curves within the allowed range of equipment with the ability
to repeat tests regardless of the atmospheric conditions.

IPVE = Ics − Id − Ir (6)

Id = I0

[
exp

(
VPVE − RsIPVE

NsVt

)
− 1

]
− Ir (7)

VPVE = IPVERs + NsVt ln
(
IPVE − Ir

I0

)
(8)

Ir =
VPVE − RsIPVE

Rs
(9)
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PVM, developed by De Soto, is used in the python
development environment PVLIB [51] due to its success
and ease of use. However, the PVM of PVLIB-De Soto
is valid if the series arrays operate under equal radiation.
The PS of one of the series-connected arrays significantly
reduces the array current. Bypass diodes remove the array
under PS from the system until shading passes to prevent the
series current from falling [52]. Therefore, the total power
of the PV array decreases according to the shading rate. The
characteristic curve of the arrays is distorted by the formation
of local maximum power points (LMPP) due to PS. There
is a need for a second PVM that can reflect PS. Therefore,
a new PS model was created by combining PVLIB-De Soto
with 0.8 Voc PVMs [53], [54]. During the calculation of the
main current passing through the series-connected modules
in 0.8 Voc PVM, the voltages of the module Vsub1 and
Vsub2 were calculated using Equations 10 and 11, considering
the change in the radiation level. In the new PS model
created by modifying the PVLIB-De Soto PVM; First, three
modules connected in series were calculated separately with
PVLIB-De Soto PVM. Then, P-V and I-V characteristic
curves for PS were created by combining the currents through
the first module at voltage Vsub1, the second module at
Vsub2, and the third module at a higher voltage than Vsub2.
G1,G2,G3 are irradiance levels of PVmodule.N1,N2 are the
number of PV array receiving the corresponding irradiation.
Voc is the open-circuit voltage. A is a coefficient usually taken
as 0.6347.

Vsub1 = N1

[
Voc +

1
A
ln

(
1 −

G2

G1

)]
(10)

Vsub2 = Vsub1 + N2

[
Voc +

1
A
ln

(
1 −

G3

G2

)]
(11)

B. INTRODUCING SHADING PATTERNS
The received solar irradiation under clear sky (CS), PS60,
and PS30 conditions are given in Figure 4. It is assumed
that all three modules receive uniform irradiation under CS.
On the other hand, the shading percentages of the three
modules under PS60 are 0%, 30%, and 90% of the reference
irradiance, and 0%, 20%, and 40% of the reference irradiance
under PS30.

C. GENERATING PVM CHARACTERISTICS
The P-V and I-V characteristics of PVMs under standard test
conditions (STC) 1000W/m2 and 25◦C are given in Figure 5.
Then, the same P-V and I-V characteristics of PVMs were
generated for nine cases which consists of the combinations
of different radiations and shading patterns.

The P-V and I-V characteristics of CS, PS60, and PS30
were generated under different irradiation of 1000, 600,
and 400 W/m2 as given in Figure 6. Due to the partial
shading, the I-V curves are shaped like staircases. The stars
indicate all MPPs in Figure 6. However, only one yellow
star represents the GMPP. The rest represents LMPPs that
cause power losses due to PS, as indicated with black

FIGURE 4. a) P-V and b) I-V characteristics of PVMs at STC.

and brown stars in Figure 6.B1, B2 and Figure 6.C1, C2.
It is evident in Figure 6.A1 that MPPs were found near
the same voltage, whereas the current belonging to MPP
changes significantly depending on the radiation. Therefore,
the array output power varies under different radiations.
Due to partial shading, LMPPs have the lowest current and
highest voltage and vice versa, as evident in Figure 6.B2.
On the other hand, the slightly differentiated current values
have appeared in Figure 6.C2 due to approximate shading
percentages. Also, the maximum powers found at GMPP are
9.43, 5.56, and 3.64 W under uniform irradiation of 1000,
600, and 400 W/m2, respectively. Due to uniform irradiance,
there is no local MPP in Cases 1-3. Besides, the irradiance
variations under uniform conditions cause up to 4% voltage
variation at GMPP (VGMPP). Due to non-uniform irradiance,
there exist two LMPPs in Cases 4-9. For example, the P-V
characteristics in Case 4-6 of PS60 have two LMPPs at the
lower voltage (VLMPP1 ) of 6.6 V and higher voltage (VLMPP2 )
of 21 V than (VGMPP), which is about 13.5 V. On the contrary,
due to different partial shading patterns in Case 7-9 of PS30,
the GMPP has been found at the highest voltage of 22 V,
whereas LMPPs have been found at lower than (VGMPP).
Partial shading patterns significantly affect the location of
the GMPP. Table 1 presents the numerical results behind
Figure 6.

D. IMPLEMENTING THE GWO FOR MPPT
The GWO algorithm imitates the leadership hierarchy and
hunting mechanism of grey wolves in nature. The grey wolf
population is divided hierarchically into four categories:
alpha (α), beta (β), delta (δ), and omega (ω). α wolf is
considered the fittest function. The second and third best
solutions are selected β and δ wolves, respectively. ω wolves
are assumed to form the remaining candidate solutions. It is
seen in Figure 6 that the grey wolves hunt as a group in a
certain order. Firstly, they track, pursue, and encircle the prey.
Secondly, they irritate the prey until it stops. Finally, they
attack the prey.

Equations 12-19 are the mathematical formulation of
grey wolves’ positions continuously updated during hunting.
In Equations 12 and 13,

−→
A and

−→
C calculated using the

random numbers r1 and r2 varying in the range (0, 1), and
the regularly decreasing number a starting from 2 and going
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FIGURE 5. P-V and I-V characteristics of PVMs under a) CS, b) PS60 and c) PS30.

TABLE 1. Characteristic results of PVMs.

FIGURE 6. Hunting of Grey wolves [55]: A)-B)-C) Tracking, pursuing,
encircling the prey, D) Irritating, E) Attacking.

to zero in the last iteration is given.

−→
A = 2−→a ·

−→r1 −
−→a (12)

−→
C = 2−→r2 (13)

In Equations 14 and 15,
−→
X α ,

−→
X β , and

−→
X δ represent the

locations of α, β, and δ wolves, respectively.
−→
X indicates the

location of the wolf, and
−→
D denotes the distance vector of a

wolf from prey. Equation 16 determines the next position of
the wolf.

−→
D α = |

−→
C 1 ·

−→
X α −

−→
X |

−→
D β = |

−→
C 2 ·

−→
X β −

−→
X |

−→
D δ = |

−→
C 3 ·

−→
X δ −

−→
X | (14)

−→
X 1 =

−→
X α −

−→
A 1 ·

−→
D α

−→
X 2 =

−→
X β −

−→
A 2 ·

−→
D β

−→
X 3 =

−→
X δ −

−→
A 3 ·

−→
D δ (15)

−→
X (t+1) =

−→
X 1 +

−→
X 2 +

−→
X 3

3
(16)

For applying GWO to MPPT, all solutions are considered
as the duty cycle of the dc-dc converter (dc), and the position
of α wolf is considered the fittest function. The prey is
considered the duty cycle corresponding to the GMPP. The

6152 VOLUME 12, 2024



H. Gundogdu et al.: Novel Improved Grey Wolf Algorithm Based Global Maximum Power Point Tracker Method

positions of ω wolves are the rest of the possible solutions.
Therefore, Equations 14-16 can be modified to Equations 17-
19 as follows:

−→
D α = |

−→
C 1 ·

−→
dcα −

−→
dc|

−→
D β = |

−→
C 2 ·

−→
dcβ −

−→
dc|

−→
D δ = |

−→
C 3 ·

−→
dcδ −

−→
dc| (17)

−→
dc1 =

−→
dcα −

−→
A 1 ·

−→
D α

−→
dc2 =

−→
dcβ −

−→
A 2 ·

−→
D β

−→
dc3 =

−→
dcδ −

−→
A 3 ·

−→
D δ (18)

−→
dc (t+1) =

−→
dc1 +

−→
dc2 +

−→
dc3

3
(19)

E. IMPROVING THE GWO ALGORITHM
In this study, GWO was improved to increase speed and
efficiency according to the flowchart seen in Figure 8. In the
GWO algorithm, grey wolves approach α wolf by narrowing
the hunting circle at each iteration with the constant velocity,
ac, which is given in Equation 20. Encircling the prey with
constant velocity takes a longer time. If ac is determined by
the degree of closeness of α wolf, the prey can be attacked
in a shorter time. If the alpha wolf is closer to the prey,
the other wolves approach the alpha wolf faster. However,
if the distance between α wolves increases, a is calculated
by decreasing ac. In Equation 21, Pαi and Pr represent
the power of the α wolf in iteration ‘‘i’’ and the power
difference of the wolves between iterations, respectively. The
ac is calculated using Equation 22 starting from two. As a
result of the tests, critical regions for ac and 1 a steps
improving the algorithm performance were determined in
Equation 23. The breakpoints of the critical regions Pr1 and
Pr2 were determined to be 0.05 and 0.8, respectively. If 1a
is too small, the GWO may lose diversity, and the search
process can become trapped in local optima. On the other
hand, if 1a is too large, the exploration capability will be
high, but the exploitation power will be limited, leading
to slower convergence. Therefore, 1a is taken as 0.2 or
0 according to Pr .

−→a = 2 − i
(
ac
in

)
(20)

Pr = |Pαi+1 − Pαi | (21)

ac(i+1) =

{
ac(i) + 1a,Pr < Pαi .Pr1
ac(i) − 1a,Pr > Pαi .Pr2

(22)

1a =

 0.2,

{
Pr < Pr1
Pr > Pr2

0.0, Pr1 < Pr < Pr2

(23)

III. EXPERIMENTAL PERFORMANCE EVALUATIONS
Performing highly accurate tests for MPPT under various
radiations and temperatures requires all tests to be carried out
under equal conditions [56]. Nevertheless, tests in the open air

FIGURE 7. Improved GWO flowchart.

cannot be in the sameweather conditions. Therefore, different
methods are required to equalize weather conditions to verify
the result of different algorithms under the same condition.
For example, different MPPTs can be tested simultaneously
using the same experimental setup for each algorithm case.
However, it requires as much hardware as the number of
test cases [57]. On the other hand, an artificial lighting
system that controls radiation and temperature externally
was developed to test MPPT under equal conditions [58].
However, the high installation cost and time requirement
are the disadvantages of artificial lighting. Therefore, PVE
has been developed [59]. PVE is superior to artificial
lighting in terms of cost, accuracy, complexity, sensitivity
to environmental conditions, and efficiency [60]. Detailed
reviews on PVE may be found in [61] and [62]. The PVE
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FIGURE 8. Experimental setup.

FIGURE 9. The block diagram for proposed global MPPT.

structure communicates with Python as shown in Figure 9.
The PV array and weather data selected by the user are
entered into the PVLIB-De Soto PVM. The microcontroller
controls the current limiting and voltage regulation circuits
with an algorithm executed in a Python environment. Then,
reference values calculated according to PVMweremeasured
at the DC-DC converter output with approximately 1%
RMS error (under standard test conditions) using digital
potentiometers. The voltage regulator and current adjuster
are set by the digital potentiometer, X9C103 [63], having
a resistor array composed of 99 resistive elements and a
wiper-switching network. In this way, the success of the
optimization algorithms developed in Python in different
weather conditions can be compared by running PVE under
equal conditions. Figure 9 shows the experimental setup.

A. DYNAMIC TRACKING PERFORMANCE
To verify the tracking ability of the improved GWO (IGWO)
based GMPPT method, the dynamic tracking performance
of algorithms was experimentally compared under irradiance
variations. The irradiance sequence consists of K - L - M
stages. Meta-heuristic optimization algorithms were per-
formed in 60 iterations with five search agents using three
different PVMs under different radiations. P&O also was
performed using 150 steps. Irradiance patterns for dynamic
tracking experiments are determined in Table 2.

The power, voltage, and current for the three modules
under CS and PS are shown in Figure 10. All algorithms

TABLE 2. Irradiance patterns for dynamic tracking experiments.

have achieved tracking GMPP under CS.When the irradiance
pattern is changed, GWO locates the GMPP of 4.36 W,
HHO tracks the GMPP of 4.65 W, and PSO tracks the
GMPP of 4.66 W. The P&O works well under uniform
radiation conditions, but it is slow in tracking speed and
causes power oscillation under partial shading conditions.
P&O algorithm is unable to differentiate between LMPP and
GMPP. Because it tracks the MPP by constantly changing
the terminal voltage of the PV array, it results in steady-state
oscillations raising the power loss and reducing the tracking
efficiency. The tracking efficiency is calculated as the ratio
between the average output power obtained at steady-state
and the maximum available power of the PV array under
a certain shading pattern. It is evident in Figure 10.A2 and
Figure 10.A3 that P&O fails to reach GMPP and gets settled
at LMPP of 3.06 W and 3.29 W under PS60 and PS30, and
the efficiency reduces by 33% and 47%, respectively.

Meta-heuristic algorithms have higher efficiency under
both CS and PS. However, their tracking time and per-
formance differ depending on the nature of the algorithm,
especially under PS. For example, HHO has two times more
tracking time than other algorithms due to intensely complex
operations. Tracking time is used to describe the time it takes
to reach a certain convergence condition. Also, the efficiency
of PSO and GWO algorithms was reduced by 3.5% and 3%
under PS30, respectively. Despite the high tracking time,
HHO achieved the best performance, with 99.69% under CS.
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FIGURE 10. Dynamic tracking performance of algorithms.

GWO and PSO have similar tracking times. However, the
efficiencies of GWO under PS60 and PS30 were reduced
by 2.5% and 0.5%, respectively. PSO is the most suitable
MPPT method for PVE due to its higher efficiency and
shorter tracking time than traditional meta-heuristic methods.
Dynamic tracking performance details such as reference and
maximum power, efficiency, and tracking time according to
the K, L and M stages are given in Table 3.
On the other hand, according to the dynamic tracking

results, the proposed IGWO has improved dynamic tracking
speed by up to 82% and increased efficiency by 1.4%
compared to the basic GWO. The proposed IGWO has
better tracking time and efficiency compared to the study
in [20]. Another study improving GWO for MPPT algorithm
under partial shading conditions has achieved 58% better
tracking speed [64]. The dynamic tracking performance
of meta-heuristic algorithms is compared in Figure 11.
The IGWO tracks much faster than all other algorithms.
Moreover, it has been determined that the proposed IGWO
has up to 5 times lower tracking time than PSO.

B. DAILY PERFORMANCE UNDER REAL WEATHER
The daily performances of algorithms were experimentally
compared using measured weather data. The radiation and
temperature data were obtained for model simulation and

FIGURE 11. Dynamic tracking performance comparison.

verification using the 15-minute averages of the measured
data at the Department of Electrical Engineering of YTU.
Figure 12 shows the effects of weather and optimization
algorithms on energy harvesting performance for a one-day
simulation. The red line represents the observed power, and
the dotted blue line represents the theoretical reference power.
The daily harvested energies and efficiencies of algorithms
under CS are quite similar, with only a 2% difference.
The harvested energies in meta-heuristic algorithms of
GWO, HHO, and PSO under PS60 and PS30 are less than
50% and 30% compared to CS. On the other hand, the
daily harvested energies in P&O under PS60 and PS30
are less than 66% and 62% compared to CS. An extra
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TABLE 3. Numerical results of dynamic tracking performance.

FIGURE 12. Daily performance of meta-heuristic algorithms.

energy loss is observed during non-uniform irradiance
conditions because the gradient nature of P&O leads to falling
into LMPP.

Moreover, it is evident in Figure 12.E2 that the IGWO
resolves the observed power deviation in Figure 12.B2. HHO
shows weak performance in average efficiency and tracking
time among the other meta-heuristic algorithms. Under CS,
the IGWO reduces the runtime of GWO because of the
ability to narrow down the search area. Runtime comparison
reveals that the GWO took 2075 s while the IGWO took
1962.77 s under PS60. However, the GWO completes over
8000 s and the IGWO completes in 1947.5 s under PS30.
Thus, IGWO is an average of 4 times faster than GWO

under PS30. Consequently, the runtime comparison reveals
that partial shading conditions affect the performance of
algorithms. Therefore, the IGWO has up to 76% better
tracking performance than GWO, according to the daily
performance evaluation under real weather conditions. On the
other hand, the daily performance of IGWO has similar
efficiency to PSO, but the IGWO is much faster than PSO.
The daily performance of algorithms is compared in Table 4
in terms of daily harvested energy, efficiency, and runtime.
Runtime is the time it takes for all iterations to complete.
The runtime of meta-heuristic algorithms is presented in
Figure 13. The IGWO has a powerful performance among
the other meta-heuristic algorithms.

6156 VOLUME 12, 2024



H. Gundogdu et al.: Novel Improved Grey Wolf Algorithm Based Global Maximum Power Point Tracker Method

TABLE 4. Comparison of the daily performance of algorithms.

FIGURE 13. Daily runtime comparison of meta-heuristic algorithms.

IV. CONCLUSION AND POTENTIAL FUTURE WORK
This study proposed a novel global MPPT method using
the proposed IGWO. Uniform and non-uniform weather
conditions were modeled by combining PVLIB-De Soto and
0.8 Voc in a Python environment. Therefore, simple, correct,
and helpful PV models are designed for PV developers. The
performance of IGWOwas compared to several optimization
algorithms such as P&O, PSO, HHO, GWO, and IGWO.
Dynamic tracking performance of gradient based P&O is
faster, but it falls into LMPPs because of partial shading
conditions. On the other hand, meta-heuristic algorithms have
found GMPP with high efficiency, but they have taken a long
time due to the randomness and complexity. Consequently,
the IGWO has increased dynamic tracking speed by up to
82% and efficiency by up to 1.4% compared to the basic
GWO. The daily performance under real weather conditions
has validated the results of dynamic tracking performance.
The results revealed that the IGWO performs better than
the other meta-heuristic algorithms. Additionally, the IGWO
reduces the runtime by up to 76% and improves energy
harvesting up to 2.3% more than basic GWO, thanks to
narrowing down the search area of GWO. The future research

direction will be hybridizing meta-heuristic algorithms with
artificial neural networks, helping to design and develop solar
PV systems.
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