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ABSTRACT Wind energy has been promoted as an environmentally-friendly and sustainable energy. The
boost of wind power generation has greatly promoted the developments of modern urbanization. However,
the characteristics of complexity, nonlinearity, constraints and multivariability make the controller design
challenging. In this work, a Lyapunov-based MPC framework is proposed for nonlinear wind power systems
with external disturbances and constraints. Firstly, a typical doubly-fed wind power generation system is
established in line with the physical models of key components, i.e., wind turbine, transformation device
and generator. Then, considering the exogenous disturbances, a nonlinear Lyapunov-based MPC framework
is proposed for the wind power generation system. The optimization objective and constraints are constructed
to formulate the control problem. As well, the closed-loop stability of presented MPC approach is derived.
In the end, an actual 5MWwind power system is utilized to verify and analyze the effectiveness of designed
controller under different wind speeds and weighting parameters.

INDEX TERMS Wind power generation system, model predictive control, nonlinear controller, Lyapunov
function.

I. INTRODUCTION
Icreasing urbanization has aggravated the contradiction in
global energy supply and demand. Seeing that the severe
pollution and source shortage in fossil fuels, it is urgent
to explore renewable energy, where wind energy stands out
for its green, clean and sustainable nature [1], [2]. For
one thing, in contrast to traditional sources, wind energy is
environmentally friendly instead of producing harmful gases
or pollutants. For another, excellent economic advantages
are performed in the utilization of wind power, since the
plants spend lower costs in operation and shorter time
in construction. Hence, wind power generation, converting
wind energy to electric power, has become a key choice in
modern development [3]. Nevertheless, the control problem
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in wind power systems is still a challenging issue for their
characteristics of nonlinearity and hard constraints [4]. More
attention must be paid to the research on their optimization
strategies certainly [5]. A wind power system consists of
rotor, transmission system, tower, and generator. During the
conversion in work, the energy has gone from wind source,
to mechanical energy, and finally to electric power. When the
wind speed reaches a certain range, the blades are propelled,
and then drive the rotor, connected with the transmission
system, to produce electricity in the generator [6]. The control
part plays a crucial role in the wind power system, in charge
of the start-up, grid connection, power generation and so
on, to guarantee a safe and efficient operation. However,
due to the characteristics of randomness and intermittency,
it is difficult to accurately predict the outputs of wind power
generation. In particular, the curtailment of electric power
occurs when the system is integrated into the grid. Further,
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noting that the fluctuation of wind inputs poses a threat
to the stability of grid, the criticality of control design is
underlined [7].

Model predictive control (MPC) technique was first
proposed in the 1960s and found its initial applications in
the field of chemical process control [8], [9], [10], [11]. For
the past few years, MPC has been widely adopted in diverse
fields [12], [13], [14], [15], [16], e.g., mechanical control,
power systems, transportation and aviation. The fundamental
idea of MPC is to perform multi-step predictions of system
model within each control cycle and solve the optimization
problem in line with the predictions. The optimization aims
to obtain an input sequence that minimizes the objective
function over the prediction horizon. Ultimately, only the first
input in the sequence will be used to the actual system at
the current time step. MPC is a model-based strategy applied
to nonlinear power systems [7]. For wind power systems,
MPC makes significant improvement in performance and
stability, through dealing with the nonlinearity and stochastic
disturbances effectively. As constructing predictive model
and integrating optimization theory, it predicts the future
actions and calculates the optimal control inputs. In addition,
MPC operates within hard/soft constraints to ensure the
system requirements. To this end, in wind power system,
MPC technique provides a great assurance for its efficient
and stable operations [18]. Now, the application of MPC
has spawned many new technologies. For instance, a novel
MPC approach was proposed by combining MPC with
Sliding-Mode Control (SMC) to address system uncertainties
in [19]. Moreover, by combining MPC with Takagi-Sugeno
(T-S) fuzzy models (TSFMs), the implementation efficiency
was improved for nonlinear systems in [20]. In [21],
a novel cooperative H∞ robust move blocking fuzzy MPC
approach was proposed to compensate for model uncertain-
ties and external disturbances while ensuring closed-loop
stability.

To obtain controls with explicit stability, the use of Lya-
punov method has attracted increasing attention. Closed-loop
stability regions are well-defined by these rules. A class of
Lyapunov-based nonlinear controller was developed in [22],
[23], and [24], where explicit initial conditions were raised
for bounded robust stability, and yet no performance was con-
sidered. Currently, a focus is Lyapunov-based MPC (LMPC)
in various complicated systems such as robot systems [25],
distributed systems [26] and intelligent systems. Besides,
LMPC can be combined with other schemes (e.g., fuzzy
control and adaptive control) to enhance performance and
robustness. As the mentions, LMPC suggests the incorpora-
tion ofMPC and Lyapunov stability theory.More specifically,
in this approach, a Lyapunov function is constructed and
introduced to the MPC framework to analyze the system
stability [29]. In the framework, the Lyapunov function serves
as an energy function for the assessment of system stability
and states convergence. By selecting appropriate Lyapunov
function, the stability and performance objectives can be
satisfied under the designed control algorithm.

The challenges in dealing with wind power system lie
in several aspects: 1) a wind power system is a complex
nonlinear dynamic system, including multiple subsystems
such as wind turbines, rotors, and generators, which are
interconnected. It is not easy to control such system with
linear control algorithm. Thus, a nonlinear Lyapunov MPC
is designed for the wind power system. 2) For the wind
power systems, wind speed is a critical influencing factor
in the performance with highly randomness and not easy
to measure. These uncertainties pose significant challenges
to LMPC control. 3) LMPC needs to calculate the optimal
control inputs in real-time, considering the dynamic changes
in wind speed. It requires fast responses and adjustments
due to the dynamic variation in wind speed. However, the
process of calculating the optimal control inputs may have
a high computational complexity, presenting a challenge to
real-time responsiveness.

In the wind power generation, the goal is to capture as
much wind energy as possible in low wind speed region,
as well as maintain a rated output power in high wind speed
region. It is supposed to design compatible control schemes
at different work. Therefore, in our work, a Lyapunov-
based MPC framework is proposed to address the control
problem of disturbedwind power system. Both state and input
constraints are fulfilled in LMPCdesign. Bounded controllers
and corresponding stable regions are utilized as auxiliary
controllers to complete the stability analysis.

The main contributions of our manuscript are:
1) A robust Lyapunov-based MPC approach is proposed

for wind power system. The proposed Lyapunov-based
MPC approach allows us to take into account the non-
linear nature of the system and external perturbations
while maintaining stability. The difference between
LMPC and regular MPC is that we incorporated
constraints based on the Lyapunov function into the
MPC in the optimization process.

2) Handling external perturbations is an important chal-
lenge in the control of wind power systems. The
proposed approach combines Lyapunov control and
nonlinear model predictions to provide robustness
to external perturbations, which is an innovative
approach.

3) Soft constraints are derived in the optimization process
for the high wind speed phase, providing the system
with a broader operating range to achieve stability more
rapidly. The effectiveness of the proposed approach has
been validated in an offshore wind power generation
system.

The remainder of the paper is organized as follows.
Section II presents the mathematical model of wind power
generation system, which lays a foundation for controller
design. In Section III, a Lyapunov-based nonlinear MPC
is designed for the power generation system with external
disturbances. Simulation experiments are given in Section IV
to show the effectiveness of the proposed control framework.
Finally, Section V concludes the main work of this paper.
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FIGURE 1. Composition of wind power generation system.

II. WIND POWER GENERATION SYSTEM MODELING
A. SYSTEM CONFIGURATION
As shown in FIGURE 1, in general, a large-scale wind
power generation system is comprised of wind turbine, tower,
transmission device, generator, inverter, control equipment
and power grid [27]. The cooperation of each component
facilitates the conversion from wind energy to electric power.
Specifically, wind energy is captured by the wind turbine
and transformed into mechanical energy. Then, the energy
is transferred in the form of rotational speed and torque to
the generator through the transmission device. The device
matches the speed of wind turbine with the requirements
of generator by virtue of a gearbox or direct drive system.
As for the generator, it completes the transformation from
mechanical energy into alternating current (AC) power on
the basis of electromagnetic induction. In the end, the
generated electric power is integrated into the power grid,
in which AC power is converted to direct current (DC) power
by the inverter, and the voltage level is adjusted by the
transformer.

By controlling the inverter, the grid connection strategies
are executed to guarantee the synchronization of wind power
generation system and power grid, and maintain stable output
power. For the sake of seamless connection and power
regulation, the parameters of grid are monitored to modify
the operating mode of inverter.

FIGURE 2. Simplified model of wind power generation system and its
parameters.

It is intractable to address the nonlinearity and complexity
of wind power generation system. Hence, in this paper,
some simplifications have been introduced to better achieve
the research objectives. The specific model and parameter
symbols are illustrated in FIGURE 2. The components
like inverter, controller and power grid are omitted for
brevity. We have concentrated on modeling wind turbine,
transmission system, and generator.

1) WIND TURBINE
Based on aerodynamics, the wind turbine make full used of
wind energy by rotor blade. When the wind acts on the blade,
there exists difference of air pressure between the upper and
lower surfaces, by virtue of the blade’s specific airfoil shape
and angle of attack, such that the lift is generated to drive the
blade to rotate. This allows for the maximum conversion from
wind energy to mechanical energy [28].

The captured wind energy by the wind turbine can be
represented as the following equation:

Pv =
1
2
ρπR2v3Cp (λ, β) (1)

where v is the current wind speed; Pv is the aerodynamic
power captured by the aerodynamic unit from the wind; ρ is
the air density; R is the radius of the wind turbine rotor; λ and
β respectively represent the tip speed ratio and pitch angle of
the blades; Cp (λ, β) are wind energy utilization coefficients
related to λ and β.

Specifically, the relationship between the wind energy
utilization coefficients Cp and λ, β can be expressed by the
following equations:

Cp (λ, β) = 0.5176
(
116
λi

− 0.4β − 5
)
e
−

21
λi

+ 0.0068λ (2)
1
λi

=
1

λ + 0.08β
−

0.035
β3 + 1

(3)

λ =
ωaR
v

(4)

where ωa is the wind turbine rotor angular speed. It can be
seen that Cp is a nonlinear function of λ and β. There exists a
pair of λ and β values for which the wind energy utilization
coefficient Cp can reach its maximum value Cp,max. At this
optimal condition, the corresponding values of λ and β are
defined as λopt and βopt respectively, where λopt is also
referred to the optimal tip speed ratio. The specific equation
is as follows: (

λopt, βopt
)

= argmax
λ,β

Cp (λ, β) (5)

According to (1), the aerodynamic power of the wind
turbine Pv is directly proportional to the wind energy capture
coefficient Cp, i.e., as Cp increases, Pv also grows propor-
tionally. Therefore, the aim is to maximize the value of Cp
and employ MPC algorithm to achieve on-line optimization.
This implies that it is available to enhance performance and
economic efficiency of wind power generation system.

Here we modeling the function Cp w.r.t. λ and β. It is
observed that in 3-D space, there exists a maximum value
of Cp at certain λ and β, as shown at the black point in
FIGURE 3. At this point, Cp reaches approximately 0.48, λ
is around 8.1 and β is equal to 0. Furthermore, from the 2-D
plot of Cp against λ and β in FIGURE 4, it can be seen that
each value of β corresponds to a curve, and each curve has a
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peak. When β = 0, the curve has the highest peak compared
with other β. Therefore, for the objective to maximizeCp, the
values of λopt and βopt are set as 8.1 and 0, respectively.

FIGURE 3. 3-D plot of Cp against λ and β.

FIGURE 4. 2-D plot of Cp against λ under different β.

2) TRANSMISSION SYSTEM
As a crucial part of wind power apparatus, the transmission
system is used to connect the low-speed shaft of wind turbine
with the high-speed shaft of generator. It is composed of a
series of transmission devices, e.g., wind turbine rotor, low-
speed shaft, gearbox, and high-speed shaft. The rotor in wind
turbine captures wind energy, and the low-speed shaft transfer
the rotational force to the gearbox. Through the gearbox,
the rotational speed is delivered across the high-speed shaft
to prompt the electric power generation in generator. That
is to say, the conversion from wind energy to mechanical
energy is completed [28]. The types of shaft can be concluded
with rigid shaft and flexible shaft. The rigid shaft, made
of metal materials, is designed to transfer the rotational
motion and bear the immense torque from wind turbine.
On the other hand, the flexible shaft, made of high-strength
elastic materials, enables to absorb the vibration, shock,

torque fluctuation and unbalanced load. The optimization
about transmission systemmay strengthen the energy transfer
efficiency and stability, reduce energy losses, and attenuate
fatigue damage to shafts. This contributes to the reduction of
maintenance cost and the advancement of reliability in wind
power generation systems.

The transmission system can be modeled as the
follow-up:

Ta =
1

2ωa
ρπR2v3Cp (λ, β) =

Pv
ωa

(6)

Jaω̇a = Ta − Ksθ − Dsθ̇ (7)

Jgω̇g =
Ksθ
Ng

+
Dsθ̇
Ng

− Tg (8)

θ̇ = ωa −
ωg

Ng
(9)

where Ta, Tg represent the torque of wind turbine and
generator, respectively; ωg denotes the rotor angular velocity
of generator; θ is the torsional angle of transmission shaft;
Ng represents the gear ratio of gearbox; Ja and Jg respectively
mean thewind turbine and generator inertia;Ks andDs denote
the stiffness and damping coefficient, respectively.

3) GENERATOR
The generator is an vital component in wind power genera-
tion. Following Faraday’s law of electromagnetic induction,
the current will be induced in coils when the rotor rotates and
cuts through the magnetic field line. That is the realization
of energy conversion. In our work, we prefer to model
the widely-used doubly fed induction generator (DFIG),
which is more efficient and flexible than the traditional
one [2]. Thus bidirectional power flow takes place since both
stator and rotor windings are connected to the grid. What’s
more, even if the grid fails, it allows DFIG to hold power
regulation capability for the tunable brushless generator.
Additionally, DFIG stands out in efficiency through the
control of stator and rotor current to attain power and voltage
regulation.

The research places importance on DFIG and model
it mathematically in the two-phase synchronously rotating
coordinate system. Accordingly, one has:

a) Voltage Equations:
usd = Rsisd + pϕsd + ω1ϕsq
usq = Rsisq + pϕsq + ω1ϕsd
urd = Rr ird + pϕrd + (ω1 − ω2) ϕrq
urq = Rr irq + pϕrq + (ω1 − ω2) ϕrd

(10)

where us and ur denote the stator and rotor voltages; is
and ir represent the stator and rotor currents; ϕs and ϕr
are the stator and rotor magnetic flux; the subscripts d
and q indicate their corresponding d-q coordinate axes,
where d and q mean the d-axis and q-axis relative to
the rotor’s angular velocity difference, thus obviously
ωg = (ω1 − ω2).
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b) Flux Linkage Equations:
ϕsd = Lsisd + Lmird
ϕsq = Lsisq + Lmirq
ϕrd = Lr ird + Lmisd
ϕrq = Lr irq + Lmisq

(11)

where Lm denotes the equivalent mutual inductance
between stator and rotor; Ls and Lr are the stator and
rotor equivalent self-inductance, respectively.

c) Electromagnetic Torque Equation:

Tg = NpLm
(
isqird − isd irq

)
(12)

where Np is the number of pole pairs in DFIG.
d) Generator Output Power:

Taking energy losses into account, we define the effi-
ciency of mechanical-to-electrical energy conversion
as η. The output power of the generator Pg can be
calculated using the following equation:

Pg = ηTgωg (13)

B. WIND SPEED MODEL
Wind energy, as an important clean energy source, originates
from variations in atmospheric airflow and interactions
within the climate system, and thus presents strong uncer-
tainty. Hence, the modeling about wind speed is of great
significance to control implementation.

Probability distribution function has common application
during the modeling. In this case, the wind speed is
decomposed into two components: mean wind speed and
turbulent wind speed, to better describe the variability. The
mean wind speed refers to the average value over long-term
observation and is typically to do with season, geographical
location, climate conditions, etc. It possesses such slow
variation that it can be determined long-term statistical
analysis. Nevertheless, the turbulent wind speed represents
the fluctuating part of wind speed within a shorter time
interval, which is posed for the complicated meteorology and
the instable airflow. Intense variation takes place among the
turbulent wind speed, and it can be characterized through
instantaneous wind speed peaks, changes in wind direction
and so on.

In this paper, for the sake of simplicity, only the magnitude
of wind speed is considered, whereas the direction and other
effects are disregarded. The mean wind speed is described via
step function, and the turbulent wind speed vr is concerned
through Gaussian distribution. To impose restrictions on
the random disturbance values, the turbulent wind speed is
generated under a truncated Gaussian distribution:

a) Set the truncation range, i.e., the upper bound vb of
the absolute value of turbulent wind speed vr . Given
mean value µ and standard deviation σ , the probability
density function vr ∼ N

(
µ, σ 2

)
is attained by:

f (x) =
1

σ
√
2π

e
−

1
2

(
x−µ
σ

)2
(14)

b) Generate a random number using the Gaussian distri-
bution provided in step a).

c) If the random number generated in step b) falls within
the truncation range, return the random number. If not,
repeat step b) until a random number is within the
truncation range.

C. OVERALL STATE SPACE EQUATIONS
Based on the modeling of each component in foregoing
description, a simplified state-space model is built for
subsequent control design. Denote the state variables as
x = [x1 x2 x3]T =

[
ωg ωa θ

]T ; the input variables as
u = [u1 u2]T =

[
β Tg

]T ; the outputs as y = [y1 y2]T =[
Pg ωg

]T . The state equations of simplified wind power
generation system are defined as follows:

ẋ (t) = f (x (t) , u (t) , v (t))

y (t) = h (x (t) , u (t)) (15)

where:

f (x (t) , u (t) , v (t))

=


−

Bθ

N 2
g Jg

x1 +
Bθ

NgJg
x2 +

Kθ

NgJg
x3 −

1
Jg
u2

Bθ

NgJa
x1 −

Bθ

Ja
x2 −

Kθ

Ja
x3 +

1
Ja
Ta (u1, v, x2)

x2 −
1
Ng
x1

 (16)

h (x (t) , u (t))

= [ηx1u2 x1]T (17)

This section provides a detailed introduction of the wind
power generation system, and establishes the mathematical
models for wind turbine, transmission system and genera-
tor, respectively. Via the synthesis and analysis, the state
equations of simplified wind power generation system are
proposed to lay foundation for optimization.

III. LYAPUNOV-BASED MPC DESIGN FOR WIND POWER
GENERATION SYSTEM
A. CONTROL OBJECTIVES
The drastic fluctuations in wind speed have tremendous
impacts on wind power generation system. Therefore,
to ensure the safe operation, it is necessary to formulate
different control objectives under high/low wind speed [28].
For this purpose, the parameters, like rated wind speed
and rated power, should be monitored to switch the control
strategy in time and protect the system.

When the wind speed falls within the rated wind speed
range, the control objective is to achieve maximum power
output and further attain optimal power generation efficiency.
However, when the wind speed surpasses the rated threshold,
it must impose some strategies, for example adjusting the
angle of blades, to prevent excessive load operation and
safeguard the system. On the contrary, if the wind speed
falls below the rated threshold, it should activate auxiliary
generators or alternative power sources to keep operation
from shutdown.
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In FIGURE 5, where the wind speed is within different
regions, the control objectives have been depicted. When the
wind speed is below the cut-in wind speed vin, the auxiliary
generator is activated to ensure power supply at low level.
When the wind speed reaches vin, normal operation begins.
At this point, it is supposed to optimize the generator torque
Tg to maximize Cp and the output power. Thus the interval
vin∼ vrated is named asmaximumwind energy capture region.
When the wind speed v is in vmid ≤ v < vrated , i.e., the
transition region, the rated generator speed ωrated can be
reached, whereas the output power cannot reach the rated
value. Hence, the goal is to maintain the speed ωrated and
maximize the output power. Further, when the wind speed
reaches vrated , each state should be sustained at rated value.
For example, if the wind speed grows, the pitch angle β

should be adjusted to reduce Cp for rated Pg and ωg. Note
that define such interval vrated∼ voff as the constant power
region. In the end, when v > voff , the system shuts down.

FIGURE 5. Control objectives at different wind speed regions.

In the above analysis, if the wind speed is within the
maximumwind energy capture region, the control is designed
to maximize the value of Cp equivalent to the maximum
output power. A common solution is the optimal tip speed
ratio method [28]. On the basis of blade design and control
parameters of wind turbine, both performance and energy
capture are achieved.

B. SYSTEM CONSTRAINTS
In actual wind power generation systems, it is inevitable
to take the physical constraints into consideration. If not,
the system may violate the restrictions, leading to the
reduced lifespan of equipment and even operation accidents.
Therefore, in optimization control, it is indispensable to
impose constraints on variables to ensure the stability and
security.

Generally, the constraints on wind power generation
system include the limitations on wind turbine rotational
speed, generator power output and the maximum torque of
the transmission system. By taking these into account, the
control algorithm can be optimized to ensure the safe, reliable
and efficient operation to some extent.

Consider the constraints on state variables as x ∈ X ⊆ Rnx ,
which can be formulated in detail as follows: ωg,min

ωa,min
θmin

 ≤

 ωg
ωa
θ

 ≤

 ωg,rated
ωa,rated
θmax

 (18)

In this expression, the vector on the left-hand side of the
inequality can be denoted as xmin, and the vector on the
right-hand side is signified as xmax.

The input variables have constrains u ∈ U ⊆ Rnu , which
are written as:[

βmin
Tg,min

]
≤

[
β

Tg

]
≤

[
βmax
Tg,rated

]
(19)

Here, we make a representation that the vector on the
left-hand side is umin, and the one on the right-hand side is
umax.
The constraint on output power Pg is expressed through:

Pg,min ≤ Pg ≤ Pg,rated (20)

When the system operates in the constant power region,
seeing that the large rotational inertia of the rotor in wind
turbine and of the transmission system, it is hard for the
controller to respond quickly, and some minor deviations
beyond the hard constraints might occur. Thus, infeasible
error lies in imposing strict hard constraints on the rotor speed
and power. To address this issue, a soft constraint approach
can be adopted, where some slight deviations beyond the hard
constraints are permitted.

In this paper, it is assumed that the system rotor speed
and output power can exceed the rated values 1.05 times
to guarantee feasible solutions and better flexibility against
wind speed variations. Thus the constrains can be modified
as follows:

ωg,min ≤ ωg ≤ 1.05ωg,rated
ωa,min ≤ ωa ≤ 1.05ωa,rated
Pg,min ≤ Pg ≤ 1.05Pg,rated (21)

C. LYAPUNOV-BASED MPC DESIGN
In this section, LMPC will be employed in the wind power
generation system to achieve better performance. Assuming
that for all x ∈ X, there exists a non-linear feedback control
law u = h (x) ∈ U. It satisfies the state constraints under
the stability region w.r.t. control input u. The asymptotic
stability of closed-loop system should be ensured at the
nominal operating point. That is to say, according to the
inverse Lyapunov theorem, the following inequalities hold for
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the nominal closed-loop system [30], [31]:

β1 (|x|) ≤ V (x) ≤ β2 (|x|) (22)
∂V (x)

∂x
f (x, h (x) , v) ≤ −β3 (|x|) (23)∣∣∣∣∂V (x)

∂x

∣∣∣∣ ≤ β4 (|x|) (24)

where βi (·) , i = 1, 2, 3, 4 represents the K-function, and is
a continuous differentiable Lyapunov function.

In this paper, the region where the controlled system
is stable under the input law u = h (x) is defined as
Ω . Particularly, Ωρ := {x ∈ X : V (x) ≤ ρ} indicates the
Lyapunov-based stability region.
Lemma 1: If there exist positive constants Lx ,Lv, L̄x , L̄v

and M such that the constraints are satisfied for all x and u,
then the following inequalities hold:

|f (x, u, v) − f (x̄, u, v̄)| ≤ Lx |x − x̄| + Lv |v− v̄| (25)

|f (x, u, v)| ≤ M (26)∣∣∣∣∂V (x)
∂x

f (x, u, v) −
∂V (x̄)

∂x
f (x̄, u, v)

∣∣∣∣
≤ L̄x |x − x̄| + L̄v |v− v̄| (27)

Proof: In terms of the Lipschitz property of function
f and the continuous differentiability of Lyapunov function
V (x), it is easy to derive (25)-(27). The details are omitted
for brevity. The proof is completed.
To sum up, the optimization process of Lyapunov-based

MPC can be demonstrated by the minimization problems
below:

min
u∈S(∆t)

∫ tk+N

tk

(
∥ỹ (τ ) − ys (τ )∥2q + ∥∆u (τ )∥2p

)
dτ (28a)

s.t. x̃ (tk) = x (tk) (28b)
˙̃x (t) = f (x̃ (t) , u (t) , ṽ (t)) (28c)

ỹ (t) = h (x̃ (t) , u (t)) (28d)

umin ≤ u (t) ≤ umax (28e)

xmin ≤ x̃ (t) ≤ xmax

Pg,min ≤ P̃g (t) ≤ Pg,rated (28f)
∂V (x (tk))

∂x
f (x (tk) , u (tk) , v (tk)) ≤ (28g)

∂V (x (tk))
∂x

f (x (tk) , h (x (tk)) , v (tk)) (28h)

In this optimization problem, the objective function
J (ỹ, u) = ∥ỹ− ys∥2q +∥∆u∥2p is introduced to be minimized;
S (∆t) represents a continuous piecewise function family
with sampling period ∆t; tk is used as the current time; x̃ (tk)
is the predicted states at time k; ṽ is the predicted wind speed;
N is the prediction horizon. The optimization problem is a
formulation over the whole prediction horizon. ỹ denotes the
predicted output; ys represents the desired target value for the
output variables based on the current states and wind speed;
∆u indicates the change in inputs, i.e., the difference between
the current input and the one at the previous sampling time.

q and p are positive definite matrices with q = diag {q1, q2},
p = diag {p1, p2}. These matrices are set to weighing the
consideration in the control problem. It means, larger values
of q1 and q2 emphasize the distance between output values
and target values, while larger values of p1 and p2 stress the
input variations.

In a word, the optimization (28) can be described as a
process of searching a sequence of inputs within a specific
sampling period from the current time k . Not only are all the
constraints satisfied, the objective function is also minimized
for the optimal performance. The solution will be updated as
time goes on.

The above objective function is rewritten as follows:

J (ỹ, u) = ∥Pg − P∗
g∥

2
q1 + ∥ωg − ω∗

g∥
2
q2

+ ∥∆u1∥2p1 + ∥∆u2∥2p2 (29)

In the equation, the first part of objective function represents
the difference between output power and target values, as well
as that between generator speed and target. Evidently, if the
outputs are equal to the target ones, the difference is zero.
The second part of the objective function suggests the
weighted sum of the changes in inputs. It takes the impact
of input variations on the system’s behavior into account.
By modifying the weighting matrices q and p, the sensitivity
of optimization process to different inputs/outputs can be
adjusted.

Based on the LMPC optimization strategy mentioned
above, in the maximum wind energy capture region, we use
the optimal tip speed ratio method to drive the outputs to
corresponding targets. In addition, it is a need to maintain the
generator speed and output power at their rated values, which
means the desired targets should be fixed as the rated values.
The details are shown in the follow-up:

ω∗
g =

{
λoptv
R v ≤ vrated

ωg,rated v > vrated
(30)

P∗
g =

{
1
2ηρπR2v3Cp,max v ≤ vrated

Pg,rated v > vrated
(31)

Remark 1: The optimization problem (28) involves find-
ing the input values that minimize the objective function
subject to certain constraints. We define constraints that
control the inputs and states to ensure that the system satisfies
the physical and performance constraints in operation.
An objective function which measures the performance of
the system is derived. The goal is to minimize the objective
function by optimizing the control inputs. To solve this opti-
mization problem, fmincon function in MATLAB is used to
find the optimal control input. The optimization problem (28)
is a nonlinear constrained optimization algorithm that finds
the minimum value of the objective function with constraints.
The first value of this input sequence is used as the input
for the next step and repeat this minimization process. The
specific design steps of LMPC are shown in Algorithm 1.
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Algorithm 1 (Lyapunov-Based MPC Algorithm)
Offline. Accurately model the state-space equations of the

wind power generation system, define the constraints for
the system optimization process, determine the initial
states x0 and initial input u0, and define the system’s
weight parameters q and q.

Online.
1: Obtain the current wind speed and choose different

optimization goals and loss functions based on the
current wind speed magnitude;

2: Based on the optimization goal from step 1, find the
input u∗ (tk) , u∗ (tk+1) . . . , u∗ (tk+N−1) that minimizes
the loss function within the predicted time domain, while
satisfying the constraints;

3: Take the first input u∗ (tk) from step 2 as the current
input applied to the system and obtain the updated state
variables;

4: Set k = k + 1, return to step 1, and repeat the process
until the program ends.

D. STABILITY ANALYSIS
The proposed LMPC algorithm regulates the system through
solving the constrained optimization problem (28). It is
necessary to prove the Lyapunov function’s decremental
property for the closed-loop stability analysis. Some suffi-
cient conditions for stability are conducted.

At first, we define a scalar:

ρmin = max {V (x (t + ts)) : V (x (t) ≤ ρs)} (32)

where ρs is a scalar smaller than ρ. Therefore, ρmin represents
the maximum value of V (x (t + ts)) that can taken the next
sampling time when V (x (t)) is less than ρ.

Next, a set of sufficient conditions for the system stability
are concluded as follows for our LMPC scheme.
Theorem 1: Assume that the inequalities (22)-(24) are

fulfilled. For the closed-loop system (15), controlled by
optimization (28), if x (t0) ∈ Ωρ and there exist constants
ε > 0, ρ > ρs > 0 such that the following conditions hold:

−β3

(
β−1
3 (ρs)

)
+ L̄xMts + L̄vϕ ≤

ε

ts
(33)

where ϕ is the upper bound of wind speed variation within
the sampling period. Then, there exists ρ > ρmin > 0, for all
t ≥ t0, guarantee the system states x (t) remaining within the
stable region Ωρmin .
Proof: Considering the closed-loop system at time t ∈

[tk , tk+1), the time-derivative of Lyapunov function can be
calculated as follows:

V̇ (x (t)) =
∂V (x (t))

∂x
f (x (t) , u (t) , v (t)) (34)

Based on the constraints (28g), we can extend (34) to the
following inequality:

V̇ (x (t)) ≤
∂V (x (t))

∂x
f (x (t) , u (t) , v (t))

−
∂V (x (tk))

∂x
f (x (tk) , u (tk) , v (tk))

+
∂V (x (tk))

∂x
f (x (tk) , h (x (tk)) , v (tk)) (35)

Then by virtue of (27), (35) is rewritten as:

V̇ (x (t)) ≤
∂V (x (tk))

∂x
f (x (tk) , h (x (tk)) , v (tk))

+ L̄x |x (t) − x (tk)| + L̄v |v (t) − v (tk)| (36)

Due to (26) and the continuity of x (t), it follows that within
one sampling period:

|x (t) − x (tk)| ≤ Mts (37)

From (23), it can be derived that:

∂V (x (tk))
∂x

f (x (tk) , h (x (tk)) , v (tk)) ≤ −β3

(
β−1
3 (ρs)

)
(38)

By substituting (37) and (38) into (36), we obtain:

V̇ (x (t)) ≤ −β3

(
β−1
3 (ρs)

)
+ L̄xMts + L̄vϕ (39)

If (33) is satisfied, then there exists a ε > 0 such that the
following inequalities hold:

V̇ (x (t)) ≤ −
ε

ts
(40)

It shows that when t ∈ [tk , tk+1), the function V (x (t))
remains decreasing. Integrating this inequality from time tk
to time tk+1, it yields:

V (x (tk+1)) ≤ V (x (tk)) − ε (41)

Hence, it can be concluded that if x (tk) ∈ Ωρ , then all
states x (t) remain in the stable region Ωρ at time t > tk .
As well, the states x (t) will gradually converge to Ωρmin

within a finite number of sampling times, and stay at this
stable region all the future time.

IV. SIMULATION EXPERIMENTS
A. WIND POWER GENERATION SYSTEM
In this section, a 5MW wind turbine system, constructed
by the National Renewable Energy Laboratory (NREL) for
offshore system development [28], is taken to validate the
proposed LMPC algorithm. The specific parameters for the
simulation stem from [28] and are given in TABLE 1.
Besides, the soft constraints presented in (21) are followed,
with an upper limit increase of 5% applied to ωa, ωg and Pg
additionally.

Note that, in our research, all the simulation experiments
are conducted using the same prediction horizon and
sampling time, namely N = 10, ts = 0.05s.
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TABLE 1. Parameters of a 5MW wind power generation system.

B. LMPC SIMULATION RESULTS UNDER LOW WIND
SPEED
The proposed wind speed model in Section II is considered in
the simulation. At the low wind speed stage, the mean wind
speed is described by a step function. It starts at 7.5m/s (time
= 0s), increases to 8m/s (time= 5s), and finally reaches 9m/s
(time= 20s). The turbulent wind speed vr is modeled through
truncated Gaussian distribution, with µ = 0, σ = 0.02 and
truncation amplitude vc = 0.1. It is randomly re-generated
every 0.5s, as shown in FIGURE 6.
As we can see, wind speed varies at different times

depending on the changes in average wind speed and
turbulent wind speed. Since the wind speed is not measurable,
the average wind speed is used for controller design purpose
and the changes of the wind speed is treated as disturbances.

FIGURE 6. Wind speed used in the simulation for low wind conditions.

Under the low wind speed, the designed control aims
to gain the maximum wind energy. The optimal tip speed
ratio method is utilized, which maintain the pitch angle
close to 0◦ and propel the tip speed toward the optimal
value. To investigate the influence of different weighting
coefficients, the control parameters of objective function
below are selected in the simulations: output weight as
diag{1× 10−3, q2}, and input weight diag{1× 108, 50}. The
value q2 is taken from 4 × 107, 5 × 107 and 6 × 107. The
simulation results are depicted in FIGURE 7.
Some conclusions can be drawn from the result plots.

At the low wind speed stage, the control objective is to keep
the system stay in the maximum wind energy capture region,
and the system disturbed by turbulent wind can be effectively
controlled. It adjusts the states and outputs to the target values
within 5s to deal with the variations of mean wind speed.
Furthermore, fast response is acquired for the adverse effect
of turbulent wind. Thus there are slight changes take places
on the states and output power when turbulent wind changes.
Moreover, FIGURE 7 reveals the performance has been quite
affected by the weighting parameter q2, which represent
the priority of adjusting the generator speed to the target
value. Obviously, as q2 increases, the rotational speed in
generator and wind turbine are both converge quicker to their
target values, whereas it also results in higher fluctuations on
variables such as generator torque, output power and twist
angle.

TABLE 2. Running time and average loss of different q2 under low wind
speed.

Under low wind speed and different q2, TABLE 2
presents two kinds of metrics to illustrate the performance
of controlled wind power generation system. It is shown
that there exists little difference on the running time.
Under low wind speed, a total of 900 iterations were
conducted, with an average time of approximately 1.9 sec-
onds per step for different weights. From the perspective
of single-step computational complexity, this speed needs
improvement. However, in terms of average loss, it increase
to a certain extent with the growth of q2. Additionally,
it is also related to the increasing fluctuation amplitudes
of some state variables and output power, as mentioned
above.

To demonstrate the effectiveness of LMPC compared
to regular MPC [32], we conducted simulation comparing
the two methods, as shown in FIGURE 8. To ensure the
fairness of the method comparison, we have to make the
consistent of the system models and guarantee that both
LMPC and MPC achieve their best performance. For the
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FIGURE 7. Simulation results of different q2 under low wind speed.

consistent of the system models, both LMPC and MPC
methods utilize the 5 MWwind generation system with same
parameters as shown in TABLE 1. Additionally, external
disturbances during the system’s operation, represented in
the article by the turbulent wind speed component, are
identical for both LMPC and MPC methods, as illustrated
in FIGURE 6. To guarantee both LMPC and MPC achieve
their best performance, we do fine-tune on the selections
of both LMPC and MPC methods. Firstly, the control
costs are selected the same. Secondly, the best perfor-
mances are obtained by fine-tuning the prediction time
horizon N , the weighting matrix on outputs and inputs
(respectively represented by q and p). Finally, the LMPC
and MPC compared in a same figure to show the control
performance.

From the figure, it is evident that at the low wind speed
stage, LMPC provides a more stable control for the state
variables, with smaller fluctuations compared to MPC, and
it reaches the target values more quickly. However, this
comes at a cost, as the input fluctuations in LMPC are
greater than in MPC. Through the simulation comparison of

these two methods, we observed that the proposed approach
exhibits characteristics of being faster and more stable
compared to regular MPC at the low wind speed stage.
This validates the effectiveness of the proposed method in
simulation.

C. LMPC SIMULATION RESULTS UNDER HIGH WIND
SPEED
At the high wind speed stage, the mean wind speed va starts
from 20m/s (time = 0s), decreases to 18m/s (time = 5s), and
finally reaches 16m/s (time = 15s). The random turbulent
wind speed vr is obtained through the same model as low
wind speed stage. The parameters are µ = 0, σ = 0.02
and truncation amplitude is vc = 0.1. Similarly, the turbulent
wind is re-evaluated every 0.5s. FIGURE 9 gives the wind
speed used in the simulation overall.

Based on the LMPC optimization strategy, at the high
wind speed stage, the maintenance in rated output power is
our control objective. In the simulation, the output weight is
denoted as [q1, q2] =

[
1 × 10−4, q2

]
, and the input weight
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FIGURE 8. Comparison between LMPC and Regular MPC under Low Wind Speed.

FIGURE 9. Wind speed used in the simulation for high wind conditions.

as [p1, p2] =
[
1 × 108, 50

]
. Also, different weighting values

of q2 are chosen from 1 × 108, 2 × 108 and 3 × 108.
FIGURE 10 draws the system responses under high wind

speed. In this case, when the system disturbed by turbulent
wind, LMPC strategy enables the output power to stay at the
rated value. What’s more, the settling time is smaller than
that spent under low wind, also indicating the fact that all the
responses tend to the targets within 2s. It is plain to see a faster
convergence at high wind speed stage. As well, the turbulent
wind brings about some slight changes of system states and
output power.

In addition, it yields the differences on performance,
since q2 varies. The rotational speed in generator and wind

TABLE 3. Running time and average loss of different q2 under high wind
speed.

turbine have a quicker trend to their target values and lower
fluctuating magnitude as q2 increases, whereas some faint
waves appear at the generator torque, output power and twist
angle. The comparison of performancemetrics is summarized
in TABLE 3. It can be observed that, for different q2, the
spent running time remains relatively consistent with a total
of 500 iterations and an average time of approximately
2.2 seconds per step for different weights. However, the
average loss grows as q2 increases. It can be attributed the
facts that the numerical rise caused by increasing q2, and
the higher fluctuating magnitude of system states.

FIGURE 11 shows the comparison between LMPC and
Regular MPC under high wind speed. Similar conclusions
to those obtained under low wind speed can be drawn.
Under high wind speed, LMPC demonstrates more stable
control over the state variables and can reach the target values
more rapidly. Meanwhile, the input fluctuation amplitude of
LMPC is greater compared to MPC. This provides evidence
that the proposed LMPC exhibits faster and more stable
characteristics compared to regular MPC under high wind
speed.
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FIGURE 10. Simulation results of different q2 under high wind speed.

FIGURE 11. Comparison between LMPC and Regular MPC under High Wind Speed.
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V. CONCLUSION
This work proposes a Lyapunov-based MPC framework,
which is utilized to address the nonlinear control issues
in wind power generation systems, and ensure the system
operation subject to specific constraints. Simulation exper-
iments on a 5MW wind power generation system is given
to validate the feasibility and effectiveness of the designed
LMPC strategy under low/high wind speed. The results
demonstrate that the proposed Lyapunov MPC method can
achieve great robust stability and control performance on
the fast response to step-changing mean wind speed and the
resistance against stochastic turbulent wind. The proposed
method also has some shortcomings, even it demonstrates
some improvement in handling complex nonlinear systems
and external perturbations. For example, in real applications,
model uncertainties, time delays and stochastic factors
are unavoidable under network environment. The proposed
LMPC method fails to consider these factors and cannot deal
with these complicate circumstances. Thus, how to incorpo-
rate these model uncertainties and network induced elements
remains challenging problems for our future research.
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