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ABSTRACT Camera system is widely used as a road traffic monitoring nowadays but if the system is
used as a speed camera, an additional speed sensor is required. In this work, we demonstrate a novel
method to estimate speed of vehicle in the traffic video without using the additional sensor. We implement
two speed measurement models which are measuring traveling distance of the vehicle in a given unit of
time and measuring traveling time in a given unit of distance. To get parameters of the models, we define
four virtual intrusion lines on road in the camera view. Then, YOLOv3, DeepSORT, GoodFeatureToTrack,
and Pyramidal Lucas-Kanade optical flow algorithm are implemented together to detect and track the
target vehicle while moving in the camera view. From the tracking data, pixel displacement between two
consecutive frames (before and after the vehicle crossing the line) is measured as Crossing distance. The
number of frames that the vehicle uses while moving from the first line to the other lines is measured as
Traveling time. These two parameters at each intrusion line are used as speed measurement metrics. Solution
of the metrics are solved by using tracking data of 20 vehicles at 9 different ground truth speeds measured
by a laser speed gun. Then, the metrics are used to estimate speed of 813 vehicles. Our best accuracy is with
MAE of 3.38 and RMSE of 4.69 km/h when comparing to their ground truth speed. The same dataset are
tested on a Multilayer Perceptron Neural Network model. It can reach accuracy with MAE of 3.07 km/h
(RMSE 3.98 km/h).

INDEX TERMS Vehicle speed estimation, DeepSORT, YOLOv3, GoodFeatureToTrack, Lucas-Kanade,
optical flow, vehicle tracking.

I. INTRODUCTION
Vehicle speed measurement can be categorized into two
groups including intrusive and non-intrusive technologies [1],
[2]. For intrusive technologies, the speed sensors are embed-
ded under the road surface. These sensors, for examples, are
Inductive loop detectors, Magnetic detector, Piezo-electric,
Weight-In-Motion. Installation and maintain of these sensors
are costly and difficult. For non-intrusive technologies, the
speed sensors can be divided into overhead mounted and
side-fired sensors. The sensors are, for example, infrared
speed sensor, microwave radar speed sensor, and laser speed
sensor. These advanced sensors are costly but easy to install,
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access, and maintain [1], [2], [3]. However, both intrusive and
non-intrusive technologies require a camera for applying as
an automatic road speed limit violation system (called speed
camera system) because the camera has to be used for taking
a photo of the speed violation vehicle. On the other hand,
many cameras (without speed sensor) are widely installed on
highways, Toll ways, urban road, or intersections in order
to be used for traffic monitoring or traffic management
purpose [4]. Therefore, it would be a great advantage if these
cameras can be integrated with speed measurement function
without additional speed sensor.

Recent advance computer vision technologies introduce
numerous studies and research in vision-based vehicle speed
measurement. The main effort is trying to adapt the traffic
monitoring camera to be used as a speed camera without
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using additional speed sensor. With many proposed solving
techniques over this problem, the solution can be broken
down into three main groups [5] including, camera settings
and calibration techniques, vehicle detection and tracking
technique, and the technique of ground truth speed generation
for accuracy evaluation. Camera settings and calibration
techniques require complicated work to get parameters for
transferring between 2D camera image plane (x, y) and
3D real-world coordinate system (Xw, Yw, Zw) [6], [7], [8],
[9]. Vehicle detection and tracking technique can be done
by various approaches including background/foreground
subtraction [10], [11], [12], feature-based detection [6], [7],
[13], [14], machine learning-based detection [15], [16], [17],
[18], [19], [20]. Ground truth speed generation is the work to
generate data for evaluating the proposed speed measurement
model [16]. The data can be generated by the existing vehicle
speed measurement system both intrusive or non-intrusive
technologies. In summary, integrating speed measurement
function into the camera is a complicated task and it still
be a challenge problem to be solved for a great potential
advantage.

In this work, we focus on speed estimation of moving
vehicle in the video frames received from a fixed Field of
View (FoV) traffic camera system. The goal is to provide
a method which is easy to integrate speed measurement
function into the system without using additional speed
sensor.

Our proposed process starts by applying a Deeplearning-
based computer vision technology, YOLOv3 [21] and Simple
Online Real-time Tracking with Deep association metric
algorithm (DeepSORT) [22], to detect and track the target
vehicle while GoodFeatureToTrack [23] and pyramidal
Lucas-Kanade optical flow [24] algorithms are supported
to increase tracking precision by tracking the vehicle at
wheel area. These algorithms together with four virtual
intrusion lines on the videos frame are used to generate speed
measurement metrics and then the metrics is used to estimate
speed of the other vehicle in the same FoV camera. The main
contributions of this work are:

1) We show that YOLOv3 with DeepSORT and feature
tracking at wheel area improves vehicle tracking accuracy
than using only YOLOv3 detection box.

2) We introduce two speed measurement metrics with
simple machine learning method techniques to obtain higher
speed estimation accuracy.

3) We show that the metrics for speed measurement reduce
error from fault detection.

4) We propose an input metric for vehicle speed estimation
by using a simple machine learning model.

5) We analyze impact and errors arising from two speed
measurement metrics and arising from changing of video
frame rate.

The remainder of this paper is organized as follows.
Section II presents some related works on vehicle speed
estimation with different computation techniques. Section III
presents our proposed method for vehicle speed estimation.

Section IV presents the experimental results. Finally,
Section V presents the conclusion of this work.

II. RELATED WORKS
Vision-based vehicle speed measurement is a work to analyze
a series of consecutive traffic video frames. The vehicle
must be detected first and keep tracking in the following
frame to get speed in pixel per seconds. Then, the speed on
the image plane is converted to real-world speed (km/h) by
using pixel-to-meter relationship (called camera perspective
or geometric transformation). In this section, we discuss the
existing vehicle detection and tracking techniques.

A. BACKGROUND-FOREGROUND BASED
Vehicle detection using background-foreground technique is
a computer vision technology to detect vehicle in traffic
video frames by using frame difference. The technique is the
subtraction between reference frame and current frame. The
reference framewith no vehicle is considered as a background
image while another frame with a vehicle is considered as
the current frame. Subtraction between these two frames
results in a foreground image showing location of the detected
vehicle (as a group of different pixels). Then, a series of
the foreground image can be generated by subtracting the
background with each traffic video frame. Later, the traveling
distance of the detected vehicle between frames (or pixel
displacement) can be calculated by subtracting (x, y) values
among the foreground image. Where (x, y) is the horizontal
and vertical pixel location which represent the geometric
center of the detected vehicle (called centroid). Finally, the
traveling distance in pixel unit compared to video frame rate
in seconds can be converted to km/h by using the pixel-to-
meter ratio.

In the study of Genyuan et al. [11], they used a simple
machine learning algorithm such K-nearest Neighbor to
model the background and then to detect vehicle on their
traffic video. The centroid was used for vehicle tracking
(Fig.1(a)). Finally, speed of the moving vehicle was estimated
by using pixel-to-meter ratio referred to the road mark. The
best accuracy was with the side view traffic video (comparing
to top and intersection view). In [12], a near-top side
view camera was used with background-foreground vehicle
detection. By tracking the centroid, the speed estimation
accuracy was 94% with in +3/−2 km/h of 1,870 vehicles in
the speed range 0 to 79 km/h. However, detecting and tracking
vehicle by using this technique is sensitive to background,
light intensity, vehicle occlusion, and the other moving object
in the frame.

B. FEATURE BASED
A small point on the detected vehicle is hi-lighted for some
studies. In [6], after the vehicle was detected by background-
foreground technique, SURF [25] and FLANN [26] algo-
rithms were implemented for vehicle feature detection and
tracking. Although, they claimed that it was a robust method
when facing light change conditions. However, they still
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had a problem with vehicle occlusion. In [7], the moving
vehicle was detected by background-foreground technique
then some features on the vehicle license plate was selected
and tracked by using GoodFeatureToTrack [23], Lucas-
Kanade [24], and SIFT [27] algorithm (Fig.1(b)). Later,
tracking distance in the pixel unit was transformed to meter
by using camera perspective transformation. Finally, vehicle
speed was estimated based on the video frame rate. The error
value was reported at −0.5 km/h compared to the ground
truth speed in range between 10 to 69 km/h detected by using
inductive sensor. However, detecting and tracking vehicle
on the license plate has some limitations, for example, the
camera has to be installed in a near FoV, the high-resolution
camera is required for good license plate detection, the
height of license plate from ground level is sensitive to
estimated speed, the license plate has to be in a good
condition.

Another interesting feature detection was proposed in [28].
Instead of detecting feature of the vehicle, they detected a
movement pattern vector of the vehicle in the traffic video.
They systematically placed four intrusion lines on a single-
lane road. Then, the passing vehicle was detected by using
an optical flow algorithm. The passing frame number on
each intrusion line was recorded as the vector. Finally, the
probability distribution function model was applied to the
vector for speed estimation. The maximum error 4% was
reported compared to the ground truth speed measured by
using GPS. However, a single-lane road is required and only
a narrow speed range between 72 to 94 km/h was reported in
the study.

C. MACHINE LEARNING BASED
A recent computer vision technology on machine learning
such as Deeplearning-based object detection algorithm [29]
is also easily applied to vehicle detection [5]. The algorithm
can be fed by a traffic video frame and, if there is
only one vehicle on the frame, the output will be a
rectangle box showing location of the detected vehicle on
the image plane. The box is presented by four values
(x, y,width, height). Where x and y represent respectively the
top-left horizontal location and the top-left vertical location
of the box. width and height are the size of the box in pixel
unit.

Deeplearning-based object detection algorithms can be
categorized into two types: Two-stage and One-stage. Two-
stage type will find regions of the possible object at the
first stage and then perform object classification on the
second stage while these two stages are combined together
for One-stage type. Among various proposed algorithms
over these two types, One-stage type such RetinaNet [30]
showed outstanding performance as illustrated in [21], but
when testing with many traffic videos for vehicle detection,
another One-stage type such YOLOv3 showed the lowest
Floating Point Operation Per seconds (FLOPs) resulting in
faster frame per seconds as illustrated in [31]. However, both
types are applied for vehicle speed estimation with different

techniques and some techniques can receive a good speed
estimation accuracy as presented following.

Two-stage type such Faster-RNN [32] was applied in [16]
to detect and track vehicle in traffic video. Tracking position
of the 2D rectangle box given by the detector was not precise
enough for speed estimation because the box position had
too much variation (example in violet dot tracking line in
Fig.1(c)). Then, the box was transformed to 3D bounding
box and mapping to actual 3D box of the vehicle in database.
By this way, size of the detected vehicle was estimated and
tracked precisely with association of Kalman filter. Finally,
the tracking distance in pixel unit and traveling time of the
vehicle were used to estimate speed referring to pixel-to-
meter ratio. Although, the study archived a good mean speed
measurement error at 1.10 km/h but they used a complicated
work processes and vehicle 3Dmodel metadata were required
for 2D to 3D bounding box transformation and mapping.

Another Two-stage type work presented in [33]. They used
Kalman-based tracker called Simple Online and Realtime
Tracking (SORT) [34] and DeepSORT [22] to track the
bottom center of the box given by Mask-CRNN [35]. Finally,
vehicle speed in pixel-per-seconds unit was transformed
to real world unit in km/h by using camera perspective
transformation. The error was reported at 15.35 km/h
(9.54 mph).

One-stage type was in study of Bell et al. [17]. They used
YOLOv2 [36] for vehicle detection. The bottom center of the
box given by YOLOv2 was tracked by SORT (See the white
van in Fig.1(c)). Then, the speed of was estimated by using
camera perspective transformation. Their error was 2.25 km/h
(0.25 m/s) but the samples were a few vehicle in urban traffic
at low speed in range 1.6 to 15.8 km/h (0.452 to 4.393 m/s).
Rangel et al. [18] used One-stage YOLOv3 algorithm to
detect passing vehicle on side road and Kalman filter was
used for tracking center of the box. Speed of the vehicle was
estimated by linear regression models and machine learning
models. Their best mean absolute error was 1.695 km/h.
However, this work was performed on side road which had
high pixel-to-meter ratio.

Fully apply of Deeplearning algorithm for vehicle speed
estimation was presented in [19] and [20]. One-stage object
detection algorithm YOLOv5 [37] was used to generate a
series of vehicle detection box from side road video dataset.
And another Deeplearning model was used to estimate speed
of vehicle after trained. The average error was reported at
2.76 km/h and 4.08 km/h respectively.

D. PROBLEMS AND SOLUTION
As our analysis, background-foreground vehicle detection
technique faces unstable of background-foreground, chang-
ing of light intensity, and the detector detects other moving
objects or shadows in the frame. These problems affect speed
estimation accuracy. However, as our research, these prob-
lems could be solved by using Deeplearning-based vehicle
detection algorithm. The algorithm has a good performance in
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FIGURE 1. Vehicle detection and tracking methods. From left,
(a) Background-foreground based [11] (Top is vehicle detection, bottom is
centroid tracking), (b) Feature based [7] (License plate tracking), and
(c) Machine learning based [17] (Box tracking).

vehicle detection under different situations such as nighttime,
rainy, or cloudy [38]. In addition, because the algorithm
detects by using the whole body of the vehicle, then, this is
easy for humans to identify characteristics or classify types
of the target vehicle for further purposes. Among various
proposed Deeplearning-based vehicle detection algorithms,
we select YOLOv3 as our vehicle detector for the following
reasons:

1) YOLOv3 facilitated with multi-scale detection. This is
very helpful for us because our target vehicle is moving away
from the camera during the detecting and tracking period.

2) YOLOv3 has a fast processing speed. This is potentially
allowed us for real-time processing.

3) YOLOv3 is well tested for vehicle detection in many
studies.

4) YOLOv3 is user friendly [39] and its accuracy is
acceptable in our long tracking period.

Although there are many variant versions of YOLO such
v4, v5, R, x, PP-YOLO, v6, v7, v8. These different version
were proposed with some improvement features for different
kind of target application [40], [41], [42]. For example,
YOLOv7 is the most accurate for tiny object detection due
to higher input resolution [43] but, here, we do not need to
detect a small vehicle.

Another problem with vision-based vehicle speed estima-
tion is tracking accuracy. As in [17], tracking vehicle on the
box given by the detector provides unstable tracking lines.
Then, we propose to detect and track feature on the vehicle
as [7]. We select DeepSORT for vehicle identification and
we use pyramidal Lucas-Kanade optical flow algorithm for
feature detection and tracking. In addition, we improve the
speed estimation accuracy by applying vehicle movement
pattern vector borrowing from [28].

III. PROPOSED METHOD
A. VEHICLE SPEED MEASUREMENT IN TRAFFIC VIDEO
In general, to get speed of the moving vehicle, we can simply
measure by using two models. The first model is to measure
traveling distance in a given unit of time and the second
model is to measure vehicle traveling time in a given unit
of distance. Then, speed in m/s or km/h can be calculated.
Here, we are going to do both measurement models by using

a traffic camera. However, to use a camera as a vehicle
speed sensor, we have to note that the camera is a discrete
sensor with a constant sampling rate at frame per seconds
(fps). Therefore, the camera can only get a series of temporal
movement location of the vehicle on the road surface in video
frame. It is rather hard to detect exactly at a specific given
point on the road. Then, the speed estimated by the camera is
a discrete value.

For the first speed measurement model, measuring travel-
ing distance of the vehicle in a given unit of time, we use
camera frame rate as a given unit of time and measuring
traveling distance of the vehicle between two consecutive
frames. In this case, we have to note that error of the distance
measurement is higher at the farther point comparing to the
error measuring at the closest point from the camera due to
pixel-to-meter ratio from the camera FoV. Hence, measuring
traveling distance is better to be done at the closest point from
the camera for the higher accuracy.

If we consider position of the vehicle between any
two consecutive frames, traveling distance of the vehicle
between these two frames called pixel displacement (1d) is
represented by:

1d =

√
(xi+1 − xi)2 + (yi+1 − yi)2 (1)

where (xi, yi) is horizontal and vertical pixel position of the
target vehicle on frame i and (xi+1, yi+1) is the horizontal and
vertical position of the target vehicle on the later frame i+ 1.
Speed of the vehicle (v) can be calculated by dividing the
distance with traveling time which is camera frame rate (fps)
as:

v =
1d
fps

(2)

Unit of 1d is in pixel and fps is in seconds then v is in
pixel per seconds. If 1d can be transferred to the distance in
real world unit using pixel-to-meter ratio. Then, (2) can be
used to estimate speed of moving vehicle between any two
consecutive frames in m/s or km/h.

For the second speed measurement model, measuring
traveling time in a given unit of distance, if we define a unit
of distance by placing two virtual intrusion lines on the road
surface in the video framewith distance L. Then, we count the
number of frames that the vehicle takes to move from the first
line to the second line (n) andmultiply by the video frame rate
(fps). Hence, the traveling time of the vehicle is measured.
As mentioned earlier, camera is a discrete sensor then this
traveling time is a discrete number given by n × fps where
n = 1, 2, 3, 4,. . . , N and n starts counting after the vehicle
crosses the first virtual intrusion line until the vehicle crosses
the second virtual intrusion line. Finally, speed of the vehicle
can be calculated by:

v =
L

n× fps
(3)

where L represents the distance in pixel unit and v is the speed
in pixel per seconds. If L is defined in meter then the speed v
can be converted into km/h.
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B. VEHICLE MOVEMENT PATTERN AND SPEED
ESTIMATION EQUATIONS
In this analysis phase, two speed measurement models in
section A are implemented. We created some traffic videos
by setting up a traffic camera at the height approximately
7.3 meters on a skycrossing bridge over Phaholyothin road,
Pathumthani, Thailand as shown in Fig.2 (Google map coor-
dinate: 14.07500439231682, 100.61762530378513). A new
iPad Pro 2012 was installed as a traffic camera for capturing
traffic videos. Its back camera was configured to Full HD
resolution 1920 × 1080 pixels and its frame rate was
60 fps. Laser speed gun LTI 20/20 TruSpeed with accuracy
+/− 2 km/h was used to measure ground truth speed of
the target vehicle in the range between 40 to 60 meters
from the camera. Voice reading was used to record speed
value from the speed gun into the video during capturing
period.

FIGURE 2. Traffic video recording and vehicle speed measurement on the
skycrossing bridge over Phahonyothin road at the height 7.3m over the
road. (Image on the road from Google street view.)

Based on our traffic video frame, four virtual intrusion
lines Start line0, line1, line2, and line3 are defined at y
equals to 490, 310, 226, 164, respectively. Where the image
pixel coordinate x=0 and y=0 is at the top-left corner of
the image as shown in Fig.3. Distance among the lines are
known based on the road mark sign referring to data from
Thailand Department of Highways (DOH). The white dash
line length in the green box on Fig.3 is 3 meters and the gap
between each white dash lines is 9 meters. However, these
data are only used as a reference, we do not use them in our
speed estimation process. Our target vehicles are only the
vehicles that pass the Region of Interest (ROI) as defined with
the green box shown in Fig.3 because speed limit violation
always occurs on this most right lane.

From Fig.3, we now can implement our two speed
measurement models (2) and (3) by using four virtual
intrusion lines. We track a target vehicle in ROI and then we
calculate the pixel displacement1d together with the number
of frames n at each virtual intrusion line. A simple model of
the vehicle moving in ROI is illustrated in Fig.4.

At this stage, two sets of temporal vehicle movement
pattern can be introduced. First, a set of 1d called ‘‘Crossing

FIGURE 3. Four virtual intrusion lines (Red lines) and ROI location (Green
dash box) are defined on the video frame size 1920 × 1080.

FIGURE 4. A simple model of a vehicle moving in ROI, 1d0, 1d1, 1d2
and 1d3 are the Crossing distance at each intrusion line. n1, n2, n3 are
the number of frames that the vehicle takes to move in the distance
L1, L2, L3, respectively.

distance’’. It is a set of pixel displacements between two
consecutive frames before and after the vehicle crosses each
virtual intrusion line at speed v. Crossing distance represents
by:

1dv = [1d0v, 1d1v, 1d2v, 1d3v] (4)

where 1dv is a Crossing distance belong to the vehicle
moving at speed v km/h in ROI. 1d0v, 1d1v, 1d2v, and
1d3v are the pixel displacement at line0, line1, line2, and
line3, respectively.

The second set of the temporal vehicle movement pattern
is a set of the number of frames n called ‘‘Frame counter
number’’. It is a set of the number of frames that the vehicle
takes after crossing line0 until the vehicle crosses the other
lines at speed v. Frame counter number represents by:

nv = [n0v, n1v, n2v, n3v] (5)

where nv is a Frame counter number belong to the vehicle
moving at speed v km/h in ROI. n1v, n2v, and n3v are the
number of frames that the vehicle took after crossing line0
until the vehicle crosses line1, line2, and line3, respectively.
n0v is the starting frame and it always equals to one.

In our assumption, if the target vehicle moves at a constant
speed vc km/h in ROI and we know the relationship between
image and real-world coordinate, then, speed of the target
vehicle can be calculated with (2) by using any 1d in (4) or
it can be calculated with (3) by using n1, n2 or n3 in (5). All
calculated speeds v have to equal vc. We can see that the speed
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of the vehicle moving in the video frame can be calculated
easily if the vehicle is tracked precisely to generate Crossing
distance and Frame counter number.

In this study, we implement a Deeplearning-based object
detection, YOLOv3, to detect position of vehicle in the video
frame. The detected vehicle is passed as a box with (x, y,
width, height) to DeepSORT to get an identification number
(ID). Then, DeepSORT tracks the vehicle throughout the
ROI. However, the box given by YOLOv3 is not accurate
enough to reflect vehicle trajectory (similar to Fig.1-c), then,
GoodFeatureToTrack and Pyramidal Lucas-Kanade optical
flow algorithms are implemented to get better tracking
accuracy on the vehicle trajectory. At this study stage,
we manually point GoodFeatureToTrack algorithm to detect
features at the wheel area of the vehicle. Tracking features
at the wheel area, which is the closest part of the vehicle
to the road surface, helps to reduce speed estimation error
caused by the height of the tracking point on the vehicle in
3D world coordinate. After some features on the wheel area
are selected, Pyramidal Lucas-Kanade optical flow algorithm
is applied to track all the selected features. The centroid of
the selected features is used as a reference point to generate
vehicle tracking data.

Fig.5 shows six features on the wheel area of the vehicle
selected by GoodFeatureToTrack (Red dots). Their centroid
(Blue dot) is calculated as the reference point to generate
vehicle tracking data. The tracking result is illustrated in
Fig.6. We compare the tracking data generated by using
GoodFeatureToTrack and Pyramidal Lucas-Kanade optical
flow algorithm (The wheel area tracking as Blue dot line) and
the tracking data generated by using YOLOv3 (Center of the
box tracking as Green dot line).

FIGURE 5. Six features on the wheel area are selected by
GoodFeatureToTrack algoritm (Red dots) and their centroid (Blue dot) is
calculated as the reference point to generate vehicle tracking data.

In this study step, we analyze 187 traffic videos
recorded by the method mentioned previously. In the
video, we have only one target vehicle in one video
file, each video is processed manually to get the vehicle
tracking data. The process consists of three manual steps as
follows:

FIGURE 6. The better accuracy of vehicle tracking data provided by
GoodFeatureToTrack and Pyramidal Lucas-Kanade optical flow algorithm
at the wheel area (Blue dot line) compared to the box tracking data
provided by YOLOv3 (Green dot line).

1) We create a Python script with the implementation of
YOLOv3 and DeepSORT to generate the vehicle identifica-
tion number (ID) of every vehicle that entering the ROI in
each video file. Results from the script are the image of every
vehicle entering ROI with its ID.

2) Virtual inspection is performed on each video file to
identify the target vehicle and get its speed from voice
recording in the video. Then, the target vehicle is matched to
the image from the first step. Here, we know the ID and speed
of each target vehicle. This information is manually entered
into a CSV (Comma Separate Values) file including the video
file name.

3) We create a new Python script with the implementation
of YOLOv3, DeepSORT, GoodFeatureToTrack, and Pyrami-
dal Lucas-Kanade optical flow algorithm. The script takes the
video file name and the ID from the CSV file and searches
the target vehicle in the video file. When the target vehicle
is found, the script makes a pause and allows us to point
GoodFeatureToTrack to the wheel area of the target vehicle.
Then, it continues to use Pyramidal Lucas-Kanade optical
flow algorithm to track the selected features until the end of
ROI (Blue dot line in Fig.6).

Finally, from the third step, we get only 135 valid tracking
data of 135 target vehicles. The data include the pixel
position of the centroid and its frame number. Some tracking
data are not valid because the tracking point disappears
during the tracking period, the target vehicle changes
lane, and no features are selected by GoodFeatureToTrack
algorithm.

Fig.7 shows tracking data of 9 target vehicles at ground
truth speed 72, 77, 82, 87, 92, 97, 102, 108, and 112 km/h,
respectively (From left to right). In the Figure, we can find a
linear decrease in Traveling time (frameCount on the plot)
when the target vehicle moves at a higher speed (See the
bottom black arrow). In contrast, 1d (pixel displacement)
increases by increasing the speed (The top blue arrow).

From the tracking data of 9 target vehicles in Fig.7,
we apply the intrusion lines onto the data to get Crossing
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FIGURE 7. Increasing the speed causes a decrease in Traveling time
(frameCount) in ROI (Bottom black arrow) while the pixel displacement
increases by increasing the speed (Top blue arrow).

distance at each speed (4). Then, we plot the Crossing
distance of 9 target vehicles comparing to their speed as
shown in Fig.8. The plot shows better visibility to see
the linear relationship between vehicle speed and Crossing
distance at each virtual intrusion line. We can see the
increasing speed causes an increase in Crossing distance.

FIGURE 8. Relationship between Crossing distance (1d0, 1d1, 1d2, and
1d3) and vehicle speed.

From the Crossing distance data in Fig.8, The linear
relationship equation between Crossing distance and vehicle
speed on the virtual intrusion line0 and line1 can be computed
by:

Sp0 = (slope0 × d0) + B0 (6)

and,

Sp1 = (slope1 × d1) + B1 (7)

where slope0, B0 and slope1, B1 are a constant value that can
be calculated by using the linear curve fitting method.

In the similar way, from the tracking data of 9 target
vehicles in Fig.7, we again apply the intrusion lines onto
the data to get Frame counter number at each speed (5).
Then, we plot the Frame counter number of 9 target vehicles

comparing to their speed as shown in Fig.9. The plot shows
better visibility to see the linear relationship between vehicle
speed and Frame counter number at each virtual intrusion
line. We can see the increasing speed causes an decrease in
Frame counter number.

FIGURE 9. Relationship between Frame counter number at each virtual
intrusion line (n0 D 1, n1, n2, and n3) and vehicle speed.

From the Frame counter number data in Fig.9, The linear
relationship equation between Frame counter number and
vehicle speed on the virtual intrusion line2 and line3 can be
computed by:

Sp2 = (slope2 × n2) + B2 (8)

and,

Sp3 = (slope3 × n3) + B3 (9)

where slope2, B2 and slope3, B3 are a constant value that can
be calculated by using the linear curve fitting method.

IV. EXPERIMENTS
A. DATASET
The similar process to create the dataset in the analysis phase
is performed in this phase but the iPad camera is replaced by
iPhone 13 Mini camera. The back camera of iPhone 13 Mini
is configured to Full HD resolution 1920 × 1080 pixels at
120 fps. The same laser speed gun is used to measure speed
of the target vehicle. The voice reading recording is used to
record the measured speed value into the video. The same
location on the skycrossing bridge is used to create the new
dataset. The videos are captured in the afternoon of December
1st , 2022. The captured time is between 11:00 to 16:00 Local
time. The weather conditions on the capturing day are clear
with very bright sunlight. All target vehicles are on the most
right lane in the video frame. We capture it as a short video
file with a few target vehicles in the video for easy processing
in the next step.

From 138 video files, with 898 target vehicles, the steps
to process the video file are similar to our analysis phase. But
one video file now can consist of more than one target vehicle.
Then, the frame number when the target vehicle enters the
camera FoV has to be added to the CSV file for reference.
Information in the CSV file includes the video file name, the
entering frame number, the vehicle ID, and the ground truth
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speed. The total 898 target vehicles have a minimum speed
at 44 km/h and a maximum speed at 127 km/h. There are
70% of the target vehicles moving at speed between 70 to
90 km/h.

The whole dataset here are available online for research
purposes and shall be considered as one of our work
contribution.(https://drive.google.com/drive/folders/12F7Al
Jiv2AMiJ1DZ4PiOlAZlEXzSUPS7?usp=drive_link)

B. EXPERIMENTAL SETTING
In our analysis phase, the wheel of the target vehicle was
pointed manually for feature selection but this is rather hard
for the new dataset. Then, we train one YOLOv3 model
especially for wheel detection. Training data are taken from
the vehicle entering the ROI in the analysis phase.

Another change here is we track directly to the selected
features on the wheel area because tracking by the centroid
was not stable. Here, two tracking points are selected
among many good features given by GoodFeatureToTrack
algorithm. Flow diagram of our proposed system illustrates
in Fig.10.

FIGURE 10. Flow diagram of our system and example of outputs.

From the camera view of the new dataset, first, four visual
intrusion lines including line0, line1, line2 and line3 are
defined on the video frame at y = 655, 447, 351, and 278,
respectively (The top-left corner is x=0 and y=0 as in Fig.3).
Second, we create a new CSV file from the new dataset by
following step 1 and step 2 in the analysis phase. At this
time, we have to add the frame number that the target vehicle
enters the camera view. Last, we create a new Python script
to implement YOLOv3 for vehicle detection, DeepSORT,
YOLOv3 for wheel detection, GoodFeatureToTrack, and
Pyramidal Lucas-Kanade optical flow. The workflow of the
script is presented in Fig.10.

Referring to the flow diagram, after entering the camera
view, all vehicles are detected by YOLOv3 and receive the
ID from DeepSORT in a few frames later. Then, we identify
the target vehicle by using the ID in the CSVfile and the target
vehicle should appear at the corresponding frame number.
Then, GoodFeatureToTrack is applied to the target vehicle to
get tracking features (All big red dots over the white vehicle
in Fig.10 or more clear in Fig.11). We track every selected
features on the target vehicle until the vehicle enters wheel
detection area (at y=750). At this point, YOLOv3 for wheel

detection is applied to the vehicle to identify location of the
wheels (Two red rectangles at the wheels in Fig.11). Then,
the blue rectangle is created to link between the box of two
wheels (Fig.11). Later, only two tracking features that are
nearest to the horizontal half of the blue rectangle will be
selected. From now on, these two selected features will be
tracked until the end of the ROI (Fig.12). The pixel position
of the two selected features on the target vehicle in each video
frame will be recorded together with its frame number as a
tracking data. Fig.12 shows two tracking features at the front
wheel are tracked in the ROI.

FIGURE 11. Wheel detection (Red boxes) and area selection (Blue box) at
the side of target vehicle after the vehicle crossing wheel detection point
at y=750.

FIGURE 12. Two selected features at the front wheel area are
continuously tracked after the target vehicle enters the region of interest.

From 898 tracking data of 898 target vehicles, we use
vanishing point technique to remove tracking data that the
target vehicle is moving out from the most right lane and
the tracking features are not on the target vehicle. The other
invalid tracking data are also removed including tracking
data that lose tracking features and the vehicle ID changes
and it can not recover by DeepSORT. Finally, we have
only 833 valid tracking data. Speed distribution of the valid
tracking data are illustrated in Fig.13.
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FIGURE 13. The number of vehicles at each ground truth speed in the
dataset after filtering invalid data.

For the video processing and computation in the analysis
phase, we worked on the work station CPU: Intel® Core
i7-8750H 2.2GHz with memory 32 GB and GPU: nVidia
GeForce GTX 1060 Mobile. The operating system was
Ubuntu 18.04; processing software was coded by using
Python 3.6.9 with supported libraries from OpenCV 4.2.0,
CUDA 10.0 CuDNN 7.6, and Tensorflow 1.13.1 for video
processing. But the experiment is performed on the differ-
ence hardware configuration. It is on CPU: Intel® Core
i7-9700K 3.6GHz with memory 16 GB and GPU: nVidia
GeForceGTX1080Ti. The operating system isUbuntu 18.04;
Processing software is Python 3.6.9, OpenCV 4.4.0, CUDA
11.0, CuDNN 8.0, Tensorflow 2.6.0 for the implementation
of Multilayer Perceptron (MLP) and the testing is performed
on the same hardware.

C. EVALUATION
Statistical evaluation Mean Absolute Error (MAE) is adopted
as an evaluation tool. It is the summation of each absolute
error from individual estimated speed then divided by the
number of vehicles. MAE is defined as:

MAE =
1
M

m=M∑
m=1

| vgm − vem | (10)

where M is the number of vehicles to be measured, vgm is the
ground truth speed of vehiclem, and vem is the estimated speed
of vehicle m.
Root-Mean-Square Error (RMSE) is used to represent the

sensitivity of variation to large errors. It is the square root of
the mean of squared residual defined as:

RMSE =

√√√√√√
m=M∑
m=1

(
vgm − vem

)2
M

(11)

D. SPEED ESTIMATION RESULT
Results from the experiment are the estimated speed by using
our metrics model as an input of the linear equations. Neural
Network speed estimation is a parallel test for comparing

accuracy but the number of testing data is lower than the
linear estimation equation method.

1) LINEAR EQUATIONS SPEED ESTIMATION
We test the vehicle tracking data with 3 levels of frame rate
including 120fps, 60fps, and 30fps. From the original frame
rate at 120 fps, the tracking data of 20 vehicles are selected as
a sample to find slope and B of each linear equation (6), (7),
(8), and (9).

The sample with five tracking data at speed 79, 86, 93,
and 100 km/h are processed by Framedrop (1:1). Then, they
are filtered by using (4) and (5) to get Crossing distance
and Frame counter number at each speed. Later, the linear
curve fitting is applied to get slope and B for each linear
equation. Finally, the equations are used to estimate the speed
of 813 vehicles. The computation flow is illustrated in Fig.14.
The same computation process is repeated but Framedrop is
changed to 2:1 and 4:1 to drop the tracking data down to 60fps
and 30fps respectively.

FIGURE 14. Computation flow for the experiment, Framedrop is 1:1, 2:1,
and 4:1.

Table 1 shows the linear equation (6), (7), (8), and (9) with
their slope and B at the difference Framedrop (fps) received
from the sample.

TABLE 1. The constant value slope and B of each linear equation received
from the sample 20 tracking data.

Tables 2, 3, and 4 show speed estimation evaluation results
at each fps, 120fps, 60fps, and 30fps, respectively. The
estimation uses (6), (7), (8), and (9) with their slop and B in
Table 1.
Based on MAE and RMSE values, the best accuracy of

speed estimation using Crossing distance equation (6) and (7)
can be found in Table 4 at 30fps. The best of (6) has MAE
5.92 km/h and RMSE 12.42 km/h while the best of (7) has
MAE 4.37 and RMSE 7.65 km/h. The Crossing distance
equations give lower accuracy when applying with 60fps and
120fps as shown in Table 2 and Table 2 respectively.
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TABLE 2. Estimated speed statistical evaluation of 813 vehicles by using
Sp0, Sp1, Sp2, and Sp3 at 120fps.

TABLE 3. Estimated speed statistical evaluation of 813 vehicles by using
Sp0, Sp1, Sp2, and Sp3 at 60fps.

TABLE 4. Estimated speed statistical evaluation of 813 vehicles by using
Sp0, Sp1, Sp2, and Sp3. at 30fps.

The better speed estimation accuracy can be found in
Table 2 by using Frame counter number equation (8) and (9).
The accuracy of (8) is with MAE 3.38 km/h and RMSE
4.69 km/h. It is a bit higher than the accuracy of (9) withMAE
3.51 km/h and RMSE 6.72 km/h. However, the accuracy
of (9) at 120fps is still better than using Crossing distance
equations at all video frame rates. Frame counter number
equations are opposite to Crossing distance equations. For
Frame counter number equations, their accuracy increases at
the higher video frame rate (fps) as shown in Table 2, Table 3
and Table 4.

FIGURE 15. Inputs and output of the Fully connected neural network
model for the experiment.

2) NEURAL NETWORK SPEED ESTIMATION
We test if a fully connected neural network can get the same
accuracy for vehicle speed estimation after being trained by
some of our data. We create 5 hidden layers of 20 Dense
nodes. The Activation function is the combination of tanh
and linear. The dataset is the same 813 tracking data but we
take only Crossing distance data at 30fps and Frame counter

FIGURE 16. Speed distribution of 570 vehicles from training dataset.

FIGURE 17. Speed distribution of 243 vehicles from test dataset.

FIGURE 18. Loss of training data and testing data during training upto
300000 epoch.

number at 120fps because they can provide the best accuracy.
The output of the model is the estimated speed of the target
vehicle which is a function of d0, d1 at 30fps and n2, n3 at
120fps as presented in Fig. 15.

The tracking data are separated into training data and
testing data. The training data are about 70% of the dataset
(570 vehicles) and the remaining 30% (243 vehicles) are used
for speed estimation evaluation of the model. Fig.16 shows
speed distribution of the training data and Fig.17 shows speed
distribution of the testing data.
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FIGURE 19. FoV comparison among each study, (a) [18], (b) [19], (c) [20], (d) [7], (e) [28], (f) [17], (g) [33], (h) [44], (i) [16].

Mean Squared Error (MSE) is configured as the loss for
training the model. Fig. 18 is the comparison between loss
of training data and testing data. The best result is at Epoch
141,197 with MAE 3.07 km/h and RMSE 3.98 km/h.

To compare speed estimation accuracy using the neural
network model with the accuracy using the linear equations,
the same testing data (243 vehicles) are statically summarized
in Table 5. This shows that the neural networkmodel provides
better performance than the linear equations when using our
metrics as the input.

TABLE 5. Estimated speed statistical evaluation of the testing data
243 vehicles by Sp0, Sp1 at 30fps, Sp2, Sp3 at 120fps.

3) EXPECTED RESULT
In comparison to other research, many different techniques
are applied to video-based speed measurement as discussed
in [5]. Here, we compare some similar techniques for
accuracy comparison based on their report as shown in
Table 6.

The first four studies, in Table 6, used a high pixel-to-meter
ratio method (see Fig.19 (a),(b),(c)). In [18], their accuracy
can reach MAE 0.95 km/h by using linear estimation method
while Multilayer Perceptron can do at 3.17 km/h. Our
Multilayer Perceptron model shows better accuracy with our
input metric. We can reach a lower MAE at 3.07 km/h
and this is also agreed by its RMSE at 3.98 km/h. Our
linear equation has a higher error because we have a lower
pixel-to-meter ratio by using the farther FoV. In another
study [19], their speed estimation by using 1D-CNN model
can do better than ours at RMSE 2.76 km/h but this is
not too far from ours at 3.98 km/h. Although, they worked
with a high pixel-to-meter ratio. Our Multilayer Perceptron
model is also a little bit better in accuracy comparing to
RNN speed estimation model [20]. They reported at RMSE
4.08 km/h. However, we have to note that in [20], theyworked
on side-road FoV with a high pixel-to-meter ratio video
frame.

Luvizon et al. [7] implemented KLT tracking on the license
plate of the vehicle with a top-down near FoV camera.
Their reported errors of speed estimation were in between
−4.68 km/h and +6.00 km/h but most of the vehicles had
a low speed between 10 to 59 km/h.

Javadi et al. [28] reported their speed estimation average
error 1.77% only at the speed of vehicle at 72, 73.8, 91.08,
and 94.32 km/h.
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TABLE 6. Comparison of speed estimation between start-of-the-art works and our proposed method.

Bell et al. [17] used SORT to track YOLOv2 detection
box. Their approach presented promising performance of the
computation processes with an average RMSE at 2.25 km/h
(0.625 m/s). However, their experiment was performed on
urban road traffic under non-free-flowing conditions with a
few samples of vehicles.

Kumar et al. [33], similar FoV and method with ours, used
Mask-RCNN for vehicle detection and tracking by SORT in
the NVIDIA AI City challenge 2018. Their speed estimation
was reported at RMSE 15.35 km/h (9.54 mph) which has a
lower accuracy than ours.

Dong et al. [44] can reach a better MAE 2.71 km/h
than ours by using 3D ConvNets. But their RMSE
14.62 km/h shows the variation of large error which is similar
to [33].

It clearly illustrates that our input metrics of the Multilayer
Perceptronmodel have a better performance when comparing
our RMSE to RMSE reported by [33] and [44]. However,
we can not reach to accuracy of Sochor et al. [16] at MAE
1.10 km/h. But their method requires 3D model metadata
of vehicles while we use only simple metric model from
only 20 vehicles. The comparison results are illustrated in
Table 6 and Fig.19 shows the difference of FoV between each
study.

V. CONCLUSION
A simple video-based vehicle speed measurement method is
presented in this study. The main motivation is to integrate a
road traffic camera system with an automatic vehicle speed
limit enforcement function.

Two speed measurement models are considered here,
including measuring traveling distance of the moving vehicle
in a given unit of time (Crossing distance) and measuring
traveling time of the moving vehicle in a given unit of
distance (Frame counter number). To implement the mea-
surement models in the traffic video, four virtual intrusion
lines are defined in the Region of Interest (ROI). Then,
YOLOv3, DeepSORT, GoodFeatureToTrack, and Pyramidal

Lucas-Kanade optical flow algorithm are implemented
together to detect and track the target vehicle at the wheel
area in the ROI. The tracking data of 833 target vehicles
are analyzed based on two measurement models. Tracking
data of 20 vehicles at the ground truth speed 72, 77, 82, 87,
92, 97, 102, 108, and 112 km/h are selected to create the
speed estimation metrics that are used to estimate speed of
813 vehicles. The best speed estimation accuracy from the
results is with MAE 3.38 km/h RMSE 4.69 km/h. This best
accuracy is received from the relationship between Frame
counter number and the ground truth speed at the third virtual
intrusion line (line2) by using video frame rate at 120fps. The
accuracy is lower to be MAE 3.80 km/h RMSE 5.59 km/h
and MAE 5.30 km/h RMSE 8.05 km/h when the frame rate
is dropped down to 60fps and 30fps respectively. While
our Multilayer Perceptron model provides the best accuracy
with MAE 3.07 km/h RMSE 3.98 km/h. The model consists
of 20 Denses 5 hidden layers and it is trained by 70% of
dataset. The remaining 30% is used to evaluate accuracy of
the model.

Our proposed speed measurement metrics have a good
accuracy compared to the previous study and the metrics are
simple to create with only 20 samples at a wide range speed.
The metrics can also be applied as the input of Multilayer
Perceptron model for speed estimation. However, our method
still has some limitations as follows. The first one is the
failure of vehicle detection and wheel tracking because of
the occlusion from a vehicle in the next lane. The worst case
happens when there is a big vehicle such as a truck or a bus in
the next lane. These big vehicles will cover all camera views.
The second problem is that even though our approach does
not mainly rely on the vehicle detector. Missing detection
of the vehicle is allowed for a few frames. However, if the
missing detection happens during the target vehicle crosses
the intrusion line, this will result in a large error in speed
estimation. For future work, we plan to improve the speed
measurement of the dataset with a higher accuracy of the
ground truth speed.
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