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ABSTRACT The complex structure of Chinese, including the dual-granularity feature of words and phrases,
poses unique challenges for sentiment analysis, which is significantly different from the alphabetic word
formation mechanism of English text. To capture Chinese semantics more accurately, an advanced parallel
channel sentiment classification strategy is designed. In this study, the advanced pre-training model ERNIE
with Word2vec is first adopted to enrich the embedding of Chinese text at word granularity. Following that,
fine-grained features at the word level are extracted by a multi-window convolutional strategy, and the word
vector sequences are deeply learnt using BiGRU network to ensure the comprehensive capture of contextual
information in both directions. To further optimise the model, an Attention mechanism is introduced to
ensure effective delivery of information and improve computational efficiency. After this series of innovative
designs, the microblog comment dataset is used as an experimental case, and the hyperparameters are
adjusted to determine the optimal parameters. Six comparison models are selected to verify the effectiveness
of MsCBA on three datasets. The classification accuracies of the proposed model on the three datasets are
93.64%, 90.00% and 92.61%, respectively, which are better than the comparisonmodels. This study provides
an efficient and innovative approach for Chinese sentiment analysis, which sheds new light on the field of
NLP.

INDEX TERMS Attention model, Chinese text classification, deep neural networks, dual-channel model,
Ernie.

I. INTRODUCTION
With the continuous development of social networking
media, social media platforms such as Weibo, WeChat, and
Twitter have greatly influenced people’s lifestyles [1], and
more and more users do not only browse content, but also
like to express their opinions on social media. The huge
amount of data generated has attracted the attention of many
researchers both at home and abroad, and in the face of such a
large amount of information rich in emotional content, there
is an urgent need for an analysis method, which leads to
an important branch of natural language processing - text
sentiment analysis [2]. Research on sentiment analysis can
be traced back to the beginning of the 21st century, and it is
now being extended to application areas, and has become a
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hot spot in academia for NLP [3], machine learning [4], [5],
data analysis, and other fields. With the continuous progress
of sentiment analysis research in recent years, accompa-
nied by some new problems, the content posted on social
media is gradually overloaded with medium-length texts to
short texts, and the text content is characterized by short
and flexible language, complex emotional expressions, many
colloquial words on the Internet, and fast update, etc., which
bring about problems for traditional sentiment analysis tech-
niques (sentiment assessment using sentiment lexicons [6],
sentiment evaluation utilizing conventional machine learn-
ing methods [7]) have brought a new challenge. On the
other hand, deep learning methods represented by artificial
neural networks have been gradually applied to the task
of sentiment analysis with greater success. Currently, text
sentiment analysis is widely used in e-commerce, opinion
analysis, stock prediction, recommendation systems, etc. [8],
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[9]. For communities and businesses, this in-depth sentiment
analysis canmore accurately capture and understand the feed-
back, emotions and needs of Chinese-speaking users. In the
business world, this accuracy can help brands adjust their
marketing strategies in a more targeted manner and improve
the effectiveness of their adverts and products. On digital
platforms and social networks, precise sentiment assessment
can refine content suggestions and boost user interaction and
satisfaction. And in the research field, the method provides
scholars with a more efficient and comprehensive tool to
delve into the complexity of Chinese sentiment. In conclu-
sion, Chinese text sentiment analysis has its unique value and
benefits in a variety of fields, including business, social and
academic research. Therefore, sentiment analysis of Chinese
texts in social media has important research significance and
application value.

In Chinese text sentiment analysis tasks, the mostly used
approach is to select word granularity units as text features
for feature representation. Two training models (CBOW and
Skip-gram) by Word2Vec are used to train low-dimensional
Word Embedding [10], [11]. And most short text classifica-
tion models using convolutional neural networks mostly use
word embedding as input when extracting features and use
convolutional neural networks with a single convolutional
kernel to extract local features of text [12], without fully
considering the effect of random initialization of network
parameters, which leads to poor classification of the mod-
els. Considering that individual words also contain semantic
information, this paper investigates more deeply the relation-
ship between sentiment expression and the fusion of character
and word features, and trains character/word vectors sepa-
rately for the sentiment analysis task. Experiments show that
the word fusion-based model can substantially increase the
effectiveness of the Chinese sentiment analysis task com-
pared with the traditional fusion models based on character
vectors or word vectors.

II. RELATED WORK
Over recent times, as deep learning has evolved, sig-
nificant advancements have been witnessed in areas like
computer vision and speech processing. Therefore, more
and more researchers have started to extend the applica-
tion of deep learning networks to NLP field. Currently,
deep learning-based sentiment analysis models [13] can be
broadly categorized into standalone models and composite
models [14], [15].

During the initial phases of sentiment analysis research,
standalone models like Convolutional Neural Network
(CNN) [16], Long Short-Term Memory Network (LSTM)
[17], Bi-Directional Long Short-Term Memory Network
(BiLSTM) [18], and Gated Recurrent Unit (GRU) were
predominantly employed. These models are now frequently
considered as benchmark models [19]. However, standalone
models sentiment analysis models do not fully extract and
exploit emotional features during feature extraction, and for
this reason, a wide range of scholars are increasingly using

sentiment analysis methods based on mixed models com-
bined with attention mechanisms [20] to complement the
shortcomings of single models. Li et al. [21] proposed a
combined CNN and BiLSTM model, the using CNN model
to extract local feature vectors of text, and the BiLSTM
to extract contextually relevant global feature vectors, and
finally fusing the feature vectors extracted by the twomodels,
which fully complement each other and effectively avoid
the problem of gradient disappearance or gradient disper-
sion of traditional recurrent neural networks. Han et al. [22]
incorporated the Attention mechanism into their model,
by merging both local and global textual semantics cap-
tured by CNN and BiLSTM. Building on deep learning
and multi-channel foundations, their approach excelled in
assessment metrics, advancing the field of text sentiment
analysis. Cheng et al. [23] proposed to use a parallel model
(MC-AttCNN-AttBiGRU) based on the combination of CNN
and BiGRU based on the Attention mechanism. The model
can focus on the key words in the text for sentiment polarity
discrimination using the Attention mechanism and increases
the ability to extract features for sentence content by using a
CNN model for local feature extraction and a BiGRU model
for contextual semantic extraction.

In terms of character and word granularity representation,
the current research work fully demonstrates that fused char-
acter and word multiple granularities have great advantages
over those based on character granularity or word granu-
larity alone. Yin et al. [24] proposed a character and word
fusion sentiment recognition method, each obtaining feature
representations fromword granularity aspect andword granu-
larity aspect, obtaining deep hidden features of the microblog
text by LSTM or BiLSTM, and finally fusing the features
to obtain character and word fusion features for sentiment
analysis, which is significantly better than the methods using
character or word features alone in terms of performance,
but does not fully take into account the correlation between
features such as lexical and syntactic features and word and
phrase features is not fully considered. Li et al. [25] utilized
existing linguistic insights and sentiment resources to create
distinct feature channels. This ensured that the model com-
prehensively grasped the emotional content of sentences prior
to leveraging BiLSTM to extract valuable sentiment resource
details. However, the model’s performance in recognizing
sentiment polarity in Chinese texts is limited, especially with
cross-domain words, sentiment-laden words, and emerging
internet terms. Liu et al. [26] proposed a parallel channel
model that can compute short textual word and charac-
ter vectors simultaneously and extract the features through
TextCNN and DPCNN networks respectively, and then the
extracted word feature vectors and phrase feature vectors
are operated by fusion to complete the text classification
task through the fully connected layer and Softmax layer.
The model algorithm outperforms the current mainstream
comparisonmodels in all evaluationmetrics. Zhang et al. [27]
proposed a lexical feature-assisted discrimination of word
meanings and improved text representation to address the
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FIGURE 1. Overall structure of the model.

situation that semantic information of different contextual
lexical items is not well distinguished, using the unique
advantages of CNN and BiGRU to learn separately and con-
struct a feature complementary fusionmodel CNN-BiGRU as
a deeper feature extraction to obtain a deep combined seman-
tics of text for increasing the recognition accuracy. However,
the word vector generation approach is relatively homoge-
neous and the advantages of word-level granularity are not
fully considered. Vyas et al. [28] An automated framework
has been developed that employs the LSTMneural network as
the preferred model. This system integrates dictionary-driven
sentiment analysis with supervised machine learning meth-
ods to glean and classify feelings from Twitter. Amid the
COVID-19 crisis, this setup proved invaluable in deciphering
public emotions.

Although previous works have achieved substantial
research results, most of these methods focus on CNN and
BilSTM approaches, which have certain limitations and lead
to difficulties in improving the accuracy rate. To address the
above problems, this paper proposes a parallel dual-channel
sentiment analysis model, which consists of two main com-
ponents: a multi-convolutional kernel CNN module and a
BiGRU-Attention module. The primary contributions of this
study include:

1) Enriching text representation at the word granularity
level using pre-trained ERNIE and Word2Vec models

2) On the one hand, the character granularity vec-
tors are fed into the multi-window convolution

to capture more fine-grained word-level feature
information.

3) On the other hand, by substituting the traditional
BiLSTM network with the BiGRU system, word vec-
tors are produced by replicating each word based
on its character count. This approach, when fed into
the BiGRU system, effectively reduces the model’s
parameter size and optimally harnesses data from both
forward and backward directions. The incorporation of
the Attention mechanism further addresses information
overload, enhancing both precision and efficiency.

4) Splicing two-channel high-level feature vectors for
classification, and completing the classification task
through the Softmax layer.

5) Model evaluation was performed on the Weibo_Senti
dataset. The experiments proved that the model in this
paper has better results than the single word vector
model or the single phrase vector model in three evalu-
ation indexes: precision rate, recall rate, F1 score, and
accuracy value.

III. MODEL INTRODUCTION
The overall structure of the model proposed in this paper is
shown in Figure 1, which consists of the following four parts.

1) Encoding layer: In this paper, two mapping functions,
ERNIE Embedding and Word2Vec Embedding, are
constructed for character-to-word vector and word-to-
word vector mapping, respectively, in the encoding
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FIGURE 2. Comparison of mask policies between BERT and ERNIE.

process, and the mapped character vectors and word
vectors are used as the inputs of themulti-windowCNN
and BiGRU models.

2) Multi-scale convolutional layer: Three one-dimensional
convolutional kernel sets with sizes of 3, 4, and 5are
used to jointly scan the word vectors and capture the
multi-level N-Gram information, and the pooling layer
adopts a combination ofmaximum pooling and average
pooling, after which the multi-level feature information
is stitched together as the character vectors of word
granularity.

3) BiGRU-Attention layer: The architecture primarily
integrates the attention mechanism with the BiGRU
neural network. Word vectors representing the text
are fed into the model via the input layer. Concur-
rently, BiGRU extracts features as the attention layer
emphasizes semantic details, resulting in a compre-
hensive hidden layer representation of the text. The
full-text implicit representation is obtained to enhance
the robustness of word-level information, and the fea-
ture vectors are connected by maximum pooling and
average pooling as word-level granularity.

4) Feature fusion and classification layer: fusing
character-granularity feature vectors with
word-granularity feature vectors, use a linear layer
to learn the fusion weights of the two vectors, and
finally input the fused vectors into Softmax for
classification.

A. CODING LAYER
The encoding layer consists of 2 main parts, which
are character-level vector representation based on BRNIE
and word-level vector representation based on Word2Vec
model.

1) CHARACTER LEVEL VECTOR REPRESENTATION
Knowledge enhanced Semantic representation model is a
Chinese oriented pre-training model, similar to BERT model
in general, and also based on Transformer encoder. However,
the main difference between BERT and ERNIE is that the
mask only covers a single character in BERT. If the rela-
tionship between words in phrases or entities is not fully
considered, syntactic and semantic information cannot be
well expressed. ERNIE added entity information such as syn-
tax and grammar to the training task to enhance the language
expression ability of the model. ERNIE has stronger versa-
tility and expansibility, and the corpus of ERNIE training
introduces multiple knowledge. Therefore, ERNIE is more
suitable for sentiment analysis of Chinese than BERT. a com-
parison of different masking strategies of BERT and ERNIE
is shown in Figure 2.

The ERNIE model uses a multi-headed attention mech-
anism for character vector computation, and several
self-attention mechanisms are used in the process to obtain
rich semantic information, and then the results of each
calculation are stitched together to obtain the final result.
The computational equation of attention Self-Attention is as
follows:

Attention(Q,K ,V ) = softmax
(
QKT
√
dk

)
V (1)

where, Q, K and V represent the three matrix representations
of a char vector, and dk represents the dimension of the
vector. In this paper, when ERNIE was used for char vector
training, the model parameters were set as 768 hidden layer
size, 12 hidden layers, 12 heads of multiple attention mech-
anisms, and 18000 vocab number. The char vector obtained
by training can be expressed as:

C = [c1, c2, · · · , cn]T (2)
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2) WORD LEVEL VECTOR REPRESENTATION
The Word2Vec model for word representation includes two
primary architectures: CBOW and Skip-gram. In this study,
we employ the CBOW method for training word vectors.
Before training, we utilize the Jieba tool for segmenting
words. Figure3 illustrates this structure.

FIGURE 3. CBOW model.

In this paper, Word2Vec is used to train the word vector,
the vector dimension is 300, and the trained word vector can
be expressed as:

W = [w1,w2, · · · ,wn]T (3)

B. FEATURE EXTRACTION LAYER
1) MULTI-SCALE CONVOLUTIONAL NETWORKS
The multi-scale convolutional network consists of a combi-
nation of multi-window convolution and maximum pooling
and average pooling. The structure of the multi-window con-
volutional network is shown in Figure 4.

FIGURE 4. Structure of multi-scale convolutional neural network.

The main steps in the figure above are the convolution
layer and the pooling layer. First, use the window size ki(i =
1, 2, 3, . . . , n). The convolution kernel captures text local
information.

yki = ei:i+k−1 ·W + b (4)

Then, the combination of maximum pooling and average
pooling is used to reduce dimensions, capture the most
significant features to a greater extent, and enhance the
learning of semantic features around the upper layer to
obtain feature vectors. The calculation process is shown in
equations (5)∼(7).

ykmax = max_P({yk1, y
k
2, . . . .., y

k
n−k+1}) (5)

ykmean = mean_P({yk1, y
k
2, . . . .., y

k
n−k+1}) (6)

yk = ykmax + y
k
mean (7)

Different sizes of convolution kernel Windows will lead to
different local information information, aiming to achieve
multi-level semantic vectors. Therefore, in this paper, three
sets of convolution kernel joint filtering (wherein k = [k1 =
3, k2 = 4, k3 = 5]) is used to learn different N-Gram informa-
tion. Finally, the features with different N-Gram information
are aggregated to obtain multi-level character level latent
semantic vector Ec.

Ec = [yk1 , yk2 , yk3 ] (8)

where, W is the weight matrix, b is the bias vector, feature
vector yk , y is the multi-level character level latent seman-
tic vector, Pmax represents the result of maximum pooling,
Pmean is the result of average pooling, and yk is the final
pooling result after the fusion of the two parts.

2) BIGRU-ATTENTION LAYER
The BiGRU network consists of an input layer, bidirectional
hidden layers (both forward and backward), and an output
layer. Data is fed into the input layer and at each time step t ,
it’s simultaneously directed to both the forward and backward
hidden layers. This means that the input data, x is processed
by two GRU networks moving in opposite directions con-
currently. The sequence y, produced by the output layer,
is influenced by both GRUs. Figure 5 illustrates the GRU’s
architectural layout.

Given xt as the input at time t , the GRU network’s
computation can be described as:

zt = σ (Wzxt + Uzht−1 + bz) (9)

rt = σ (Wrxt + Urht−1 + br ) (10)

h̃t = tanh(Whxt + Uh(rt ◦ ht−1)+ bh) (11)

ht = zt ◦ ht−1 + (1− zt ) ◦ h̃t (12)

where, zt and rt represent the update door and the reset door;
h̃t represents the state of candidate hidden layer state; ht−1
and ht represent the hidden layer state at time t-1 and t
respectively. W and U are weights; b is offset; σ stands for
Sigmoid function.

The state of GRU is one-way transmission from front to
back, thus ignoring the role of the following words on the
full text; Compared with GRU, the output of BiGRU depends
on the common influence of the forward and backward states,
which solves the problems existing in GRU and improves the
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FIGURE 5. GRU network structure.

FIGURE 6. Model structure of BiGRU.

output results. The model structure of BiGRU is shown in the
figure 6.

The mathematical expression of BiGRU network structure
is as follows:

−→
ht = GRU (xt ,

−→
h t−1) (13)

←−
ht = GRU (xt ,

←−
h t−1) (14)

ht = f (W−→
h t

−→
ht +W←−ht

←−
ht + bt ) (15)

where: At time t ,
−→
ht and

←−
ht correspond to the states of

the forward and backward hidden layers. The weights of
these states are denoted byW−→

h t
andW←−

ht
respectively, while

bt signifies the bias for the hidden layer state at that specific
time.

The attention mechanism assigns weight parameters
according to the importance of information. For sentences,
there are differences in importance between words. The pur-
pose of introducing attention mechanism in this paper is to
extract semantic information of important words in sentences.
The internal structure of attention mechanism is mainly con-
structed by Encoder module and Decoder module. Encoder
is an encoder, which transforms input information to obtain
semantic vector. Decoder is a decoder, which also gets output
information after transformation. The calculation process of

attention value is as follows: Firstly, the attention distribution
of input information is calculated to obtain the attention score
function. Then, the attention score function is numerically
converted through Softmax, and the weighted summation is
performed according to the weight coefficient. The structure
of the attention mechanism model is shown in Figure 7.

FIGURE 7. Structure of attention mechanism model.

Let the input of the neural network be H=[h1, h2,. . . , hn],
where H is the number of input information. hm represents
the input information vector and ht represents the query
vector used to search for key information. Normalization
is performed by Softmax function to convert the original
calculated score into a probability distribution with the sum
of ownership weights equal to 1, highlighting the weight of
important elements. The formula is as follows:

αm =
exp(s(hm, ht ))∑N
j=1 exp(s(hm, ht ))

(16)

where, αm represents the probability of obtaining the m-th
input information, and the probability vector composed of all
αm is the attention distribution.
The function of attention function s(hm, ht ) is to calculate

the similarity between two vectors. In this paper, additive
model is used. Finally, the probability of all input information
is summarized and summed in a weighted average way to
obtain the value of attention V . The formula is as follows:

s(hm, ht ) = vT tanh(Whm + Uht ) (17)

V =
∑N

m=1
amhm (18)

where,W ,U and V are trainable parameters within the neural
network, while d denotes the dimensionality of the input data.

C. FEATURE FUSION AND CLASSIFICATION LAYER
1) FEATURE FUSION
After feature mapping and multi-window convolution net-
work at input layer and feature extraction and operation
at BiGRU layer, two different feature vectors, character-
level feature vector Ec and word-level feature vector Ew, are
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Algorithm 1 Emotion Classification of Chinese Microblog
Text Based on BiGRU-Attention Module
Input: Chinese review text data set
Output: Predicted result polarity
1. Preprocess the original statistical data to obtain a new input
sequence xt .
2. Initialize network weightWz, r, h, Uz, r, h,bias bz, r, h.
3. Input the vector xt into BiGRU and calculate the status
value of the current hidden layer of one-way GRU according
to equations (9)- (12).
4. Combine the forward and reverse stacked one-way GRUs
networks to obtain the output
5. Calculate the weight αm corresponding to each output
vector according to equations (16) and (17)
6. The input sequence information is summarized in a
weighted average way, and the attention value V is calculated
according to Equation (18).
7. Input the obtained word-level feature vector E to the output
layer after maximum pooling.

obtained through a linear layer to learn the weight coefficient
of feature fusion, as shown in Equation (19).

E = ReLU ((Ec ⊕ Ew) ∗W + b) (19)

where, W stands for the weight coefficient matrix, while b
signifies the bias vector. The function ReLU(·) is utilized as
the activation function.

2) CLASSIFICATION
Finally, the feature vector E is normalized by the layer and
the input of Softmax classifier is directly classified.

P = Softmax(E) (20)

where, E is the text classification feature representation of
the final fusion char and word feature vector, and P is the
probability corresponding to the prediction category.

D. THE TRAINING METHOD OF THE MODEL IN THIS
PAPER
The model training in this paper takes microblog data as
input; Firstly, char/word vector coding was carried out on the
partitioned data set, and then feature vector extraction was
carried out using two models. Finally, the integrated char and
word feature training model is used to complete the emotion
analysis task of microblog text.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. DATASETS
Three datasets are used in this experiment, namely,
DATA1,DATA2 and DATA3. Comments from DATA1’s
microblogs are the primary focus of our experiment.
To assess the universal applicability of the MsCBA model
we’ve introduced, we’ve incorporated two testing datasets,

Algorithm 2 Microblog Text Classification Based on
MsCBA Model
Input: Chinese review text data set
Output: Predicted result polarity
1: Begin
2: for i = 0 to x-1
3: C = ERNIE.Embedding.from_pretrained(i)
4: W=Word2Vec.Embedding.from_pretrained(i)
5: Eci=Multi-window CNN(C)
6: Ewi=BiGRU(W )-Attention
7: E=ReLU(torch.cat(Eci,Ewi) ∗ w+ b)
8: P=Softmax(E)
9: End

DATA2 and DATA3, both aimed at categorizing public emo-
tions across various sectors. The DATA 1 dataset (https:
//github.com/WAng91An/sentiment_classification_pytorch/
tree/master/data) uses the weibo_senti microblogging assess-
ment task dataset, totalling 119,988 entries. The data
in the dataset are divided into two categories: positive
and negative. The positive sentiment data (59,993) is
labelled as 1, and the negative sentiment data (59,995)
is labelled as 0.DATA2(https://raw.githubuse rcontent.com/
SophonPlus/ChineseNlpCorpus/master/datasets/waimai_10k/
waimai_10k.csv) encompasses feedback from takeout
consumers, consisting of 4,000 commendations and
7,987 criticisms.DATA3(https://github. com/lizeyuking/
textSentimentanalysis/blob/main/online_shopping_10_cats.
csv) encompasses feedback from an e-commerce site, tallying
31,728 positive remarks and 31,045 critiques. In summary,
these three datasets cover three different domains, namely
social media, takeaway platforms and e-commerce platforms,
which provide a wide range of data sources for this experi-
ment to test and validate the performance and generalisation
ability of the MsCBA model.

The three datasets were divided into training and test
sets in the experimental phase with a ratio of 8:2.
Table 1 shows some examples of positive and negative
samples.

B. MODEL PARAMETER SETTING AND EVALUATION INDEX
The operating system of this experimental model is Windows
10, CPU is Intel (R)Core(TM) i5-7300HQCPU @2.5GHz,
GPU is NVIDIA GeForceGTX 1650Ti 8G, programming
environment is Pycharm. The programming language is
python3.7. The model is mainly divided into two parts: CNN
and BiGRU. A large number of super parameters are set
and modified in the experimental design, which are adjusted
according to the accuracy and loss rate after each iteration.
After several iterations, the setting of the main experimental
superparameters is shown in Table 2.

The impact of various hyperparameters on MsCBA’s effi-
cacy was assessed using the Weibo_Senti classification task.
We focused on Dropout rates, Epochs and convolution kernel.
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TABLE 1. Partial positive and negative samples.

TABLE 2. Setting of superparameters of this experiment.

Starting with Dropout, this mechanism aims to counteract
model overfitting. Upon analysis of its effects (as illustrated
in Table 3 and Figure 8), a consistent performance improve-
ment was observed when the Dropout rate was set below
0.2 on theWeibo_Senti dataset. However, setting the Dropout
rate between 0.2 and 0.4 led to a decline in evaluation
metrics, implying reduced model performance. Beyond this
range, performance started to improve again, peaking at a
Dropout of 0.8. Despite some higher evaluation metric val-
ues at elevated Dropout levels, it’s vital to note that higher
Dropout rates can mean losing critical information, affecting
model precision. Therefore, a Dropout of 0.2 was deemed
optimal.

Next, we turned our attention to the number of Epochs,
which denotes the cycles of feedback in deep learning. As the
neural network undergoes iterative training, the ideal number
of Epochs becomes crucial. The relationship between Epochs
andmodel performance is highlighted in Table 4 and Figure 9.
Here, themodel showcased its best performance at Epochs=5
for the Weibo_Senti dataset. As the Epoch count exceeded 2,
the model’s efficacy first dropped and then started to climb.
However, during certain iterations, specifically when Epochs
were set at 8, 9, or 10, the training halted prematurely.
This suggests that increasing Epochs might transition the
model from underfitting to overfitting. After careful obser-
vation, Epochs=5 emerged as the most fitting choice for our
proposed model.

TABLE 3. Select dropout.

FIGURE 8. Comparison of Dropout parameter Settings.

Finally, when constructing a multi-scale convolutional
neural network (MsCNN) for microblog sentiment analysis,
the window size setting of the convolutional kernel is a key
parameter, which directly affects the model’s feature extrac-
tion capability and the final prediction performance. In order
to explore the effects of different convolutional kernel win-
dow sizes on the model prediction results, we first fixed the
number of convolutional kernels and tested the effects of
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TABLE 4. Selection of epochs.

FIGURE 9. Comparison of Epochs parameter Settings.

window sizes from 1 to 10, respectively. In addition, we also
evaluate the impact of combining convolutional kernels with
different window sizes on the prediction results in search of
higher prediction accuracy.

While it is a common practice in natural language
processing tasks to use different sized convolutional ker-
nels to capture multi-scale features of text, it is equally
important to explore the single effect of the same convo-
lutional kernel window size. Such an experimental setup
can help researchers understand how the window size
itself affects the model’s learning ability and ultimately
its prediction performance without introducing scale vari-
ations. This is especially crucial in our study, as the
limited length and complexity of microblog texts may
not require overly complex multi-scale feature extraction
mechanisms.

By experimenting with Figure 10(a), an attempt was made
to identify the optimal window size for a single scale to
determine which window size would be most effective in cap-
turing key features of sentiment expression in the absence of
multi-scale complexity. This experiment provides an impor-
tant baseline, showing that even at a single scale, window
size adjustments can significantly alter model performance.

When the window size was set to 5, the model reached its
peak prediction accuracy, a finding that suggests that appro-
priate context width remains critical even in the absence of
multi-scale features. In addition, this experiment provides a
comparative context for subsequent experiments with more
complex convolutional kernel combinations. Understanding
how a single window size affects performance can help better
explain the effects of different combinations of convolutional
kernel window sizes observed in Figure 10(b). Without this
comparison, it may not be possible to accurately judge the
actual benefits of multi-scale feature extraction. Thus, even
though the single window size experiment appears on the
surface to be less straightforward than the multiscale feature
extraction strategy, it still provides valuable insights that
enable a more comprehensive understanding of the impact
of convolutional kernel scale on sentiment classification
performance.

As shown in Figure 10(b) when comparing the effects
of different combinations of convolutional kernel window
sizes, it is found that the combination (3,4,5) provides the
best prediction accuracy. This optimal combination is effec-
tive because of its excellent performance in multi-scale
feature extraction, which captures the short and concise sen-
timent expressions in the microblog text and fuses them into
meaningful sentiment predictions. This combination avoids
over-integration or loss of information and ensures that the
model captures key local patterns while retaining sensitiv-
ity to global semantics. This is particularly important when
dealing with microblogging datasets in non-standard and col-
loquial languages, which contain a large number of informal
exchanges that are typically shorter and emotionally charged.
Therefore, the combination of (3,4,5) demonstrates the effec-
tiveness of multi-window sizes in capturing features, but also
demonstrates that key sentiment signals in microblog texts
can be effectively extracted and integrated through a carefully
selected combination of window sizes, thus improving the
accuracy of sentiment classification.

For binary sentiment analysis tasks, various evaluation
measures are employed to gauge the efficacy of different clas-
sifiers. Commonly adoptedmetrics in this domain encompass
accuracy, precision, recall, and F1 scores [29]. Further, both
macro and weighted averages for precision, recall, and F1
have been considered [30], [31], [32]. Sentiment can be bifur-
cated into positive and negative. A sentiment that arises from
an uptick in positivity or a downturn in negativity is classified
as positive. Conversely, a sentiment stemming from a decline
in positive factors or an uptick in negative ones is deemed
negative. As depicted in Table 5, the confusion matrix serves
as a fundamental method to assess accuracy.

In this matrix:TP represents instances where the model
correctly predicts a genuinely positive sample.FN signifies
instances where the model inaccurately labels a truly positive
sample as negative.FP denotes cases where the model mistak-
enly labels an actual negative sample as positive.TN stands
for instances where the model correctly predicts a genuinely
negative sample.
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FIGURE 10. Influence of convolutional check network.

TABLE 5. Confusion matrix.

The accuracy Acc, precision Ppos,recall Rpos and F1 F1pos
can be obtained by Eqs.(21)∼(24).

PPos =
Tp

TP + FP
(21)

RPos =
TP

TP + FN
(22)

F1Pos =
2× PPos × RPos
PPos + RPos

(23)

Acc =
Tp + TN

TP + FP + TN + FN
(24)

The formulas for calculating the macro-average values of
precision, recall, and F1 are provided in Equations (25)∼(27)

PMacro =
1
2
(Ppos + Pneg) (25)

F1Macro =
1
2
(F1pos + F1neg) (26)

RMacro =
1
2
(Rpos + Rneg) (27)

Given the imbalanced nature of most experimental
datasets, we’ve opted for the weighted averages of precision,
recall, and F1 as our evaluation metrics. These are computed
as illustrated in Equations (28)∼ (30).

PWeighted = ωposPpos + (1− ωpos)Pneg (28)

RWeighted = ωposRpos + (1− ωpos)Rneg (29)

F1Weighted = ωposF1pos + (1− ωpos)F1neg (30)

where, the weights ωpos and ωneg are the proportions of
positive comment samples and negative comment samples in
the sample population,respectively.

C. COMPARISON EXPERIMENTAL MODELS
To ascertain the efficacy of themodel introduced in this study,
we’ve chosen a few models for juxtaposition, encompassing:

Word2Vec+MsCNN: Using the Word2Vec word vector as
the embedding vector, the multi-scale CNN network extracts
local feature information through convolution and pooling

Word2Vec+BiGRU: Using the Word2Vec word vector as
the embedding vector, the bidirectional BiGRU network is
used to obtain information on word meanings from both the
preceding and following context.

BERT+Softmax: The first token position (CLS position)
of the output of the last layer of Bert is treated as the repre-
sentation of the sentence, which is then classified by the full
connection layer.

ERNIE+Softmax: The first digit [CLS] after ERNIE cod-
ing is used as the classification feature and is directly
connected to Softmax for classification.

ERNIE_MsCNN+Word2Vec_BiGRU(MsCB): using
ERNIE as the word vector, the multi-scale CNN network
extracts the local feature information through convolution
and pooling, and the Word2Vec word vector is used as the
embedding vector, and the bi-directional BiGRU network is
used to obtain the upper and lower lexical information, which
enters into the output layer in parallel, and then the feature
vectors of the two channels are spliced together as the final
text classification features.

(ERNIE⊕Word2Vec)-CNN-BiAGRU: ERNIE is used as
the word vector, Word2vec word vector is used as the embed-
ding vector, the word vectors are fused into the input, local
feature information is extracted by convolution and pool-
ing through multi-scale CNN network, then a bidirectional
BiGRU network is used to obtain the upper and lower lexical
information, and combined with the focusing feature of the
attention mechanism of the attention mechanism, and then it
enters into the output layer in parallel. MsCBA.

MsCBA: ERNIE is used as word vector, multi-scale CNN
network extracts local feature information through convolu-
tion and pooling,Word2vecword vector is used as embedding
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TABLE 6. Values of P, R,F1 and Acc of each model.

vector, bi-directional BiGRU network is used to obtain upper
and lower lexical meaning information and combined with
attention mechanism to focus, and then it enters into the
output layer serially, and then splices the feature vectors of
the two channels to be used as the final text classification
features.

D. ANALYSIS OF EXPERIMENTAL RESULTS
In the experiment, Tensorflow2.2 deep learning framework
was used to build the neural network model. According to the
relevant provisions and evaluation indicators of Weibo_Senti
evaluation task, Weibo_Senti data set is used to evaluate
the effects of the seven models proposed in this paper
(+ represents the parallel channel, - represents the serial
channel, and ⊕ represents the char and word vector fusion
input). All models were tested three times, and the average
value was taken as the final result. The values of P, R, F1 and
Acc of each model are shown in Table 6.
First, we explore two Word2Vec-based coding models

for the task of sentiment analysis: the Word2Vec-MsCNN
vs. the Word2Vec-BiGRU. We analyse the performance of
these two models on positive (Pos) and negative (Neg)
sentiment categories, with a special focus on precision,
recall, F1 scores, and overall accuracy. Word2Vec-MsCNN
achieves 90.12% in terms of overall accuracy. This excel-
lent performance reveals its efficiency in extracting and
processing sentiment information. Meanwhile, both the
macro-averaged and weighted-averaged performance metrics

are about 0.908, further proving its robustness andwide appli-
cability. Meanwhile, Word2Vec-BiGRU exhibits an overall
accuracy of 85.44%, which is also an impressive figure.
Especially considering that BiGRU’s structure is able to
capture long-range dependencies in text, it provides a pow-
erful tool for handling complex sentiment expressions. Its
macro-averaged and weighted average performance index
is around 0.854, highlighting its balance and consistency
across different sentiment categories. Overall, both mod-
els demonstrate their unique strengths. Word2Vec-MsCNN
marks its strong performance with its high accuracy, while
Word2Vec-BiGRU ensures in-depth interpretation of sen-
timent information through its structural features. These
findings provide valuable insights into the field of senti-
ment analysis and demonstrate the value of each of the two
approaches.

Second, in the latest field of natural language processing,
ERNIE and BERT have attracted a great deal of research
interest as cutting-edge pre-trained models. In this study,
we compare the performance of Softmax classifiers based on
these two models in sentiment analysis tasks. The core objec-
tive of this work is to explore in detail how these two models
perform in terms of precision, recall, F1 scores, and overall
accuracy. There are some differences between the perfor-
mance of BERT-Softmax and ERNIE-Softmax. For positive
sentiment (Pos), BERT-Softmax has a precision of 0.92331,
a recall of 0.92528, as well as an F1 score of 0.92429 for
an overall accuracy of 91.50%. And for negative sentiment
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TABLE 7. Takeaway reviews individual P,R,F1 and ACC values.

(Neg), it exhibits a precision of 0.90659, a recall of 0.90435,
and an F1 score of 0.90547. Taken together, its macro and
weighted average precision, recall, and F1 score are about
0.9149. In comparison, ERNIE-Softmax has a precision of
0.93228, a recall of 0.92769, and an F1 score of 0.92998 for
positive sentiment classification, with an overall accuracy of
92.05%. For negative sentiment, the precision is 0.91172, the
recall is 0.91228, as well as the F1 score is 0.91200. Overall,
the macro-averaged and weighted mean of this model is
about 0.92 in terms of precision, recall, and F1 score. Intu-
itively, compared to BERT-Softmax, ERNIE-Softmax has
about 0.55% improvement in overall accuracy, and about
0.57% improvement in F1 scores for positive sentiment and
0.65% improvement in F1 scores for negative sentiment.
These data reflect the slight advantage of ERNIE-Softmax
over BERT-Softmax in sentiment analysis. These compara-
tive results provide valuable insights for deeper exploration
of the variability and optimisation directions of pre-trained
models in real-world applications.

Finally we explored three models fusing ERNIE and
Word2Vec techniques, the ERNIE_MsCNN+Word2Vec_
BiGRU (or MsCB for short) model utilising ERNIE’s
word vectors combined with a multi-scale CNN network,
and Word2vec’s word vectors processed in parallel with a
bi-directional BiGRU, to achieve a 93.26% accuracy. For pos-
itive evaluation, the F1 score is 0.94358, while for negative
evaluation it is 0.92162.

The (ERNIE⊕Word2Vec)-MsCNN-BiAGRU model,
on the other hand, uses a fronting strategy to fuse word
vectors with word vectors and incorporates an attention
mechanism. The overall accuracy of this model is 92.71%,
which is slightly lower than the MsCB model, specifically by
0.55 percentage points. However, it performed well in terms
of F1 scores for both positive and negative ratings, which
were 0.92769 and 0.92735, respectively.

The MsCBA model, although similar in strategy to the
MsCB model, is characterised by direct feature splicing
after parallel processing. It achieves the highest accuracy
of 93.64% on the test data, which is an improvement of
0.38 percentage points relative to the MsCB model and
0.93 percentage points relative to the (ERNIE⊕Word2vec)-
CNN-BiAGRUmodel. The F1 score for positive evaluation is
0.94471, which is an improvement of 0.00113 over theMsCB
model, while the F1 score for negative evaluation is 0.92777,
which is still an excellent performance.

In summary, all three models show their unique advantages
and efficient performance. However, in our tests, the MsCBA
parallel model is particularly outstanding, improving both in
overall accuracy and F1 score, highlighting its potential and
value in text sentiment classification tasks.

Different dataset characteristics and their challenges need
to be explicitly considered when exploring the broad adapt-
ability of advanced text categorisation models such as
MsCBA. In this study, two unique datasets, DATA2 and
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TABLE 8. E-commerce reviews individual P,R,F1 and ACC values.

DATA3, are used to evaluate the generalisation performance
of MsCBA models. The experimental results are shown in
Tables 7 and 8.

DATA2, a takeaway review dataset, presents a data imbal-
ance problem similar to a real-world scenario. There are
more negative reviews than positive reviews, which may
make the classification task more difficult as most machine
learning models will tend to predict categories with more
occurrences. However, MsCBA shows a distinct advantage
in this scenario, with Precision, Recall, and F1 Score of
0.90229, 0.84182, and 0.87101, respectively, on the Positive
sample (Pos), while these values are 0.90324, 0.89871, and
0.90097 on the Negative sample (Neg). particularly. striking
is the overall accuracy of 90.00%. surpassing other coding
patterns and models.

As for DATA3, an e-commerce review dataset, its main
challenge is the long length of the text. Longer texts usu-
ally contain more information, but they can also introduce
noise and redundancy, which complicates sentiment analysis.
Despite the fact that long text tends to increase the complexity
of parsing, MsCBA still achieves excellent performance on
this dataset. On the positive samples, Precision, Recall and F1
Score were 0.93024, 0.92572 and 0.92797, respectively. for
the negative samples, these values were 0.92131, 0.92726 and
0.92428. impressively, the overall accuracy reached 92.61%
ahead of other methods.

In summary, the MsCBA model not only performs well
on standard microblog comment datasets (e.g., DATA1), but

also demonstrates its strong generalisation and adaptability
in the face of unbalanced sample distributions (e.g., DATA2)
and long texts (e.g., DATA3). This finding has far-reaching
implications for the field of natural language processing,
especially considering that real-world data are often messy,
uneven and diverse. Therefore, the MsCBA model not only
provides an effective tool for sentiment analysis inmicroblog-
ging, takeout and e-commerce platforms, but also MsCBA
lays a solid foundation for potential applications in a variety
of real-world application scenarios, providing new directions
and insights for future research and applications.

E. ABLATION EXPERIMENT AND ANALYSIS
ERNIE_BiGRU+Word2Vec_BiGRU: Input vectors take
char granularity information andword granularity information,
and then use BiGRU to extract features.

ERNIE_MsCNN+Word2Vec_MsCNN: Input vectors take
char granularity information and word granularity informa-
tion, and then use multi-scale convolutional networks to
extract features.

MsCB: Based on theMsCBAmodel proposed in this paper,
the attention mechanism in parallel channels is removed.

In order to see the performance differences between mod-
els more clearly, ablation experiments were conducted on
different sentiment analysis models, and the results are shown
in Table 9.

Firstly, the ERNIE_BiGRU+Word2Vec_BiGRU model
takes word granularity and word granularity information
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TABLE 9. Values of P, R and F1 in ablation experiments of each model.

TABLE 10. Comparison results of downsampling experiments.

as input vectors and uses BiGRU for feature extraction.
It achieves 89.85%, 90.14% and 90.00% in precision, recall
and F1 score, respectively.

Secondly, the ERNIE_MsCNN+Word2Vec_MsCNN
model is also based onword-granularity andword-granularity
information and extracts features by multi-scale convolu-
tional network. Compared with the previous model, the
precision increased by 0.81 percentage points, the recall
increased by 0.34 percentage points, and the F1 score
increased by 0.57 percentage points to 90.57%. The reason
for this is that in feature extraction, the CNN model pays
more attention to the extraction of local phrase features, and
cannot fully utilise the feature information at the same level,
and lacks the feature representation of the sentence system,
thus using only a single CNN will drastically reduce the
feature learning ability of the model. In contrast, BiGRU
network is able to learn serialised information, make full
use of the features of the sentence system, and increase the
connection with the CNN pooling layer. So using different
feature extractionmodels in the feature extraction phase tends
to give better performance.

The MsCB model is obtained by removing the attention
mechanism in the parallel channel based on the MsCBA
model proposed in this paper. The model achieves 92.11%,

92.43% and 92.27% results in precision, recall and
F1 score, respectively, which are 1.45 percentage points,
0.95 percentage points and 1.70 percentage points bet-
ter than the ERNIE_MsCNN+Word2Vec_MsCNN models,
respectively.

Finally, theMsCBAmodel, which is the focus of our study,
shows excellent performance in overall, achieving 92.24%
precision, 92.37% recall and 92.31% F1 score. All these
metrics are improved relative to the MsCB model.

In summary, it can be seen that both multi-scale con-
volutional networks and attention mechanisms have their
unique value and impact in text classification tasks. And

the MsCBA model, as a strategy that incorporates multiple
techniques, demonstrates its strong potential in complex text
classification scenarios.

F. COMPARATIVE EXPERIMENTAL ANALYSIS OF
DOWNSAMPLING
In order to test the performance of the MsCBA model when
the data set is small, the data randomly selected from the
Weibo_Senti dataset are divided into 80%, 50% and 20%
of the original dataset respectively as the new data sets
Weibo_Senti80%, Weibo_Senti50% and Weibo_Senti20%.
The total number of Chinese text data in the original
Weibo_Senti dataset is 120,000, and the total number of
Chinese text data in Weibo_Senti80% is 96,000, the total
number of data in Weibo_Senti50% is 60,000, and the total
number of data in Weibo_Senti20% is 24,000. The positive
to negative ratio of the three data sets was 1:1. Since MsCBA
and MsCB have better experimental results during the test,
these two models are selected and downsampling is adopted
for testing and comparison. The experimental results are
shown in Table 10.
In order to explore the robustness and performance

of the model on different sized datasets, we conducted
a downsampling experiment on the Weibo_Senti dataset.
In this experiment, by random sampling, we obtained
three sub-datasets: Weibo_Senti80%, Weibo_Senti50% and
Weibo_Senti20%. Considering that both MsCBA and MsCB
models have shown good performance in previous experi-
ments, we chose these two models for this downsampling
comparison experiment.

From the results in Table 7, it can be observed that the per-
formance of both models decreases as the size of the dataset
decreases, which is in line with expectations since less data
tends to imply less information, which may lead to overfitting
or failure of the model to learn adequately. Nonetheless, the
MsCBA model outperformed on all doensampled datasets.
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Notably, on theWeibo_Senti80% dataset,MsCBAenhances
accuracy by 0.88%, recall by 0.51%, and F1 score by 0.69%
when compared to MsCB.

On the Weibo_Senti50% dataset, the MsCBA model
improves precision, recall, and F1 score by 1.13 percentage
points, 0.92 percentage points, and 1.02 percentage points,
respectively, compared to the MsCB model.

On the Weibo_Senti20% dataset, the most notable variation
is observed. Here, MsCBA boosts precision by 2.21%, recall
by 2.09%, and F1 score by 2.15% compared to MsCB, even
when using just 20% of the original data.

In summary, despite the impact of downsampling onmodel
performance, MsCBA demonstrates consistent strengths
across all subsets. This strongly suggests its robustness and
efficiency in the face of scenarios with sparse or insufficient
data.

V. CONCLUSION AND FUTURE WORK
This study proposes a revolutionary parallel dual-channel
sentiment analysis framework by thoroughly exploring the
cutting-edge techniques of NLP sentiment analysis, espe-
cially when comparing the effectiveness of single models
with hybridmodels. Based on this, the pre-trained ERNIE and
Word2Vec are further combined to incorporate fine-grained
representations of words and phrases into the model to ensure
richer and deeper semantic capture. Through the combination
of multi-window convolution and BiGRU, not only local
word-level features are successfully extracted, but also richer
contextual information can be captured. By introducing the
Attention mechanism, the model efficiently and accurately
handles large-scale data, resulting in excellent performance
in the evaluation of all three major datasets.

This work not only looks at the research on sentiment
analysis from a new perspective, but also demonstrates the
performance enhancement that comes from the convergence
of multiple techniques. This not only sets a new bench-
mark for academia, but also provides practical and efficient
solutions for industry. The emphasis on, and fusion of,
word granularity further highlights the research value and
uniqueness of Chinese NLP. All in all, this paper provides
insightful methods and tools for researchers and practitioners
of sentiment analysis.

However, given the growth of multimodal information
(e.g., text, audio, and images), future work will consider
integrating these data sources to capture sentiment more com-
prehensively. At the same time, enhancing the interpretability
of models to help researchers and practitioners better under-
stand the modelling decision-making process will be one
direction. Extending the model to accommodate multilingual
scenarios is also planned, given the nuances of emotion
brought about by cross-cultural and linguistic differences,
and understanding how to accurately capture sentiments with
irony. In response to the problem of category imbalance in
sentiment datasets, more attention will also be paid to opti-
mising the model’s performance on such data in subsequent
research.
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