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ABSTRACT This paper investigates the mathematical modelling of cybercrime attacks on multiple devices
connected to the server. This model is a very successful way for cybercrime, bio-mathematics, and artificial
intelligence to investigate and comprehend the behaviour of mannerisms with harmful intentions in a
computer system. In this computational model, we are studying the factors (i.e., computer viruses, disease
infections, and cyberattacks) that affect connected devices. This compartmental model, SEIAR, represents
the various hardware utilised during the cyberattack. The letters S, E, I, A, and R are used to represent
different stages or groups of individuals in epidemiological models, helping to understand the spread
and control of infectious diseases. The dynamics of the previous model are determined by a series of
differential equations. The dynamics of the preceding model are determined by a system of differential
equations. Numerical solutions of the model are calculated using backpropagated Levenberg-Marquardt
algorithm (BLMA) and a specific optimization algorithm known as the Levenberg-Marquardt algorithm
(LMA). Reference solutions were obtained by using the Runge-Kutta algorithm of order 4 (RK-4). The
backpropagated Levenberg-Marquardt algorithm (BLMA), commonly known as the damped least-squares
(DLS) method. Subsequently, we endeavor to analyze the surrogate solutions obtained for the system and
determine the stability of our approach. Moreover, we aim to ascertain fitting curves to the target solutions
with minimum errors and achieve a regression value of 1 for all the predicted solutions. The outcome of our
simulations ensures that our approach is capable of making precise predictions concerning the behavior of
real-world phenomena under varying circumstances. The testing, validation, and training of our technique
concerning the reference solutions are then used to determine the accuracy of the surrogate solutions obtained
by BLMA. Convergence analysis, error histograms, regression analysis, and curve fitting were used for each
differential equation to examine the robustness and accuracy of the design strategy.

INDEX TERMS Mathematical modeling, epidemic model, cybersecurity, compartmental model,
optimization, numerical solution, artificial neural network, Levenberg-Marquardt algorithm (LMA).

I. INTRODUCTION
The progress of technology allows an industry to function
quicker than ever before. There are technical tools, such
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as virtual meeting software, that enable high-level mobility
within the structure of an industry. Different forms of
software can operate on a computer system, including
utility software and application software, and every place
is beginning to substitute software in place of humans [1].
Without technology, this is nearly impossible since there
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will be a lot of delay. Technology has a significant role
in increasing efficiency [2]. This means that people in an
industry must be technologically prepared and accomplish
their responsibilities significantly more quickly. Software
is used to administer and regulate the country’s entire
economy [3]. Computer software is used in different
industries in our lives. In the robotics industry [4], highly
sensitive software is used to boost worker productivity
in the robotic universe, agriculture [5], and medicine by
enhancing the ability to analysemedical information [6], agri-
cultural production, communication, and easy connection and
sharing.

But one of the major drop bags of software is hacking
or cyberattacks. In paradigms, the risk associated with
these cyberattacks, such as the industry 4.1, is just named
in [7] and [8]. To present an industrial security solution
tailored exclusively for virtual reality (VR) devices. The
emphasis is on solving the security difficulties and risks
associated with virtual reality technology, with the goal of
ensuring the integrity, confidentiality, and availability of data
and systems in industrial settings [9]. A cyberattack is a
cybercriminal attack carried out with one or more computers
against a single or several computers or networks [10].
Cybercriminals utilize a variety of methods to launch
their assaults, including DoS and DDoS attacks, middle
(MitM) attacks, man-in-the-phishing, drive-by threats, spear-
phishing attacks, SQL injection attacks, cross-site scripting
(XSS) attacks, password attacks, eavesdropping attacks,
malware attacks, and the use of carefully picked appropriate
information. Framework for the Internet of Things (IoT)
functioning in heterogeneous small cell networks [11], that
is energy-efficient [12]. In order to improve the overall
performance and sustainability of IoT applications [13], in a
variety of network environments, the key goal is to optimize
energy consumption by effectively managing communication
resources and network deployment [14]. As a result of
a cyberattack Corrupting address data and papers might
have extended repercussions for your company’s financial
health. A commonly used control approach, model predictive
control (MPC) [15], may address optimisation control issues
with constraints. They have been widely used in modern
industrial control systems. Even though some damaged data
could be recovered, doing so frequently involves the help
of IT specialists and consumes time and resources that
your company could be using elsewhere. Trojan horses,
or worms, are computer programs that resemble how epi-
demics propagate among people [16]. A computer virus, such
as the human virus, may propagate across an interconnected
computer system and transmit viruses from one person to
another. Data loss prevention is crucial since erased files and
information often cannot be recovered. With the ability to
access Internet services, smartphones have developed into
indispensable personal gadgets [17]. App use traces can
be gathered by app developers and service providers to
show links between users, applications, and handsets [18].
This survey compiles major trends in smart phone app

usage behaviours as well as cutting-edge technology, such
as surveys, monitoring applications, public opinion [19],
network providers, 3D Point CloudUpsampling [20], [21]and
app stores.

Various mathematical models for malware spread have
been suggested by various researchers [22], [23]. In the
field of machine learning, especially when working with
sensitive or proprietary models [24], model stealing attacks
highlight the necessity for strong security measures. The
improvement of the security of uplink non-orthogonal
multiple access (NOMA) systems is the primary emphasis
of Physical Layer Security [25]. It suggests utilising energy-
harvesting yammers to increase physical layer security
while preserving system functionality. It also emphasises
the significance of continued research and development of
appropriate remedies to protect against such assaults and
preserve model producers’ intellectual property [26]. These
mathematical models represent the different scenarios that
accrue in the system during a cyberattack. This model is
mostly compartmental and deterministic. Because gadgets
are categorised into separate sections, they are compartmental
models: (S) Susceptible(Total), (I) Infected,(A) Asymp-
tomatic, (E) Exposed, and (R) Recovered among others.
These compartments can be obtained by different types
of dynamics: SIS, SEIR, SCIR, SI, and SIR just a few
names from [23]. These models are important in a variety of
domains because differential equation theory may be used to
investigate the performance and interaction of their solutions.
Discrete techniques, including the Euler, Crank-Nicolson,
and Runge-Kutta methods, among others [27] are frequently
used to solve ODEs. But in this case, the solutions to a system
are obtained by the machine learning method. This procedure
achieves a solution that is much more closely related to a
practical mathematical model. To overcome the constraints of
solutions acquired via the machine learning method, artificial
neural network (ANN) [28], [29] witch approaches have been
suggested in [30] and [31]. It has been shown that an ANN
with a hidden layer and a linear activation function may
approximate any function when there are a lot of hidden
neurons [32]. Furthermore, the model will be solved and
the results will be explained using a deep learning-based
approach [33].

A. RESEARCH CONTRIBUTION
Our research contribution demonstrates the development of
a sophisticated computational method capable of providing
exact surrogate solutions for complex mathematical models
relevant to real-world cases. The invention and use of a
compartmental model, SEIAR, to describe the propagation
and control of cybercrime assaults on many devices linked
to a server appears to be the research contribution of
your paper. This model is designed to assist academics
and practitioners in better understanding the behavior and
dynamics of cybercrime assaults, particularly those involving
contagious illnesses. In this research, we use mathematical
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characterization to discover and assess a surrogate solution
for a system of Ordinary Differential Equations (ODEs) that
successfully represents a cyber-attack, specifically a DDOS
assault. Following that, we attempt to analyze the system’s
surrogate solutions and establish the system’s stability.
Furthermore, we want to find curves that suit the target
solutions, with the goal of attaining a regression value of
1 for all projected solutions. Our method of research assures
that it can provide exact predictions about the behavior of
real-world occurrences under varied conditions. The major
purpose of our statistical analysis is to provide direction
to the cyber defense community i.e. National Response
Centre for Cyber Crimes (NR3C) [34], in identifying
cyber-attacks. And simply demonstrate the immunization
against cyber-attacks. Consequently, our research paper con-
tributes to advancing the field of computational algorithms
and their potential applications to solve complex real-life
problems.

B. TECHNICAL DETAIL
In the previous work, the author use a machine-learning
technique for solving the system of equations that repre-
sent the real-world phenomena of cyber assault. But the
author can’t mention the particular type of cyber-attack.
And this analysis is not more efficient for the particular
type of cyber-attack. In this work, we employ a modern
machine learning technique, Artificial Neural Networks
(ANNs) for a particular type of cyber-attack (DDOS attack).
ANNs are composed of interconnected nodes that perform
mathematical operations on input data to generate outputs,
known as the Feed-Forward Neural Network (FNN) [35].
The intention of comparing an ANN to the Runge-Kutta
technique is to assess the ANN’s performance in solving
ODEs [36]. Because the Runge-Kutta technique is a well-
established and frequently used numerical method for solving
ODEs, comparing the performance of the ANN to this
method may give insights into the efficacy and accuracy
of the ANN approach. An ANN is a machine-learning
strategy that is useful for handling and processing linear
situations, converges quicker than other approaches, and
is regarded to be an efficient optimization method. The
article should provide a detailed description of the methods
and their implementations, including the neural network
design, the training procedure, and the precise parameters
employed.

C. EXPERIMENTAL EVALUATION GUIDELINES
• The SEIAR compartmental model is used to depict
the various hardware employed during the cyberat-
tack. The variables utilized in the differential equa-
tions are included in the detailed description of the
model.

• The study presents the numerical solution strategies
used to discover the general solution to differential
equations, including the Machine learning, ANN, and

FIGURE 1. Mechanism of the BLMA for the solution of the system of
ODEs.

Runge-Kutta methods. The backpropagated Levenberg-
Marquardt algorithm (BLMA) is also used to solve
numerical problems using feed-forward neural networks
(FNNs).

• Statistical analysis: The outcomes of the trials should
be analyzed statistically to see if the variations in
performance across models are statistically significant.

• The study presents the testing, validation, and training
of the reference data set in order to give the value of
the approximate solution using BLMA. Additionally,
a thorough description is given of the testing, validation,
and training procedures.

• The study employs a number of methods to assess
the robustness and correctness of the design strat-
egy, including convergence analysis, error histograms,
regression analysis, and curve fitting. These meth-
ods are used for the analysis of each differential
equation.

D. COMPARATIVE EXPERIMENTS FOR SEIAR MODEL
Comparative experiments can give important insights into
a proposed model’s complex nature, but they are not
always feasible or practicable. In our example, we created
a revolutionary SEAIR cyber security model based on a
machine learning process that especially targets DDOS
assaults. We think that our model offers a novel and
effective strategy for mitigating such threats and that it
has the potential to dramatically improve computer system
security. We also tested our approach against the well-
known RK-4 method and obtained good results. While we
recognize the value of comparable tests, we are confident
in the advanced nature of our suggested model based on
rigorous mathematical analysis and detailed performance
evaluation.
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FIGURE 2. Flowchart for SEIAR Model.

FIGURE 3. (ARPs) injection-based active sniffing attacks.

FIGURE 4. Damaged system due to injection-based sniffing attacks.

II. ESTABLISHMENT OF MATHEMATICAL MODEL
Mathematical modelling is the process of describing a
real-world problem in mathematical terms and enabling a
systematic understanding of the system modelled. Artificial
neural networks (ANNs) are utilised as a machine learning
approach based on the monitored learning of neurons to
investigate cyberattacks in a variety of systems. This is
a serious threat because the cyberattack creates destabil-
isation. The attacker uses a different path to trace the
manipulated data. In the case of a DDOS attack [37], the
attacker is sniffing a legitim session between the server
and the victim to trace the IP of the system, as shown
in Figure (3), and finally, the attacker disconnected the
victim (system) from the server and got the IP from the

FIGURE 5. The architecture of a single neural network.

TABLE 1. Parameter Interpretation.

victim, as shown in Figure (4). this services is also a variety
of location-base services (LBSs) [38]. Visual tracking that
is now focused on segmentation-driven frameworks incurs
high computing costs, which create a bottleneck in actual
application [39].

The proposed model is a compartmental SEIAR model,
which is an acronym that stands for Susceptible, Exposed,
Infectious, Asymptomatic, and Recovered, as depicted in
Figure (2). Table (17) describes the notation for the SEIAR
model. In this compartmental SEIAR model, I is infectious
devices and the addition of infectious devices is represented
by A. They may be considered to have a reduced βλ trans-
mission rate when it comes to being infectious, as evidenced
by the results shown in Figure (2). A dashed line in the
same illustration serves as a representation of this. During
the attack, although devices were infected, exposed devices
were not yet infectious. In a DDOS attack, PαE acquires
short immunity. If the security software resists the attacker
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FIGURE 6. Histogram analysis for the system of (ODE) of case 1.
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FIGURE 7. Fitting analysis for the system of (ODE) of case 1.
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FIGURE 8. Analysis of performance function in terms of mean square error for the system of (ODE) of case 1.
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FIGURE 9. Training analysis for the system of (ODE) of case 1.
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FIGURE 10. Regression analysis for the system of (ODE) of case 1.
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FIGURE 11. Histogram analysis for the system of (ODE) of case 2.

software to remove the action of a DDOS attack, such a
time-sensitive immunity will exist at the rate δA and ψI,
accordingly. In the absence of this, devices will be eliminated
from the computer at the rate of (µ + ξ1) and (µ +ξ2)I where
ξ1 and ξ2 the attack on the A and I compartment results in

device damage rates, µ is the normal device damaged. After
losing their temporal susceptibility, recovered devices finally
return at an η rate towards the unprotected compartment.
The corresponding system of ordinary differential equations
represents the mathematical dynamic model of the preceding
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FIGURE 12. Fitting analysis for the system of (ODE) of case 2.

Figure (2):

dS
dt

= A− βS(I + λA− µS + ηR), S(0) = S0

dE
dt

= βS(I + λA) − (α + µ)E, E(0) = E0

dI
dt

= P1αE − (ψ + µ+ ξ2)I , I (0) = I0

dA
dt

= (1 − P1 − P2)αE − (δ + µ+ ξ1)A, A(0) = A0

dR
dt

= ψI + δA+ δP2αE − (η + µ). R(0) = R0

(1)

The total number of devices (N) represents infectious and
infected devices in these compartments.

N (t) = S(t) + I (t) + E(t) + R(t) + A(t). (2)

The behaviour of the model was simulated with the
following 1000 connected devices: S(t0) = 998, E(t0) = 0,
I(t0) = 1, A(t0) = 1, R(t0) = 0. All devices were assumed to
be susceptible at time t = t0.

III. DESIGN METHODOLOGY
This section discusses a machine learning strategy based on
an artificial neural network and emphasises guided neural
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FIGURE 13. Analysis of performance function in terms of mean square error for the system of (ODE) of case 2.

processes (ANN). An ANN is a network of interconnected
neurons that can analyse several inputs but only generate
one output. Using a multi-layer perceptron, we may optimise
the number of hidden units (MLP). MLPs are artificial
neural networks composed of interconnected nodes that
perform mathematical operations on input data to generate
outputs [40]. It is frequently referred to as the Feed-Forward

Neural Network (FNN). In this instance, the hidden layer
contains neutrons from the [32]. This system of differential
equations is solved using a different strategy, such as the
Metropolis-Hastings technique derived from the Markov
Chain Monte Carlo discussed in [41]. To reduce the log loss
function and achieve a solution closer to the real system
of ordinary differential equations (ODEs), In the previous
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FIGURE 14. Regression analysis for the system of (ODE) of case 2.

work DDOS model is solve by employed three optimization
techniques such as Conjugate-Gradient method (CG) [42],
Broyden-Fletcher-Goldfarb-Shanno method (BFGS) [43],
and Limited-Memory BFGS for Bound-constrained methods
(L-BFGS-B) [44].

In this paper, we employ a modern machine learning
technique, Artificial Neural Networks (ANNs). ANN is

an effective machine learning approach for handling and
processing linear scenarios, converging at a faster rate than
other methods. ANNs are sophisticated nonlinear statistical
models that leverage complex interactions between inputs
and outputs to identify new surrogate solutions System
of ODEs. Similar to neurons in the nervous system,
ANNs consist of input, hidden, and output layers and
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FIGURE 15. Training analysis for the system of (ODE) of case 2.

utilize deep learning methods with the help of activation
functions. The algorithm receives input data, processes it,
and generates an output. These algorithms are used for
different optimization problems, including neural networks,
and are effective for training different types of neural
networks. The ANN is thought to be an efficient optimization
method. Following the usual MLP architecture with one

hidden layer.

Nj =

n∑
i=1

(WijXi + bj), (3)

where, respectively, wij represents connection weights, bj
denotes biassed vectors, and xi denotes inputs. A log-sigmoid
activation function is used in the feed-forward neural network
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FIGURE 16. Histogram analysis for the system of (ODE) of case 3.

model, which is defined as:

fj(x) =
1

1 + e−Nj
. (4)

The implementation of FNN-LMA is carried out in two
stages, and the complete workflow of the design algorithms
is depicted in Figure (1). Figure (1) depicts the mechanism

used to obtain the surrogate solution. And how to Create an
initial data set using a standard machine learning technique,
and compare it with the fourth-order Runge-Kutta algorithm.
Train a feedforward neural network (FNN) using the initial
data set [45]. Use the FNN to predict the solution to the
ODE system at future time steps using an Adams-Bashforth
predictor. Validate and refine the FNN using a testing data
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FIGURE 17. Fitting analysis for the system of (ODE) of case 3.

set. The FNN is refined using an error backpropagation
algorithm to minimize the error between the predicted and
actual solution. This figure displays the whole workflow of
the design methods. In the first stage, a numerical solution
is generated using the Runge-Kutta algorithm of fourth order
in Mathematica’s ‘‘ND Solve’’ module to generate an initial
data set (Rk4).

• In the second step, the BLM method is executed with
the appropriate hidden neuron settings and test data in the
second phase using the ‘‘nftool’’ programme included in the
MATLAB package. Furthermore, BLM exploits a reference
solution and the testing, validation, and training processes
to provide approximations for various system of equations
instances. The NNs-LMT technique uses a single neural
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FIGURE 18. Analysis of performance function in terms of mean square error for the system of (ODE) of case 3.

network, as shown in Figure (5). Figure (3) demonstrates the
architecture of the system that is connected to the domain
controller.

IV. RESULTS
We tackle the mathematical problem by using the Feed-
Forward Artificial Neural Network technique to find

numerical solutions to the system of differential equations
specified in equation (1). The solution is stored as a neural
network on the base of the Levenberg–Marquardt algorithm
(BLMA) [46]. Figure (5) depicts a neural network for
the system of ODEs. For this compartmental mathematical
model, we use one intermediate layer for each input and
output as shown in Figure (5). To verify the resilience of the
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FIGURE 19. Regression analysis for the system of (ODE) of case 3.

ANN-Approach, the model was trained 34 times, as shown
in Figure (17), 34 percent of the fitting results are reasonably
excellent, with an average error of 1.23 × 10−07. More data
points should be retained to reduce error. From [27] ass in
Solution techniques for initial and boundary value problems
by using Levenberg–Marquardt algorithm (BLMA). It has
been demonstrated how the ANN-approach may be used
to solve a set of ordinary differential equations. Many

researchers have proposed Artificial Neural networks, such
as Lagares et al.in [27] as an approach to solving boundary
and initial value problems. The design algorithm BLMA is
used to investigate the affect variations of the damaging rate
of connected devices as shown in Figure (2). According to the
universal approximation theory [47], which uses a twinsANN
to provide approximation solutions for the system ODE [48].
A single hidden layer feed-forward neural network should be
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FIGURE 20. Training analysis for the system of (ODE) of case 3.

able to approximate any continuous function. To accomplish
this, the system of ODE’s should be written as follows:

S ′(t) = F1(S(t),E(t), I (t),A(t),R(t), t), S(t0) = S0,

E ′(t) = F2(S(t),E(t), I (t),A(t),R(t), t),E(t0) = E0,

I ′(t) = F3(S(t),E(t), I (t),A(t),R(t), t), I (t0) = I0,

A′(t) = F4(S(t),E(t), I (t),A(t),R(t), t),A(t0) = A0,
R′(t) = F5(S(t),E(t), I (t),A(t),R(t), t),R(t0) = R0.

(5)

The solution of that differential equations can be expressed in
term of

y′(t) = F(y(t), y(t)) = y0. (6)

In this solution, y’(t) symbolizes the left-hand side, F(y(t),(t))
indicates the right-hand side, and y(t0)=y0 represents the
system’s initial condition. We apply an ANN approach with
10 hidden layers to fit the function y(t), which may be
represented in matrix multiplication form:

N (t,w) = Wk2u(Wk1 + b1) + b2, (7)
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TABLE 2. Machine learning techniques used in cyber security.

where W is weights, t are the inputs and Wk1 to Wkn are
the weight matrices and b1,b2 are bias term,u is the linear
activation function Sigmoid and Tanh are two examples [49].
All the parameters are represented by W [Wk1,b1,Wk2,b2].
The given solution is also rewrite as;

y(t,w) = y0 + t − t0N (t,w), (8)

where

N (t0,w) ̸= y0, (9)

such that the solution function y(t0,w)=y0 and it’s derivation
is y’(t0,w)=y0 By minimizing the loss function [49], such as
Sigmoid or tanh, among others, the ideal parameter (w) can
be obtained.

The FNN-BLM algorithm’s results are compared with the
Runge-Kutta technique, the least square method [50], and a

machine learning algorithm (FNN-BLM) [51] to illustrate the
correctness and efficiency of the design algorithm, as stated
in Tables 3 and 4. The statistics show that the FNN-BLM
technique is legitimate, and the solutions overlap with the
numerical results with minimal absolute errors in the range
of 10−5 to 10−8.

V. DISCUSSION
The study is carried out by detecting cybercrime in Jordanian
adopting COVID-19 problems and timeline mapping of
significant events and cyber attacks to assess targeted
sectors and their cyber security [52]. This article discusses
cybercrime and its issues in Jordan’s criminal justice system,
Jordanian legislation dealing with cybercrime and computer-
enabled offenses and as well as other crimes committed
using electronic devices, [53], [54]. The impact of cybercrime
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TABLE 3. Comparing machine-learning-derived solutions with RK-4 for
Susceptible devices for case 1.

TABLE 4. Comparing machine-learning-derived solutions with RK-4 for
Exposed devices for case 1.

includes the theft of personal information from hundreds
of millions of people. During the last year, events have
touchedmore than 40million individuals in the United States,
54 million in Turkey, 20 million in Korea, 16 million in
Germany, and more than 20 million in China, to name a
few [55]. According to the National Social Crime Records
Bureau, 217 occurrences were registered under the IT Act
in 2007, compared to 142 incidents the previous year
(2006), signifying a 52.8 percent rise in 2007.The state of
Maharashtra had the largest percentage of incidents (22.3%),

TABLE 5. Comparing machine-learning-derived solutions with RK-4 for
Infected devices for case 1.

TABLE 6. Comparing machine-learning derived solutions with RK-4 for
Asymptomatic devices for case 1.

followed by Karnataka (40), Kerala (38), and the states of
Andhra Pradesh and Rajasthan (16 each). 99 of the 217 total
incidents registered under the IT Act 2000 constituted
obscene publishing or transmission in electronic form,
sometimes known as cyber pornography. This accounts for
45.6 percent of all cases [56]. The Keller-Segel system [57],
which models the group behaviour of chemotactic organisms
with both attraction and repulsion terms, may be controlled
using a mechanism that ensures stability. Its main focus
is on finding control mechanisms that can stabilise the
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TABLE 7. Comparing machine-learning derived solutions with RK-4 for
Recovered device for case 1.

TABLE 8. Comparing machine-learning-derived solutions with RK-4 for
Susceptible devices for case 2.

system globally which implies that the population densi-
ties of the organisms reach a stable state regardless of
the initial circumstances. This project will construct an
effective and precise mathematical model to understand the
behavior of numerous possible threats outside of a device
network.

The first stage is to generate a dataset of solutions to the
system of differential equations using a numerical approach,
such as the Runge-Kutta method of order 4 (RK-4). The
RK-4 method is used in the system of differential equations
at this stage to provide a collection of discrete solutions,

TABLE 9. Comparing machine-learning-derived solutions with RK-4 for
Exposed devices for case 2.

TABLE 10. Comparing machine-learning-derived solutions with RK-4 for
Infected devices for case 2.

which are commonly represented as a time series of numbers.
After creating the dataset, the next step is to use it to train
an ANN. The results of RK-4 are then utilized as ‘‘target’’
data to train the ANN. The significance of training an ANN
is to make predictions on previously unseen input data the
training process begins with input data being presented to
the network, and the network makes a prediction based on
its current weights and biases. The predicted output is then
compared to the target output, and the difference between the
two is calculated as the error. The backpropagation algorithm
is used to propagate the error back through the network by
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TABLE 11. Comparing machine-learning derived solutions with RK-4 for
Asymptomatic device for case 2.

TABLE 12. Comparing machine-learning derived solutions with RK-4 for
Recovered device for case 2.

propagating the error and adjusting the weights and biases
to reduce it. This process is repeated for multiple iterations,
with each iteration being called an epoch. The goal is to
minimize the error between the predicted output and the
targeted output for a given input by adjusting the weights
and bias until the error is minimized to an acceptable level.
Applying the testing, validation, and training of the reference
data set yields the value of the approximate solution using
BLMA. Convergence analysis, error histograms, regression
analysis, and curve fitting were used for each data set

TABLE 13. Comparing machine-learning-derived solutions with RK-4 for
Susceptible devices for case 3.

TABLE 14. Comparing machine-learning-derived solutions with RK-4 for
Exposed devices for case 3.

to examine the robustness and accuracy of the design
strategy.

Matlab software is used to construct the Figure of
the numerical solution. The Backpropagation Levenberg-
Marquardt method was used to train the network (BLMA).
A clear framework and easy-to-use interface make BLMA
techniques ideal for handling and analyzing linear scenarios.
To compare the BLMA method with other machine learning
methods it’s a substantially faster rate of convergence than
others. An BLMA method is a gradient-free approach.
We used 70% (701 samples) of training data, 15% (150
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TABLE 15. Comparing machine-learning-derived solutions with RK-4 for
Infected devices for case 3.

TABLE 16. Comparing machine-learning derived solutions with RK-4 for
Recovered device for case 3.

samples) of validation data, 15% (150 samples) of testing
data, and 10 hidden neurons in the fitting network’s hidden
layer for each input as shown in Figure (17). In figures,
the histogram Figure compares the output data with the
target and computes the error. A histogram analysis can
help to understand the frequency and distribution of cyber
assaults over time as shown in Figure 16. The histogram can
depict the number of assaults per time interval as well as the
distribution of attack attributes such as duration, kind, and
intensity. The importance of histogram analysis for Cyber

security experts can acquire insights into the patterns of cyber
assaults and identify places where extra security measures
may be required by analyzing the histogram. And the root
of that error divided by the total sample points is known as
the mean square error as shown in Figure (16). And fitting
of the Figure shows the accuracy. Figure (17) illustrates
what happens when the points in this plot are converging
toward zero and are extremely close to zero: this indicates
that the result is more accurate. Demonstrating that the points
are convergent to one (R=1) and that the best validation
performance is 8.1687×10−12 at epoch 106 is given in
Figure (19). The training Figure (20) represents the behavior
of the gradient. The gradient in the optimization method is
for network performance concerning network weights. The
regression Figure compares the target data with RK-4 to
determine the error, as illustrated in Figure (10). We choose
random setups for case 1. Furthermore use the same process
to arrive at the surrogate solution. And using Matlab to plot
the curve solution. In the second case the birth rate, recovery
rate, infected recovered stage, the rate at which the device
crashes (Natural death), and the rate at which devices leave
respectively are variate. And keep constant the infection
rate, devices leave Unprotected either to the infected, contact
rate, and the rate of damaging devices due to attack as
shown in table (17). In the third case the birth rate, recovery
rate, infected recovered stage, the rate at which the device
crashes (Natural death), and the rate at which devices leave
respectively are kept constant. And attribute other variables
such as: infection rate, devices leave exposed either to the
infected, contact rate, and the rate of damaging devices due
to attack as shown in Figure (4). The Figure histogram
calculates the error by comparing the output data to the target.
As illustrated in Figure (6), the mean square error is defined
as the root of the error divided by the total number of
sample points. And the fitting of the Figure demonstrates
accuracy. Figure (6) can help to understand the frequency
and distribution of cyber assaults over time. The histogram
can depict the number of assaults per time interval as well
as the distribution of attack attributes such as duration, kind,
and intensity. Cyber security experts can acquire insights
into the patterns of cyber assaults and identify places where
extra security measures may be required by analyzing the
histogram. Figure (7) depicts what happens when the points
on this plot converge toward zero or are extremely near
zero, indicating that the result is more accurate. Figure (8)
indicates that the points are converging to one (R=1) (10)
and that the best validation performance at epoch 77 is
8.1687×1012. The training Figure (9) depicts the gradient’s
behavior. The gradient of the optimizing approach is for
network performance in terms of network weights. Moreover,
we aim to ascertain curves to the target solutions, intending
to achieve a regression value of 1 for all the predicted
solutions as shown in Figure (10). The same analysis
histograms (11), fitting (12), performance analysis (13),
regression analysis (14) and training analysis (15) are revised
for the second and third scenario.
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TABLE 17. Nomenclature.

VI. CONCLUSION
In this work, we use one of the intelligent techniques based
on an artificial neural network to investigate themathematical
model that simulates Pony Stealer (malware attack) in the
connection that has been developed. The mathematical model
is compartmental since asymptomatic devices, as well as
Exposed Susceptible, Susceptible, Infectious, and Recovered,
have all been regarded as separate systems linked by
a single server. Some infections can propagate through
asymptomatic devices without causing symptoms. These
viruses are identified through infectious devices. This extra
type of device is crucial to include in cyber security models
since many cyberattacks are intended to control the device
system in an anonymous manner in order to collect personal
data [68]. Such real-world processes are regulated by a set of
ordinary differential equations. Deep neural learning-based
machine learning techniques [69], have been applied to solve
the system of ordinary differential equations underlying the
epidemic model. In the ANN approach, we use one hidden
layer for sample points of each equation in Matlab, and
using the RK-4 approach, a reference solution is generated,

which is later analysed using the Levenberg-Marquardt
algorithm’s training, testing, and validation procedures. Since
the approximate solutions and analytical answers correspond
with the lowest absolute errors when compared to state-of-
the-art techniques, the detailed graphical analysis shows that
the suggested method is accurate and effective. Additionally,
performance indicator values are getting closer to zero,
demonstrating flawless outcome modelling.
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