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ABSTRACT The release of harmful materials into the environment is called pollution and the harmful
materials are called pollutants. There are four basic categories of pollution: land, water, noise, and air
pollution. All forms of pollution often have severe consequences on human health as well as the environment
and wildlife. There are certain decision-making scenarios like the phenomenon of voting where we have
to utilize the third grade called abstinence grade along with membership grade and non-membership grade.
Many remarkable fuzzy structures like the intuitionistic fuzzy set, Pythagorean fuzzy set and q-rung orthopair
fuzzy set can never discuss abstinence grades that show their flaws. Moreover, we can observe that the
parametrization tool is a remarkable instrument used in soft set theory and all above-mentioned structures fail
to cover the parametrization as well. Moreover, Einstein operations comprise Einstein product and Einstein
sum, which serve as excellent substitutes for algebraic product and algebraic sum. So keeping in view the
characteristics of the parametrization tool, the more advanced structure of the picture fuzzy soft set and
Einstein operational rules, in this article, we have established Einstein operational laws for picture fuzzy
soft numbers. Moreover, we have elaborated the basic notion of Einstein-weighted average operators and
Einstein-weighted geometric aggregation operators. Furthermore, we have discussed the basic properties of
these introduced notions. Moreover, we have discussed the algorithm for the application of these aggregation
operators in the identification of types of pollution that mostly affect the environment. We have provided a
comparison of these introduced works for the superiority of these introduced conceptions.

INDEX TERMS Environmental pollution, artificial intelligence, picture fuzzy soft set, Einstein aggregation
operators.

I. INTRODUCTION
The word pollution comes from the Latin word ‘polluere’
which simply means epidemic. The presence of hazardous
substances in the land, water, and air is referred to as
pollution since it can harm both the environment and
living beings. (1) Air pollution (2) Water pollution (3)
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Noise pollution (4) Land pollution are the several types of
pollution. Air pollution is the mixing of various harmful
materials, such as hazardous gases and chemicals with air.
Burning materials, vehicle exhaust fumes, or unfavorable
industrial waste pollution could all contribute to this type
of contamination. Water pollution is the poisoning of the
earth’s water supply. It includes the bacterial, chemical, and
particle pollution of water that lowers the water’s cleanliness.
One of the most prevalent types of pollution is the leakage
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of oil as well as waste. The poor quality of life in the
affected areas is caused by the loud noises created by human
activity. It can fire from several sources, including trains,
automobiles, loud music, aircraft, and more. Even hearing
loss, whether permanent or temporary, as well as disturbances
to wildlife, might come from this. Many scientists have
made remarkable efforts and discussed the consequences of
environmental pollution. Khan and Ghouri [1] reveal that
various types of pollutants are substantially harming not
just humans through illnesses and issues, but also animals,
trees, and plants. Moreover, Martinez [2] reveals that one
of the most effective medicines used in human therapy
is the antibiotic. However, these antibiotics must also be
regarded as significant pollutants since they might be harmful
to microorganisms. Tsai et al. [3] established that toxic
materials such as metals, air pollutants, and phthalates, may
raise the chance of developing chronic kidney disease or
accelerate its progression. Molodtsov [4]soft set

(
SftS

)
idea

is a new strategy for handling ambiguous data. According
to Molodtsov, one of the key benefits of SftS theory is that,
unlike theories of fuzzy sets (FSs) [5], it is not constrained
by the limitations of parameterization tools. When compared
to some established mathematical methods for dealing with
uncertainties, such as the theory of probability, the concept
of fuzzy sets [5], and the analysis of rough sets, the benefit
of SftS approach is that it is free of the shortcomings of
parametrization tools of those concepts.

Many new advancements based on SftS and FSs have
been studied and the concept of fuzzy soft set

(
FSftS

)
[6], intuitionistic fuzzy SftS

(
IFSftS

)
[7], Pythagorean fuzzy

SftS
(
PyFSftS

)
[8] and q-rung orthopair fuzzy SftS(q −

ROFSftS) [9] have been delivered respectively. All the above
structures can only deal with MG and NMG in their structure.
These structures lack the property to discuss the AG in their
structures. So based on this observation, Cuong [10] proposed
a remarkable result in this regard and proposed the notion
of a picture fuzzy set (PFS). Note that PFS is a valuable
structure because it uses more advanced conditions that sum
(MG, NMG, AG) must belong to unit interval [0, 1].

A. LITERATURE REVIEW
Research on SftS including all above mentioned hybrid
notions has been active recently, and significant advance-
ments have been made including the use of fundamental SftS
theory [11], SftS theory in abstract algebra [12], and SftS for
data analysis [13] and especially in decision-making [14].
Aktaş and Çagman [15] started the use of SftS in algebra.
In BCK/BCI algebra, Jun and Park [16] discussed soft
ideal theory. Moreover, Ali et al. [17] introduced algebraic
notions of SftS based on new operations. Based on the
notion of IFSftS, PyFSftS and q− q− ROFSftS, many new
developments have been made. Xiao et al. [18] introduced
a combined forecasting approach under the environment of
FSftS. Moreover, Agarwal et al. [19] produced generalized
IFSftS and provide its applications in decision-making

problems. Some entropy measures based on IFSftS and
interval-valued IFSftS has been developed by Jiang et al. [20].
Based on the conception of PyFSftS, some techniques like
TOPSIS methods and VIKOR methods have been developed
by Naeem et al. [21]. Zulqarnain et al. [22] introduced
some aggregation operators and applied these notions to
green supplier chain management. Also, Mahmood and
Ali [23] proposed a method of MCDM approach based on the
settings of complex PyFSftSs. Moreover. Akram et al. [24]
proposed an MCGDM model based on complex PyFSftS.

As q − ROFSftS is a more advanced structure by using the
constraint that sum (MGq, NMGq) must belong to [0, 1] for
q≥1, so based on the conception of q − ROFSftS, some
average and geometric aggregation have been developed by
Hussain et al. [9]. Furthermore, Riaz et al. [25] established the
notion of TOPSIS and VIKOR methods for the environment
of q − ROFSftSs. Also, Hussain et al. [26] proposed q −

ROFSft operators based onDombi t-norms and t-conormwith
their application in decision-making.

B. MOTIVATION OF THE PROPOSED WORK
A lot of ambiguity, imprecision, and uncertainty exist in the
real world. In many fields, including economics, engineering,
environmental research, medical science, and social science,
dealing with uncertainties is a significant difficulty. Recently,
many authors have developed an interest in modeling
ambiguity. Yang et al. [27] introduce the notion of picture
fuzzy soft set

(
PcFSftS

)
. In general, PcFSftS models are

employed when there are multiple possible responses from
humans, such as ‘‘no,’’ ‘‘yes,’’ ‘‘abstain,’’ and ‘‘refusal.’’ For
example, a departmental student body might serve as a good
illustration of PcFSftS. There is some group of students who
want to visit two places: one in the UK and the other in
Canada, but there are some students who want to visit the UK
(MG), not Canada (NMG). However, some students prefer to
visit Canada (MG) over the UK (NMG), and some students
want to visit both places the UK and Canada i.e., neutral
students. But some students refuse to attend both places i.e.,
refused grades. The legitimacy of the overall conclusion in
decision-making is primarily dependent on the information
aggregation stage.

In this situation, the notion of PcFSftS is a valuable
structure and all the above notions like IFSftS, PyFSftS and
q−ROFSftS lacks the property to discuss the AG. Moreover,
if we discuss the developed notions, then we can observe that

1. If we ignore the AG in the main definition of the
developed approach of PcFSftEWA and PcFSftEWG
aggregation operators then the produced work degenerates
into intuitionistic fuzzy soft Einstein weighted average
(IFSftEWA) and intuitionistic fuzzy soft Einstein weighted
geometric (IFSftEWG) aggregation operators.

2. If we use only one parameter then the developed notions
degenerate into picture fuzzy Einstein weighted average
(PFEWA) and picture fuzzy Einstein weighted geometric
(PFEWG) aggregation operators.
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3. The developed aggregation operators provide more space
to decision-makers if they want to provide their assess-
ment in the form of PFSft data.
It means that the developed theory has many advantages

over existing notions. So keeping in view the advanced
structure of PcFSftS and importance of Einstein t-norm
and t-conorm, here in this article we aim to study some
new aggregation operators called PcFSft Einstein’s weighted
average ( PcFSftEWA) and PcFSft Einstein weighted geo-
metric (PcFSftEWG) aggregation operators. The study of
different types of pollution is very important in real-life
problems because these types of pollution not only cause
issues for human beings and animals but also plants in terms
of polluting the environment. Here we aim to identify types
of pollution that mostly affect the environment by using
the developed conceptions. For this, we have developed an
algorithm for the selection of types of pollution that have
severe effects on the environment and climate change.

The rest of the text is given as: We have overviewed
some fundamental definitions of PFS, PFEWA aggregation
operators, PcFSftS in the second section. The fundamental
ideas of PcFSftEWA and PcFSftEWG aggregation operators
are covered in section III. We established the DM technique
and provided an algorithm along with a descriptive example
in section IV to show how to apply these newly created
concepts. In section V, it is discussed how these thoughts
compare to different other ideas. Remarks at the end are
covered in section VI.

II. PRELIMINARIES
In this section, we will go over the definitions of PFS [10].
Moreover, we will discuss the notion of PFEWA aggregation
operators defined by Khan et al. [31]. Additionally, we have
given the fundamental notions of PcFSftS defined by
Yang et al. [27].
Definition 1 ([10]): Let Q denote the universal set, a PFS

over Q is

PFS =
{

: ( ) , ( ) , ( ) | ∈Q
}

where : Q → [0, 1] , : Q → [0, 1] and : Q → [0, 1]
and ( ) , ( ) , ( ) are called MG, AG, and NMG
respectively with 0≤ ( ) + + ( ) ≤1. Furthermore for
all ∈Q, r ( ) = 1 − ( ) − ( ) − ( ) is called refusal
grade and the triplet

(
( ) , ( ) , ( )

)
is called PFN.

Definition 2 ([31]): Let GP =
(

GP , GP , GP

)
(p = 1, 2, . . . , n) be the family of PFNs, then PF Einstein
weighted average aggregation operators are defined by

PFEWA (G1, G2, G3, . . . , Gn)

=



∏n
p=1

(
1+ GP

)ϱp
−
∏n
p=1

(
1− GP

)ϱp

∏n
p=1

(
1+ GP

)ϱp
−
∏n
p=1

(
1− GP

)ϱp ,

2
∏n

p=1
(

GP

)ϱp∏n
p=1

(
2 − GP

)ϱp
+
∏n

p=1
(

GP

)ϱp ,

2
∏n

p=1
(

GP

)ϱp∏n
p=1

(
2 − GP

)ϱp
+
∏n

p=1
(

GP

)ϱp



where ϱ = (ϱ1, ϱ2, . . . , ϱn) denote the weight vectors
(WVs) for GP with condition that

∑n
p=1 ϱp = 1 and

ϱp∈ [0, 1] .
Definition 3 ([27]): For universal set Q, and E being a set

of parameters and A⊆E . A pair (P, A) is said to be PcFSftS
over Q, where P : A → PFSQ is given by

Ghj

( )
=
{〈

, j

( )
, j

( )
, j

( )〉
| ∈Q

}
where PFSQ represent the family of PFS. Here j

( )
,

j

( )
, j

( )
denote the MG, AG, and NMG respectively

with 0≤ j

( )
+ j

( )
+ j

( )
≤1.

III. EINSTEIN AGGREGATION OPERATORS BASED ON
PICTURE FUZZY SOFT SETS
In this section, we have to study the basic operational
laws for PcFSftNs using the Einstein t-norms and t-conorm.
Moreover, we develop the basic definition of picture fuzzy
soft Einstein weighted average and geometric aggregation
operators.

A. OPERATIONAL LAWS FOR PICTURE FUZZY SOFT
NUMBERS
Definition 4: Let G11 =

(
11, 11, 11

)
and G12 =(

12, 12, 12
)
be two PcFSftNs and p≥0, then based on

Einstein’s norm and t-conorm we can get
1.

G11⊕G12

=

((
1 + 11

)
−
(
1 − 12

)(
1 + 11

)
+
(
1 − 12

) , 2 11

(2 − 11) + 12
,

2 11

(2 − 11) + 12

)
2.

G11 ⊗ G12

=

(
2 11(

2 − 11
)
+ 12

,
(1 + 11) − (1 − 12)

(1 + 11) + (1 − 12)
,

(1 + 11) − (1 − 12)

(1 + 11) + (1 − 12)

)
3.

pG11

=

((
1 + 11

)p
−
(
1 − 12

)p(
1 + 11

)p
+
(
1 − 12

)p ,
2( 11)

p

(2 − 11)
p

+ ( 12)
p ,

2( 11)
p

(2 − 11)
p

+ ( 12)
p

)
4.

(G11)
p

=

(
2
(

11
)p(

2 − 11
)p

+
(

12
)p ,

(1 + 11)
p

− (1 − 12)
p

(1 + 11)
p

+ (1 − 12)
p ,

(1 + 11)
p

− (1 − 12)
p

(1 + 11)
p

+ (1 − 12)
p

)
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Definition 5: Let G j =
(

j, j, j

)
be the family of

PcFSftNs, the score function, and the accuracy function are
defined by

S
(
G j

)
= j − j − j

And

A
(
G j

)
= j + j + j

Where G j∈ [−1, 1] and A
(
G j

)
∈ [0, 1] .

Note that for two PcFSftNs G j and G,
j, we have

1) if S
(
G j

)
> S

(
G,

j

)
then G j > G,

j

2) if S
(
G j

)
< S

(
G,

j

)
then G j < G,

j

3) if S
(
G j

)
= S

(
G,

j

)
then

(i) if A
(
G j

)
> A

(
G,

j

)
then G j > G,

j

(ii) if A
(
G j

)
< A

(
G,

j

)
then G j < G,

j

(iii) if A
(
G j

)
= A

(
G,

j

)
then G j = G,

j.

B. PICTURE FUZZY SOFT EINSTEIN WEIGHTED AVERAGE
AGGREGATION OPERATORS
Definition 6: Let G j =

(
j, j, j

)
be the collection

of PcFSftNs, then PcFSftEWA an operator is defined by

PcFSftEWA (G11, G12, G13, . . . , Gnm)

= ⊕
m
j=1ςj

(
⊕
n
=1ϱ G j

)
(1)

where ( = 1, 2, 3, . . . , n) , (j = 1, 2, 3, . . . , m) and
ϱ , ςj denote the WVs with the condition that

∑n
=1 ϱ = 1

and
∑m

j=1 ςj = 1.
Theorem 1: Let G j =

(
j, j, j

)
be the collection

of PcFSftNs, then the aggregated result obtained by using the
equation (1) is given by

PcFSftEWA (G11, G12, G13, . . . , Gnm)

= ⊕
m
j=1ςj

(
⊕
n
=1ϱ G j

)

=



∏m
j=1

(∏n
=1

(
1+ j

)ϱ )ςj
−
∏m

j=1

(∏n
=1

(
1− j

)ϱ )ςj

∏m
j=1

(∏n
=1

(
1+ j

)ϱ )ςj
+
∏m

j=1

(∏n
=1

(
1− j

)ϱ )ςj ,

2
∏m

j=1

(∏n
=1 ( j)

ϱ
)ςj

∏m
j=1

(∏n
=1 (2− j)

ϱ
)ςj

+
∏m

j=1

(∏n
=1 ( j)

ϱ
)ςj ,

2
∏m

j=1

(∏n
=1 ( j)

ϱ
)ςj

∏m
j=1

(∏n
=1 (2− j)

ϱ
)ςj

+
∏m

j=1

(∏n
=1 ( j)

ϱ
)ςj


(2)

where ( = 1, 2, 3, . . . , n) , (j = 1, 2, 3, . . . , m) and
ϱ , ςj denote the WVs with the condition that

∑n
=1 ϱ = 1

and
∑m

j=1 ςj = 1.
Proof: We will use the mathematical induction method

to prove the result

For n = 1 we get ϱ = 1, as shown in the equation at the
bottom of the next page.

Now for m = 1, we get ςj = 1

PcFSftEWA (G11, G12, G13, . . . , Gnm)

= ⊕
n
=1ϱ G 1

=



∏n
=1

(
1+ 1

)ϱ
−
∏n

=1

(
1− 1

)ϱ

∏n
=1

(
1+ 1

)ϱ
+
∏n

=1

(
1− 1

)ϱ ,

2
∏n

=1
(

1
)ϱ∏n

=1
(
2 − 1

)ϱ
+
∏n

=1
(

1
)ϱ ,

2
∏n

=1
(

1
)ϱ∏n

=1
(
2 − 1

)ϱ
+
∏n

=1
(
2 − 1

)ϱ



=



∏1
j=1

(∏n
=1

(
1+ j

)ϱ )ςj
−
∏1

j=1

(∏n
=1

(
1− j

)ϱ )ςj

∏1
j=1

(∏n
=1

(
1+ j

)ϱ )ςj
+
∏1

j=1

(∏n
=1

(
1− j

)ϱ )ςj ,

2
∏1

j=1
(∏n

=1
(

j

)ϱ )ςj∏1
j=1

(∏n
=1
(
2− j

)ϱ )ςj
+
∏1

j=1
(∏n

=1
(

j

)ϱ )ςj
,

2
∏1

j=1
(∏n

=1
(

j

)ϱ )ςj∏1
j=1

(∏n
=1
(
2− j

)ϱ )ςj
+
∏1

j=1
(∏n

=1
(

j

)ϱ )ςj


So equation (2) is valid for m = 1 and n = 1.
Now suppose that the above equation holds for n =

ℓ2, m = ℓ1 + 1 and for
n = ℓ2 + 1, m = ℓ1, then

PcFSftEWA (G11, G12, G13, . . . , Gnm)

= ⊕
ℓ1+1
j=1 ςj

(
⊕

ℓ2
=1ϱ G j

)

=




∏ℓ1+1

j=1

(∏ℓ2
=1

(
1 + j

)ϱ )ςj
−

∏ℓ1+1

j=1

(∏ℓ2

=1

(
1 − j

)ϱ )ςj



∏ℓ1+1

j=1

(∏ℓ2
=1

(
1 + j

)ϱ )ςj
+

∏ℓ1+1

j=1

(∏ℓ2

=1

(
1 − j

)ϱ )ςj


,

2
∏ℓ1+1

j=1

(∏ℓ2
=1

(
j

)ϱ )ςj
∏ℓ1+1

j=1

(∏ℓ2
=1

(
2 − j

)ϱ )ςj
+

∏ℓ1+1

j=1

(∏ℓ2

=1

(
j

)ϱ )ςj


,

2
∏ℓ1+1

j=1

(∏ℓ2
=1

(
j

)ϱ )ςj
∏ℓ1+1

j=1

(∏ℓ2
=1

(
2 − j

)ϱ )ςj
+

∏ℓ1+1

j=1

(∏ℓ2

=1

(
j

)ϱ )ςj





,
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= ⊕
ℓ1
j=1ςj

(
⊕

ℓ2+1
=1 ϱ G j

)

=




∏ℓ1

j=1

(∏ℓ2+1
=1

(
1 + j

)ϱ )ςj
−

∏ℓ1

j=1

(∏ℓ2+1

=1

(
1 − j

)ϱ )ςj



∏ℓ1

j=1

(∏ℓ2+1
=1

(
1 + j

)ϱ )ςj
+

∏ℓ1

j=1

(∏ℓ2+1

=1

(
1 − j

)ϱ )ςj


,

2
∏ℓ1

j=1

(∏ℓ2+1
=1

(
j

)ϱ )ςj
∏ℓ1

j=1

(∏ℓ2+1
=1

(
2 − j

)ϱ )ςj
+

∏ℓ1

j=1

(∏ℓ2+1

=1

(
j

)ϱ )ςj


,

2
∏ℓ1

j=1

(∏ℓ2+1
=1

(
j

)ϱ )ςj
∏ℓ1

j=1

(∏ℓ2+1
=1

(
2 − j

)ϱ )ςj

+

∏ℓ1

j=1

(∏ℓ2+1

=1

(
j

)ϱ )ςj




Now suppose that the above equation holds for n = ℓ2 +

1, m = ℓ1 + 1 then

PcFSftEWA (G11, G12, G13, . . . , Gnm)

= ⊕
ℓ1+1
j=1 ςj

(
⊕

ℓ2+1
=1 ϱ G j

)
= ⊕

ℓ1+1
j=1 ςj

(
⊕

ℓ2
=1ϱ G j⊕ϱ +1G(ℓ2+1)j

)
=

(
⊕

ℓ1+1
j=1 ⊕

ℓ2
=1ϱ ςjG j

)
⊕

(
⊕

ℓ1+1
j=1 ςjϱ +1G(ℓ2+1)j

)

=




∏ℓ1+1

j=1

(∏ℓ2
=1

(
1 + j

)ϱ )ςj
−

∏ℓ1+1

j=1

(∏ℓ2

=1

(
1 − j

)ϱ )ςj



∏ℓ1+1

j=1

(∏ℓ2
=1

(
1 + j

)ϱ )ςj
+

∏ℓ1+1

j=1

(∏ℓ2

=1

(
1 − j

)ϱ )ςj


⊕


∏ℓ1+1

j=1

((
1 + (ℓ2+1)j

)ϱ(ℓ2+1)
)ςj

−∏ℓ1+1

j=1

((
1 − (ℓ2+1)j

)ϱ(ℓ2+1)
)ςj



∏ℓ1+1

j=1

((
1 + (ℓ2+1)j

)ϱ(ℓ2+1)
)ςj

+∏ℓ1+1

j=1

((
1 − (ℓ2+1)j

)ϱ(ℓ2+1)
)ςj


,

2
∏ℓ1+1

j=1

(∏ℓ2
=1

(
j

)ϱ )ςj
∏ℓ1+1

j=1

(∏ℓ2
=1

(
2 − j

)ϱ )ςj
+∏ℓ1+1

j=1

(∏ℓ2

=1

(
j

)ϱ )ςj


⊕

2
∏ℓ1+1

j=1

((
(ℓ2+1)j

)ϱ(ℓ2+1)
)ςj∏ℓ1+1

j=1

((
2 − (ℓ2+1)j

)ϱ(ℓ2+1)
)ςj

+∏ℓ1+1

j=1

((
(ℓ2+1)j

)ϱ(ℓ2+1)
)ςj

,

2
∏ℓ1+1

j=1

(∏ℓ2
=1

(
j

)ϱ )ςj
∏ℓ1+1

j=1

(∏ℓ2
=1

(
2 − j

)ϱ )ςj
+∏ℓ1+1

j=1

(∏ℓ2

=1

(
j

)ϱ )ςj


⊕

2
∏ℓ1+1

j=1

((
(ℓ2+1)j

)ϱ(ℓ2+1)
)ςj(∏ℓ1+1

j=1

((
2 − (ℓ2+1)j

)ϱ(ℓ2+1)
)ςj

+∏ℓ1+1

j=1

((
(ℓ2+1)j

)ϱ(ℓ2+1)
)ςj

)


PcFSftEWA (G11, G12, G13, . . . , Gnm) = ⊕

m
j=1ςjG1j

=



∏m
j=1

(
1+ 1j

)ςj
−
∏m

j=1

(
1− 1j

)ςj

∏m
j=1

(
1+ 1j

)ςj
+
∏m

j=1

(
1− 1j

)ςj ,

2
∏m

j=1 ( 1j)
ςj∏m

j=1 (2 − 1j)
ςj +

∏m
j=1 ( 1j)

ςj
,

2
∏m

j=1 ( 1j)
ςj∏m

j=1 (2 − 1j)
ςj +

∏m
j=1 (2 − 1j)

ςj



=



∏m
j=1

(∏1
=1

(
1+ j

)ϱ )ςj
−
∏m

j=1

(∏1
=1

(
1− j

)ϱ )ςj

∏m
j=1

(∏1
=1

(
1+ j

)ϱ )ςj
+
∏m

j=1

(∏1
=1

(
1− j

)ϱ )ςj ,

2
∏m

j=1

(∏1
=1
(

j

)ϱ )ςj

∏m
j=1

(∏1
=1
(
2 − j

)ϱ )ςj
+
∏m

j=1

(∏1
=1
(

j

)ϱ )ςj
,

2
∏m

j=1

(∏1
=1
(

j

)ϱ )ςj

∏m
j=1

(∏1
=1
(
2 − j

)ϱ )ςj
+
∏m

j=1

(∏1
=1
(

j

)ϱ )ςj


.
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=




∏ℓ1+1

j=1

(∏ℓ2+1
=1

(
1 + j

)ϱ )ςj
−∏ℓ1+1

j=1

(∏ℓ2+1

=1

(
1 − j

)ϱ )ςj



∏ℓ1+1

j=1

(∏ℓ2+1
=1

(
1 + j

)ϱ )ςj
+∏ℓ1+1

j=1

(∏ℓ2+1

=1

(
1 − j

)ϱ )ςj


,

2
∏ℓ1+1

j=1

(∏ℓ2+1
=1

(
j

)ϱ )ςj
∏ℓ1+1

j=1

(∏ℓ2+1
=1

(
2 − j

)ϱ )ςj
+∏ℓ1+1

j=1

(∏ℓ2+1

=1

(
j

)ϱ )ςj


,

2
∏ℓ1+1

j=1

(∏ℓ2+1
=1

(
j

)ϱ )ςj
∏ℓ1+1

j=1

(∏ℓ2+1
=1

(
2 − j

)ϱ )ςj
+∏ℓ1+1

j=1

(∏ℓ2+1

=1

(
j

)ϱ )ςj




= ⊕

ℓ1+1
j=1 ςj

(
⊕

ℓ2+1
=1 ϱ G j

)

Hence the result is true for m = ℓ1 + 1 and n = ℓ2 + 1.
Example 1: Suppose a company wants to install the

best software ‘‘X ’’ and a team of four experts ∁ ={
∁1, ∁2, ∁3, ∁4

}
is invited to give their assessment. Let

ϱ = (0.18, 0.24, 0.32, 0.26) denote the WVs for experts.
Assume that the collection π =

{
π1 = Usability, π2 =

Efficiency, π3 = Reliability, π4 = Accuracy
}
denote the

set of parameters with WVs ςj = (0.19, 0.31, 0.22, 0.28).
Assume that the experts present their analysis as PcFSftNs
given in Table 1.

Now we use equation (2) to get the result, as shown in the
equation at the bottom of the page.

Theorem 2: Let G j =
(

j, j, j

)
be the collection

of PcFSftNs, then

PcFSftWA (G11, G12, G13, . . . , Gnm)

≥ PcFSftEWA (G11, G12, G13, . . . , Gnm)

where ϱ , ςj denote the WVs such as ϱ , ςj> 0 using the
constraint that

∑n
=1 ϱ = 1 and

∑m
j=1 ςj = 1.

Proof: As we know that∏m

j=1

(∏n

=1

(
1 + j

)ϱ )ςj

+

∏m

j=1

(∏n

=1

(
1 − j

)ϱ )ςj

≤

∑m

j=1
ςj

∑n

=1
ϱ
(
1 + j

)
+

∑m

j=1
ςj

∑n

=1
ϱ
(
1 − j

)
,∏m

j=1

(∏n

=1

(
1 + j

)ϱ )ςj

+

∏m

j=1

(∏n

=1

(
1 − j

)ϱ )ςj
≤

√
2∏m

j=1
(∏n

=1
(
1 + j

)ϱ )ςj
−
∏m

j=1
(∏n

=1
(
1 − j

)ϱ )ςj∏m
j=1

(∏n
=1
(
1 + j

)ϱ )ςj
+
∏m

j=1
(∏n

=1
(
1 − j

)ϱ )ςj

≤ 1 −
∏m

j=1

(∏n

=1

(
1 − j

)ϱ )ςj
(3)

Again∏m

j=1

(∏n

=1

(
2 − j

)ϱ )ςj

+

∏m

j=1

(∏n

=1

(
j

)ϱ )ςj

≤

∑m

j=1
ςj

∑n

=1
ϱ
(
2 − j

)
+

∑m

j=1
ςj

∑n

=1
ϱ
(

j

)
,

PcFSftEWA (G11, G12, G13, . . . , Gnm) = ⊕
m
j=1ςj

(
⊕
n
=1ϱ G j

)

=



∏m
j=1

(∏n
=1

(
1+ j

)ϱ )ςj
−
∏m

j=1

(∏n
=1

(
1− j

)ϱ )ςj

∏m
j=1

(∏n
=1

(
1+ j

)ϱ )ςj
+
∏m

j=1

(∏n
=1

(
1− j

)ϱ )ςj ,

2
∏m

j=1
(∏n

=1
(

j

)ϱ )ςj∏m
j=1

(∏n
=1
(
2 − j

)ϱ )ςj
+
∏m

j=1
(∏n

=1
(

j

)ϱ )ςj
,

2
∏m

j=1
(∏n

=1
(

j

)ϱ )ςj∏m
j=1

(∏n
=1
(
2 − j

)ϱ )ςj
+
∏m

j=1
(∏n

=1
(

j

)ϱ )ςj



=



∏4
j=1

(∏4
=1

(
1+ j

)ϱ )ςj
−
∏4

j=1

(∏4
=1

(
1− j

)ϱ )ςj

∏4
j=1

(∏4
=1

(
1+ j

)ϱ )ςj
+
∏4

j=1

(∏4
=1

(
1− j

)ϱ )ςj ,

2
∏4

j=1

(∏4
=1
(

j

)ϱ )ςj

∏4
j=1

(∏4
=1
(
2 − j

)ϱ )ςj
+
∏4

j=1

(∏4
=1
(

j

)ϱ )ςj
,

2
∏4

j=1

(∏4
=1
(

j

)ϱ )ςj

∏4
j=1

(∏4
=1
(
2 − j

)ϱ )ςj
+
∏4

j=1

(∏4
=1
(

j

)ϱ )ςj
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=





{
(1 + 0.21)18 × (1 + 0.19)24 × (1 + 0.31)32 × (1 + 0.11)26

}19
×{

(1 + 0.41)18 × (1 + 0.15)24 × (1 + 0.24)32 × (1 + 0.27)26
}31

×{
(1 + 0.30)18 × (1 + 0.11)24 × (1 + 0.17)32 × (1 + 0.41)26

}22
×{

(1 + 0.10)18 × (1 + 0.50)24 × (1 + 0.11)32 × (1 + 0.19)26
}28

−{
(1 − 0.21)18 × (1 − 0.19)24 × (1 − 0.31)32 × (1 − 0.11)26

}19
×{

(1 − 0.41)18 × (1 − 0.15)24 × (1 − 0.24)32 × (1 − 0.27)26
}31

×{
(1 − 0.30)18 × (1 − 0.11)24 × (1 − 0.17)32 × (1 − 0.41)26

}22
×{

(1 − 0.10)18 × (1 − 0.50)24 × (1 − 0.11)32 × (1 − 0.19)26
}28

{
(1 + 0.21)18 × (1 + 0.19)24 × (1 + 0.31)32 × (1 + 0.11)26

}19
×{

(1 + 0.41)18 × (1 + 0.15)24 × (1 + 0.24)32 × (1 + 0.27)26
}31

×{
(1 + 0.30)18 × (1 + 0.11)24 × (1 + 0.17)32 × (1 + 0.41)26

}22
×{

(1 + 0.10)18 × (1 + 0.50)24 × (1 + 0.11)32 × (1 + 0.19)26
}28

+{
(1 − 0.21)18 × (1 − 0.19)24 × (1 − 0.31)32 × (1 − 0.11)26

}19
×{

(1 − 0.41)18 × (1 − 0.15)24 × (1 − 0.24)32 × (1 − 0.27)26
}31

×{
(1 − 0.30)18 × (1 − 0.11)24 × (1 − 0.17)32 × (1 − 0.41)26

}22
×{

(1 − 0.10)18 × (1 − 0.50)24 × (1 − 0.11)32 × (1 − 0.19)26
}28



,



2



{
(0.23)18 × (0.13)24 × (0.33)32 × (0.13)26

}19
×{

(0.20)18 × (0.16)24 × (0.25)32 × (0.28)26
}31

×{
(0.29)18 × (0.40)24 × (0.13)32 × (0.42)26

}22
×{

(0.20)18 × (0.15)24 × (0.53)32 × (0.20)26
}28



{
(2 − 0.23)18 × (2 − 0.13)24 × (2 − 0.33)32 × (2 − 0.13)26

}19
×{

(2 − 0.20)18 × (2 − 0.16)24 × (2 − 0.25)32 × (2 − 0.28)26
}31

×{
(2 − 0.29)18 × (2 − 0.40)24 × (2 − 0.13)32 × (2 − 0.42)26

}22
×{

(2 − 0.20)18 × (2 − 0.15)24 × (2 − 0.53)32 × (2 − 0.20)26
}28


+



{
(0.23)18 × (0.13)24 × (0.33)32 × (0.13)26

}19
×{

(0.20)18 × (0.16)24 × (0.25)32 × (0.28)26
}31

×{
(0.29)18 × (0.40)24 × (0.13)32 × (0.42)26

}22
×{

(0.20)18 × (0.15)24 × (0.53)32 × (0.20)26
}28





,



2



{
(0.24)18 × (0.14)24 × (0.34)32 × (0.15)26

}19
×{

(0.17)18 × (0.18)24 × (0.26)32 × (0.29)26
}31

×{
(0.27)18 × (0.24)24 × (0.14)32 × (0.14)26

}22
×{

(0.30)18 × (0.16)24 × (0.13)32 × (0.21)26
}28




{
(2 − 0.24)18 × (2 − 0.14)24 × (2 − 0.34)32 × (2 − 0.15)26

}19
×{

(2 − 0.17)18 × (2 − 0.18)24 × (2 − 0.26)32 × (2 − 0.29)26
}31

×{
(2 − 0.27)18 × (2 − 0.24)24 × (2 − 0.14)32 × (2 − 0.14)26

}22
×{

(2 − 0.30)18 × (2 − 0.16)24 × (2 − 0.13)32 × (2 − 0.21)26
}28


+



{
(0.24)18 × (0.14)24 × (0.34)32 × (0.15)26

}19
×{

(0.17)18 × (0.18)24 × (0.26)32 × (0.29)26
}31

×{
(0.27)18 × (0.24)24 × (0.14)32 × (0.14)26

}22
×{

(0.30)18 × (0.16)24 × (0.13)32 × (0.21)26
}28






= (0.2393, 0.23777, 0.1998)
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TABLE 1. Pc F Sft information.

∏m

j=1

(∏n

=1

(
2 − j

)ϱ )ςj

+

∏m

j=1

(∏n

=1

(
j

)ϱ )ςj
≤

√
2

2
∏m

j=1
(∏n

=1
(

j

)ϱ )ςj∏m
j=1

(∏n
=1
(
2 − j

)ϱ )ςj
+
∏m

j=1
(∏n

=1
(

j

)ϱ )ςj

≥

∏m

j=1

(∏n

=1

(
j

)ϱ )ςj
(4)

Similarly,

2
∏m

j=1
(∏n

=1
(

j

)ϱ )ςj∏m
j=1

(∏n
=1
(
2 − j

)ϱ )ςj
+
∏m

j=1
(∏n

=1
(

j

)ϱ )ςj

≥

∏m

j=1

(∏n

=1

(
j

)ϱ )ςj
(5)

Let PcFSftWA (G11, G12, G13, . . . , Gnm) = G
=

(
G, G, G

)
and PcFSftEWA (G11, G12, G13,

. . . , Gnm) = G◦

=
(

G◦ , G◦ , G◦

)
. Then, (3), (4),

and (5) can be converted into the forms G≥ G◦ , G≤ G◦

and G≤ G◦ . Hence S (G) = G − G − G≥ G◦ − G◦ −

G◦ = S
(
G◦)

. So, S (G) ≥S
(
G◦)

.

If S (G) > S
(
G◦)

then

PcFSftWA (G11, G12, G13, . . . , Gnm)

≥ PcFSftEWA (G11, G12, G13, . . . , Gnm) (6)

If S (G) = S
(
G◦)

then G− G− G = G◦ − G◦ − G◦ =

S
(
G◦)

. Hence, G = G◦ , G = G◦ and G = G◦ then
the accuracy function A (G) = G+ G+ G = G◦ + G◦ +

PcFSftWA (G11, G12, G13, . . . , Gnm)

=


1 −

∏4
j=1

(∏4
=1
(
1 − j

)ϱ )ςj
,∏4

j=1

(∏4

=1

(
j

)ϱ )ςj

,∏4

j=1

(∏4

=1

(
j

)ϱ )ςj


PcFSftWA (G11, G12, G13, G44)

=



1 −



{
(1 − 0.21)18 × (1 − 0.19)24 × (1 − 0.31)32 × (1 − 0.11)26

}19
×{

(1 − 0.41)18 × (1 − 0.15)24 × (1 − 0.24)32 × (1 − 0.27)26
}31

×{
(1 − 0.30)18 × (1 − 0.11)24 × (1 − 0.17)32 × (1 − 0.41)26

}22
×{

(1 − 0.10)18 × (1 − 0.50)24 × (1 − 0.11)32 × (1 − 0.19)26
}28


,





{
(0.23)18 × (0.20)24 × (0.29)32 × (0.20)26

}19
×{

(0.13)18 × (0.16)24 × (0.40)32 × (0.15)26
}31

×{
(0.33)18 × (0.25)24 × (0.13)32 × (0.53)26

}22
×{

(0.13)18 × (0.28)24 × (0.42)32 × (0.20)26
}28




,





{
(0.24)18 × (0.17)24 × (0.27)32 × (0.30)26

}19
×{

(0.14)18 × (0.18)24 × (0.24)32 × (0.16)26
}31

×{
(0.34)18 × (0.26)24 × (0.14)32 × (0.13)26

}22
×{

(0.15)18 × (0.29)24 × (0.14)32 × (0.21)26
}28






= (0.2452, 0.2343, 0.1987) .
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G◦ = A
(
G◦)

. Thus

PcFSftWA (G11, G12, G13, . . . , Gnm)

= PcFSftEWA (G11, G12, G13, . . . , Gnm) (7)

From (6) and (7), we get

PcFSftWA (G11, G12, G13, . . . , Gnm)

≥ PcFSftEWA (G11, G12, G13, . . . , Gnm) .

Example 2: Consider all data from example 1 and aggre-
gate the given data by using as shown in the equation at the
bottom of the previous page.

Since the score value forPcFSftWA (G11, G12, G13, G44)

= −0.1877 and PcFSftEWA (G11, G12, G13, G44)

= −0.1981.
Hence from examples 1 and 2, it is proven that

PcFSftWA (G11, G12, G13, . . . , Gnm)

≥ PcFSftEWA (G11, G12, G13, . . . , Gnm) .

C. PROPERTIES OF PICTURE FUZZY SOFT EINSTEIN
WEIGHTED AVERAGE OPERATORS
In this section, we will discuss the basic properties like
Idempotency, Boundedness, and Homogeneity.

1. Idempotency: If G j =
(

j, j, j

)
= G

=
(

, ,
)
for all , j, then

PcFSftEWA (G11, G12, G13, . . . , Gnm) = G.

Proof: As we know that

PcFSftEWA (G11, G12, G13, . . . , Gnm)

=



((
1+ j

)∑n
=1 ϱ

)∑m
j=1 ςj

−

((
1− j

)∑n
=1 ϱ

)∑m
j=1 ςj

((
1+ j

)∑n
=1 ϱ

)∑m
j=1 ςj

+

((
1+ j

)∑n
=1 ϱ

)∑m
j=1 ςj

,

2
((

j

)∑n
=1 ϱ

)∑m
j=1 ςj

((
2 − j

)∑n
=1 ϱ

)∑m
j=1 ςj

+

((
j

)∑n
=1 ϱ

)∑m
j=1 ςj

,

2
((

j

)∑n
=1 ϱ

)∑m
j=1 ςj

((
2 − j

)∑n
=1 ϱ

)∑m
j=1 ςj

+

((
j

)∑n
=1 ϱ

)∑m
j=1 ςj



=


(
1+ j

)
−

(
1− j

)
(
1+ j

)
−

(
1− j

) , 2( j)
(2− j)+( j)

,

2
(

j

)(
2 − j

)
+
(

j

)


=


(
1+

)
−

(
1−

)
(
1+

)
+

(
1−

) , 2( )
(2− )+( )

,

2 ( )

(2 − ) + ( )


=
(

, ,
)

= G.

2. Boundedness: Let G j =
(

j, j, j

)
be the

collection of PcFSftNs and Gmin = min
(
G j

)
and Gmax =

max
(
G j

)
. Then Gmin≤PcFSftEWA (G11, G12, G13,

. . . , Gnm) ≤Gmax .

Proof: Let f (a) = (1−a/1+a) , a∈ [0, 1] then
d/d(f (a)) = d/da (1−a/1+a) = −2/(1+a)2< 0 that shows that
f (a) is a decreasing function on [0, 1]. So, min≤ j≤ max
for all , j. Hence f

(
min
)
≤f

(
j

)
≤f

(
max
)
.

Assume that ϱ , ςj are the WVs such that ϱ , ςj and∑n
=1 ϱ = 1 and

∑m
j=1 ςj = 1. We have

⇐⇒

∏m

j=1

(∏n

=1

(
1 − max

1 + max

)ϱ )ςj

≤

∏m

j=1

(∏n

=1

(
1 − j

1 + j

)ϱ )ςj

≤

∏m

j=1

(∏n

=1

(
1 − min

1 + min

)ϱ )ςj

⇐⇒

((
1 − max

1 + max

)∑n
=1 ϱ

)∑m
j=1 ςj

≤

∏m

j=1

(∏n

=1

(
1 − j

1 + j

)ϱ )ςj

≤

((
1 − min

1 + min

)∑n
=1 ϱ

)∑m
j=1 ςj

⇐⇒1+

(
1 − max

1+ max

)
≤1+

∏m

j=1

(∏n

=1

(
1 − j

1+ j

)ϱ )ςj

≤1 +

(
1 − min

1 + min

)
⇐⇒

(
2

1 + max

)
≤1 +

∏m

j=1

(∏n

=1

(
1 − j

1 + j

)ϱ )ςj

≤

(
2

1 + min

)
⇐⇒

(
1 + min

2

)
≤

1

1 +
∏m

j=1

(∏n
=1

(
1− j

1+ j

)ϱ )ςj

≤

(
1 + max

2

)
⇐⇒

(
1 + min

)
≤

2

1 +
∏m

j=1

(∏n
=1

(
1− j

1+ j

)ϱ )ςj

≤
(
1 + max

)
⇐⇒

(
1 + min−1

)
≤

2

1 +
∏m

j=1

(∏n
=1

(
1− j

1+ j

)ϱ )ςj
−1

≤
(
1 + max

)
− 1

⇐⇒
(

min
)
≤

2

1 +
∏m

j=1

(∏n
=1

(
1− j

1+ j

)ϱ )ςj
− 1

≤
(

max
)

⇐⇒
(

min
)
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≤

∏m
j=1

(∏n
=1
(
1 + j

)ϱ )ςj
−
∏m

j=1
(∏n

=1
(
1 − j

)ϱ )ςj∏m
j=1

(∏n
=1
(
1 + j

)ϱ )ςj
+
∏m

j=1
(∏n

=1
(
1 − j

)ϱ )ςj

≤
(

max
)

(8)

Now assume that g (a) =
(2−a)
(a)

for a∈ [0, 1] then

d/da

(
(2−a)
(a)

)
=

−2
a2 < 0. Hence g (a) is a decreasing

function in [0, 1]. As min≤ j≤ max for all , j, then
g ( max) ≤g

(
j

)
≤g ( min) .

So, (2− max)
( max)

≤
(2− j)
( j)

≤
(2− min)
( min)

.Assume that ϱ , ςj are

theWVs such that ϱ , ςj and
∑n

=1 ϱ = 1 and
∑m

j=1 ςj = 1.
We have

⇐⇒

∏m

j=1

(∏n

=1

(
2 − max

max

)ϱ )ςj

≤

∏m

j=1

(∏n

=1

(
2 − j

j

)ϱ )ςj

≤

∏m

j=1

(∏n

=1

(
2 − min

min

)ϱ )ςj

⇐⇒

((
2 − max

max

)∑n
=1 ϱ =1

)∑m
j=1 ςj=1

≤

∏m

j=1

(∏n

=1

(
2 − j

j

)ϱ )ςj

≤

((
2 − min

min

)∑n
=1 ϱ =1

)∑m
j=1 ςj=1

⇐⇒ 1 +

(
2 − max

max

)
≤1 +

∏m

j=1

(∏n

=1

(
2 − j

j

)ϱ )ςj

≤1 +

(
2 − min

min

)
⇐⇒

(
2

max

)
≤1 +

∏m

j=1

(∏n

=1

(
2 − j

j

)ϱ )ςj

≤

(
2

min

)

⇐⇒

(
min

2

)
≤

 1

1 +
∏m

j=1

(∏n
=1

(
2− j

j

)ϱ )ςj


≤

(
max

2

)
⇐⇒ ( min) ≤

 2

1 +
∏m

j=1

(∏n
=1

(
2− j

j

)ϱ )ςj


≤ ( max)

⇐⇒ ( min)

≤
2
∏m

j=1
(∏n

=1
(

j

)ϱ )ςj∏m
j=1

(∏n
=1
(
2 − j

)ϱ )ςj
+
∏m

j=1
(∏n

=1
(

j

)ϱ )ςj

≤ ( max) (9)

Similarly,

( min)

≤
2
∏m

j=1
(∏n

=1
(

j

)ϱ )ςj∏m
j=1

(∏n
=1
(
2 − j

)ϱ )ςj
+
∏m

j=1
(∏n

=1
(

j

)ϱ )ςj

≤ ( max) (10)

Let PcFSftEWA (G11, G12, G13, . . . , Gnm) = G.

Then inequalities (8), (9), and (10) can be written as
min≤ ≤ max , min≤ ≤ max and min≤ ≤ max . Thus
S (G) = G − G − G≤ max − min− min = S (Zmax) and
S (G) = G − G − G≤ min − max − max = S (Zmin) .

If S (G) < S (Zmax) and S (G) > S (Zmin) then

Gmin≤PcFSftEWA (G11, G12, G13, . . . , Gnm) ≤Gmax

If S (G) = S (Zmax) then = max , = max and =

max . Then S (G) = − − = max − max − max =

S (Zmax) . Therefore,

PcFSftEWA (G11, G12, G13, . . . , Gnm) = Gmax

If S (G) = S (Zmin) then − − = min − min − min
that is = min, = min and = min.

Thus A (G) = + + = min+ min+ min = A (Zmin)

PcFSftEWA (G11, G12, G13, . . . , Gnm) = Gmin

Thus

Gmin≤PcFSftEWA (G11, G12, G13, . . . , Gnm) ≤Gmax .

3. Homogeneity: Let G j =
(

j, j, j

)
be the

collection of PcFSftNs and p >0 then

PcFSftEWA (pG11, pG12, pG13, . . . , pGnm)

= pPcFSftEWA (G11, G12, G13, . . . , Gnm) .

Proof: Let G j =
(

j, j, j

)
be a PcFSftN and

p >0 then

pG j =


(
1+ j

)p
−

(
1− j

)p(
1+ j

)p
+

(
1− j

)p ,
2( j)

p

(2− j)
p
+( j)

p ,

2
(

j

)p(
2 − j

)p
+
(

j

)p


So,

PcFSftEWA (pG11, pG12, pG13, . . . , pGnm)

=



∏m
j=1

(∏n
=1

(
1+ j

)ϱ )ςj
−
∏m

j=1

(∏n
=1

(
1− j

)ϱ )ςj

∏m
j=1

(∏n
=1

(
1+ j

)ϱ )ςj
+
∏m

j=1

(∏n
=1

(
1− j

)ϱ )ςj ,

2
∏m

j=1
(∏n

=1
(

j

)ϱ )ςj∏m
j=1

(∏n
=1
(
2 − j

)ϱ )ςj
+
∏m

j=1
(∏n

=1
(

j

)ϱ )ςj
,

2
∏m

j=1
(∏n

=1
(

j

)ϱ )ςj∏m
j=1

(∏n
=1
(
2 − j

)ϱ )ςj
+
∏m

j=1
(∏n

=1
(

j

)ϱ )ςj
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=



(∏m
j=1

(∏n
=1
(
1 + j

)ϱ )ςj
)p

−(∏m

j=1

(∏n

=1

(
1 − j

)ϱ )ςj
)p

(∏m
j=1

(∏n
=1
(
1 + j

)ϱ )ςj
)p

+(∏m

j=1

(∏n

=1

(
1 − j

)ϱ )ςj
)p

,

2
(∏m

j=1
(∏n

=1
(

j

)ϱ )ςj
)p

(∏m
j=1

(∏n
=1
(
2 − j

)ϱ )ςj
)p

+(∏m

j=1

(∏n

=1

(
j

)ϱ )ςj
)p

,

2
(∏m

j=1
(∏n

=1
(

j

)ϱ )ςj
)p

(∏m
j=1

(∏n
=1
(
2 − j

)ϱ )ςj
)p

+(∏m

j=1

(∏n

=1

(
j

)ϱ )ςj
)p


= pPcFSftEWA (G11, G12, G13, . . . , Gnm) .

D. PICTURE FUZZY SOFT EINSTEIN WEIGHTED
GEOMETRIC AGGREGATION OPERATORS
Definition 7: Let G j =

(
j, j, j

)
be the collection

of PFSNs, then picture fuzzy soft Einstein weighted average(
PcFSftEWG

)
an operator is defined by

PcFSftEWG (G11, G12, G13, . . . , Gnm)

= ⊗
m
j=1ςj

(
⊗
n
=1ϱ G j

)
(11)

where ( = 1, 2, 3, . . . , n) , (j = 1, 2, 3, . . . , m) and
ϱ , ςj denote the WVs with the condition that

∑n
=1 ϱ = 1

and
∑m

j=1 ςj = 1.
Theorem 3: Let G j =

(
j, j, j

)
be the collection

of PcFSftNs, then the aggregated result obtained by using the
equation (28) is given by

PcFSftEWG (G11, G12, G13, . . . , Gnm)

= ⊗
m
j=1ςj

(
⊗
n
=1ϱ G j

)

=



2
∏m

j=1

(∏n
=1

(
j

)ϱ )ςj

∏m
j=1

(∏n
=1

(
2− j

)ϱ )ςj
+
∏m

j=1

(∏n
=1

(
j

)ϱ )ςj ,∏m
j=1

(∏n
=1 (1+ j)

ϱ
)ςj

−
∏m

j=1

(∏n
=1 (1− j)

ϱ
)ςj

∏m
j=1

(∏n
=1 (1+ j)

ϱ
)ςj

+
∏m

j=1

(∏n
=1 (1− j)

ϱ
)ςj∏m

j=1

(∏n
=1 (1+ j)

ϱ
)ςj

−
∏m

j=1

(∏n
=1 (1− j)

ϱ
)ςj

∏m
j=1

(∏n
=1 (1+ j)

ϱ
)ςj

+
∏m

j=1

(∏n
=1 (1− j)

ϱ
)ςj


(12)

where ( = 1, 2, 3, . . . , n) , (j = 1, 2, 3, . . . , m) and
ϱ , ςj denote the WVs with the condition that

∑n
=1 ϱ = 1

and
∑m

j=1 ςj = 1.
Proof: Here, we shall employ the mathematical induc-

tion method.
For n = 1 we get ϱ = 1, as shown in the equation at the

bottom of the next page.
Now for m = 1, we get ςj = 1, as shown in the equation

at the bottom of the next page.
So equation (12) is valid for m = 1 and n = 1.

Now suppose that the above equation holds for n =

ℓ2, m = ℓ1 + 1 and for n = ℓ2 + 1, m = ℓ1, then

PcFSftEWG (G11, G12, G13, . . . , Gnm)

= ⊗
ℓ1+1
j=1 ςj

(
⊗

ℓ2
=1ϱ G j

)

=



2
∏ℓ1+1

j=1

(∏ℓ2
=1

(
j

)ϱ )ςj
∏ℓ1+1

j=1

(∏ℓ2
=1

(
2 − j

)ϱ )ςj
+∏ℓ1+1

j=1

(∏ℓ2

=1

(
j

)ϱ )ςj


,


∏ℓ1+1

j=1

(∏ℓ2
=1

(
1 + j

)ϱ )ςj
−∏ℓ1+1

j=1

(∏ℓ2

=1

(
1 − j

)ϱ )ςj



∏ℓ1+1

j=1

(∏ℓ2
=1

(
1 + j

)ϱ )ςj
+∏ℓ1+1

j=1

(∏ℓ2

=1

(
1 − j

)ϱ )ςj



∏ℓ1+1

j=1

(∏ℓ2
=1

(
1 + j

)ϱ )ςj
−∏ℓ1+1

j=1

(∏ℓ2

=1

(
1 − j

)ϱ )ςj



∏ℓ1+1

j=1

(∏ℓ2
=1

(
1 + j

)ϱ )ςj
+∏ℓ1+1

j=1

(∏ℓ2

=1

(
1 − j

)ϱ )ςj





,

⊗
ℓ1
j=1ςj

(
⊗

ℓ2+1
=1 ϱ G j

)

=



2
∏ℓ1

j=1

(∏ℓ2+1
=1

(
j

)ϱ )ςj∏ℓ1
j=1

(∏ℓ2+1
=1

(
2 − j

)ϱ )ςj
+∏ℓ1

j=1

(∏ℓ2+1

=1

(
j

)ϱ )ςj

,

∏ℓ1
j=1

(∏ℓ2+1
=1

(
1 + j

)ϱ )ςj
−∏ℓ1

j=1

(∏ℓ2+1

=1

(
1 − j

)ϱ )ςj

∏ℓ1
j=1

(∏ℓ2+1
=1

(
1 + j

)ϱ )ςj
+∏ℓ1

j=1

(∏ℓ2+1

=1

(
1 − j

)ϱ )ςj

,

∏ℓ1
j=1

(∏ℓ2+1
=1

(
1 + j

)ϱ )ςj
−∏ℓ1

j=1

(∏ℓ2+1

=1

(
1 − j

)ϱ )ςj

∏ℓ1
j=1

(∏ℓ2+1
=1

(
1 + j

)ϱ )ςj
+∏ℓ1

j=1

(∏ℓ2+1

=1

(
1 − j

)ϱ )ςj


Now suppose that the above equation holds for n = ℓ2 +

1, m = ℓ1 + 1 then

PcFSftEWG (G11, G12, G13, . . . , Gnm)

= ⊗
ℓ1+1
j=1 ςj

(
⊗

ℓ2+1
=1 ϱ G j

)
= ⊗

ℓ1+1
j=1 ςj

(
⊗

ℓ2
=1ϱ G j ⊗ ϱ +1G(ℓ2+1)j

)
=

(
⊗

ℓ1+1
j=1 ⊗

ℓ2
=1ϱ ςjG j

)
⊗

(
⊗

ℓ1+1
j=1 ςjϱ +1G(ℓ2+1)j

)
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=



2
∏ℓ1+1

j=1

(∏ℓ2
=1

(
j

)ϱ )ςj∏ℓ1+1
j=1

(∏ℓ2
=1

(
2 − j

)ϱ )ςj
+∏ℓ1+1

j=1

(∏ℓ2

=1

(
j

)ϱ
)ςj

⊗

2
∏ℓ1+1

j=1

((
(ℓ2+1)j

)ϱ(ℓ2+1)
)ςj

∏ℓ1+1
j=1

((
2 − (ℓ2+1)j

)ϱ(ℓ2+1)
)ςj

+∏ℓ1+1

j=1

((
(ℓ2+1)j

)ϱ(ℓ2+1)
)ςj

,

∏ℓ1+1
j=1

(∏ℓ2
=1
(
1 + j

)ϱ )ςj
−∏ℓ1+1

j=1

(∏ℓ2

=1

(
1 − j

)ϱ )ςj

∏ℓ1+1
j=1

(∏ℓ2
=1
(
1 + j

)ϱ )ςj
+∏ℓ1+1

j=1

(∏ℓ2

=1

(
1 − j

)ϱ )ςj

⊗

∏ℓ1+1
j=1

((
1 + (ℓ2+1)j

)ϱ(ℓ2+1)
)ςj

−∏ℓ1+1

j=1

((
1 − (ℓ2+1)j

)ϱ(ℓ2+1)
)ςj

∏ℓ1+1
j=1

((
1 + (ℓ2+1)j

)ϱ(ℓ2+1)
)ςj

+∏ℓ1+1

j=1

((
1 − (ℓ2+1)j

)ϱ(ℓ2+1)
)ςj

,

∏ℓ1+1
j=1

(∏ℓ2
=1
(
1 + j

)ϱ )ςj
−∏ℓ1+1

j=1

(∏ℓ2

=1

(
1 − j

)ϱ )ςj

∏ℓ1+1
j=1

(∏ℓ2
=1
(
1 + j

)ϱ )ςj
+∏ℓ1+1

j=1

(∏ℓ2

=1

(
1 − j

)ϱ )ςj

⊗

∏ℓ1+1
j=1

((
1 + (ℓ2+1)j

)ϱ(ℓ2+1)
)ςj

−∏ℓ1+1

j=1

((
1 − (ℓ2+1)j

)ϱ(ℓ2+1)
)ςj

∏ℓ1+1
j=1

((
1 + (ℓ2+1)j

)ϱ(ℓ2+1)
)ςj

+∏ℓ1+1

j=1

((
1 − (ℓ2+1)j

)ϱ(ℓ2+1)
)ςj



=



2
∏ℓ1+1

j=1

(∏ℓ2+1
=1

(
j

)ϱ )ςj∏ℓ1+1
j=1

(∏ℓ2+1
=1

(
2 − j

)ϱ )ςj
+∏ℓ1+1

j=1

(∏ℓ2+1

=1

(
j

)ϱ )ςj

,

∏ℓ1+1
j=1

(∏ℓ2+1
=1

(
1 + j

)ϱ )ςj
−∏ℓ1+1

j=1

(∏ℓ2+1

=1

(
1 − j

)ϱ )ςj

∏ℓ1+1
j=1

(∏ℓ2+1
=1

(
1 + j

)ϱ )ςj
+∏ℓ1+1

j=1

(∏ℓ2+1

=1

(
1 − j

)ϱ )ςj

,

∏ℓ1+1
j=1

(∏ℓ2+1
=1

(
1 + j

)ϱ )ςj
−∏ℓ1+1

j=1

(∏ℓ2+1

=1

(
1 − j

)ϱ )ςj

∏ℓ1+1
j=1

(∏ℓ2+1
=1

(
1 + j

)ϱ )ςj
+∏ℓ1+1

j=1

(∏ℓ2+1

=1

(
1 − j

)ϱ )ςj


= ⊗

ℓ1+1
j=1 ςj

(
⊗

ℓ2+1
=1 ϱ G j

)
Hence the result is true for m = ℓ1 + 1 and n = ℓ2 + 1.
Example 3: Consider the data of example 1 and apply the

notion of PcFSftEWG aggregation operator, we get, as shown
in the equation at the bottom of the next page.

E. PROPERTIES OF PICTURE FUZZY SOFT EINSTEIN
WEIGHTED GEOMETRIC AGGREGATION OPERATORS
Here in this phase of the article, we have to discuss
some fundamental characteristics of PcFSftEWG aggregation
operators.

PcFSftEWG (G11, G12, G13, . . . , Gnm) = ⊗
m
j=1ςjG1j

=



2
∏m

j=1

(
1j

)ςj

∏m
j=1

(
2− 1j

)ςj
+
∏m

j=1

(
1j

)ςj ,∏m
j=1 (1+ 1j)

ςj −
∏m

j=1 (1 − 1j)
ςj∏m

j=1 (1+ 1j)
ςj +

∏m
j=1 (1 − 1j)

ςj
,∏m

j=1 (1+ 1j)
ςj −

∏m
j=1 (1 − 1j)

ςj∏m
j=1 (1+ 1j)

ςj +
∏m

j=1 (1 − 1j)
ςj


=



2
∏m

j=1

(∏1
=1

(
j

)ϱ )ςj

∏m
j=1

(∏1
=1

(
2− j

)ϱ )ςj
+
∏m

j=1

(∏1
=1

(
j

)ϱ )ςj ,∏m
j=1

(∏1
=1
(
1+ j

)ϱ )ςj
−
∏m

j=1

(∏1
=1
(
1− j

)ϱ )ςj

∏m
j=1

(∏1
=1
(
1+ j

)ϱ )ςj
+
∏m

j=1

(∏1
=1
(
1− j

)ϱ )ςj∏m
j=1

(∏1
=1
(
1+ j

)ϱ )ςj
−
∏m

j=1

(∏1
=1
(
1− j

)ϱ )ςj

∏m
j=1

(∏1
=1
(
1+ j

)ϱ )ςj
+
∏m

j=1

(∏1
=1
(
1− j

)ϱ )ςj


.

PcFSftEWG (G11, G12, G13, . . . , Gnm) = ⊗
n
=1ϱ G 1

=



2
∏n

=1

(
1

)ϱ

∏n
=1

(
2− 1

)ϱ
+
∏n

=1

(
1

)ϱ ,∏n
=1
(
1 + 1

)ϱ
−
∏n

=1
(
1 − 1

)ϱ∏n
=1
(
1 + 1

)ϱ
+
∏n

=1
(
1 − 1

)ϱ∏n
=1
(
1 + 1

)ϱ
−
∏n

=1
(
1 − 1

)ϱ∏n
=1
(
1 + 1

)ϱ
+
∏n

=1
(
1 − 1

)ϱ


=



2
∏1

j=1

(∏n
=1

(
j

)ϱ )ςj

∏1
j=1

(∏n
=1

(
2− j

)ϱ )ςj
+
∏1

j=1

(∏n
=1

(
j

)ϱ )ςj ,∏1
j=1

(∏n
=1
(
1 + j

)ϱ )ςj
−
∏1

j=1
(∏n

=1
(
1 − j

)ϱ )ςj∏1
j=1

(∏n
=1
(
1 + j

)ϱ )ςj
+
∏1

j=1
(∏n

=1
(
1 − j

)ϱ )ςj∏1
j=1

(∏n
=1
(
1 + j

)ϱ )ςj
−
∏1

j=1
(∏n

=1
(
1 − j

)ϱ )ςj∏1
j=1

(∏n
=1
(
1 + j

)ϱ )ςj
+
∏1

j=1
(∏n

=1
(
1 − j

)ϱ )ςj
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(1) Idempotency: If G j =
(

j, j, j

)
= G

=
(

, ,
)
for all , j, then

PcFSftEWG (G11, G12, G13, . . . , Gnm) = G.

Proof: As we know that

PcFSftEWG (G11, G12, G13, . . . , Gnm)

=



2
((

j

)∑n
=1 ϱ

)∑m
j=1 ςj

((
2− j

)∑n
=1 ϱ

)∑m
j=1 ςj

+

((
j

)∑n
=1 ϱ

)∑m
j=1 ςj

,

((
1 + j

)∑n
=1 ϱ

)∑m
j=1 ςj

−

((
1 − j

)∑n
=1 ϱ

)∑m
j=1 ςj

((
1 + j

)∑n
=1 ϱ

)∑m
j=1 ςj

+

((
1 + j

)∑n
=1 ϱ

)∑m
j=1 ςj((

1 + j

)∑n
=1 ϱ

)∑m
j=1 ςj

−

((
1 − j

)∑n
=1 ϱ

)∑m
j=1 ςj

((
1 + j

)∑n
=1 ϱ

)∑m
j=1 ςj

+

((
1 + j

)∑n
=1 ϱ

)∑m
j=1 ςj



=


2
(

j

)
(
2− j

)
+

(
j

) , (1+ j)−(1− j)
(1+ j)+(1− j)(

1 + j

)
−
(
1 − j

)(
1 + j

)
+
(
1 − j

)


=

 2
( )

(2− )+( )
, (1+ )−(1− )

(1+ )+(1− )
(1 + ) − (1 − )

(1 + ) + (1 − )


=
(

, ,
)

= G

(2) Boundedness: Let G j =
(

j, j, j

)
be the

collection of PcFSftNs and p >0 then

PcFSftEWG (pG11, pG12, pG13, . . . , pGnm)

= pPcFSftEWG (G11, G12, G13, . . . , Gnm) .

Proof: Let f (a) =
(2−a)
(a)

for a∈ [0, 1] then

d/da

(
(2−a)
(a)

)
=

−2
a2 < 0. Hence f (a) is a decreasing

function in [0, 1]. As min≤ j≤ max for all , j, then
f
(

max
)
≤f

(
j

)
≤f

(
min
)
.

So,

(
2− max

)
(

max

) ≤

(
2− j

)
(

j

) ≤

(
2− min

)
(

min

) . Assume that ϱ , ςj are

theWVs such that ϱ , ςj and
∑n

=1 ϱ = 1 and
∑m

j=1 ςj = 1.
We have

⇐⇒

∏m

j=1

(∏n

=1

(
2 − max

max

)ϱ )ςj

≤

∏m

j=1

(∏n

=1

(
2 − j

j

)ϱ )ςj

≤

∏m

j=1

(∏n

=1

(
2 − min

min

)ϱ )ςj

⇐⇒ 1 +

(
2 − max

max

)
≤1 +

∏m

j=1

(∏n

=1

(
2 − j

j

)ϱ )ςj

≤1 +

(
2 − min

min

)
⇐⇒

(
2

max

)
≤1 +

∏m

j=1

(∏n

=1

(
2 − j

j

)ϱ )ςj

≤

(
2

min

)
⇐⇒

(
min

2

)

PcFSftEWG (G11, G12, G13, . . . , Gnm)

= ⊗
m
j=1ςj

(
⊗
n
=1ϱ G j

)

=



2
∏m

j=1

(∏n
=1

(
j

)ϱ )ςj

∏m
j=1

(∏n
=1

(
2− j

)ϱ )ςj
+
∏m

j=1

(∏n
=1

(
j

)ϱ )ςj ,∏m
j=1

(∏n
=1
(
1 + j

)ϱ )ςj
−
∏m

j=1
(∏n

=1
(
1 − j

)ϱ )ςj∏m
j=1

(∏n
=1
(
1 + j

)ϱ )ςj
+
∏m

j=1
(∏n

=1
(
1 − j

)ϱ )ςj∏m
j=1

(∏n
=1
(
1 + j

)ϱ )ςj
−
∏m

j=1
(∏n

=1
(
1 − j

)ϱ )ςj∏m
j=1

(∏n
=1
(
1 + j

)ϱ )ςj
+
∏m

j=1
(∏n

=1
(
1 − j

)ϱ )ςj



=



2
∏4

j=1

(∏4
=1

(
j

)ϱ )ςj

∏4
j=1

(∏4
=1

(
2− j

)ϱ )ςj
+
∏4

j=1

(∏4
=1

(
j

)ϱ )ςj ,∏4
j=1

(∏4
=1
(
1 + j

)ϱ )ςj
−
∏4

j=1

(∏4
=1
(
1 − j

)ϱ )ςj

∏4
j=1

(∏4
=1
(
1 + j

)ϱ )ςj
+
∏4

j=1

(∏4
=1
(
1 − j

)ϱ )ςj∏4
j=1

(∏4
=1
(
1 + j

)ϱ )ςj
−
∏4

j=1

(∏4
=1
(
1 − j

)ϱ )ςj

∏4
j=1

(∏4
=1
(
1 + j

)ϱ )ςj
+
∏4

j=1

(∏4
=1
(
1 − j

)ϱ )ςj
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=





2



{
(0.21)18 × (0.19)24 × (0.31)32 × (0.11)26

}19
×{

(0.41)18 × (0.15)24 × (0.24)32 × (0.27)26
}31

×{
(0.30)18 × (0.11)24 × (0.17)32 × (0.41)26

}22
×{

(0.10)18 × (0.50)24 × (0.11)32 × (0.19)26
}28



{
(2 − 0.21)18 × (2 − 0.19)24 × (2 − 0.31)32 × (2 − 0.11)26

}19
×{

(2 − 0.41)18 × (2 − 0.15)24 × (2 − 0.24)32 × (2 − 0.27)26
}31

×{
(2 − 0.30)18 × (2 − 0.11)24 × (2 − 0.17)32 × (2 − 0.41)26

}22
×{

(2 − 0.10)18 × (2 − 0.50)24 × (2 − 0.11)32 × (2 − 0.19)26
}28


C



{
(0.21)18 × (0.19)24 × (0.31)32 × (0.11)26

}19
×{

(0.41)18 × (0.15)24 × (0.24)32 × (0.27)26
}31

×{
(0.30)18 × (0.11)24 × (0.17)32 × (0.41)26

}22
×{

(0.10)18 × (0.50)24 × (0.11)32 × (0.19)26
}28





,





{
(1 + 0.23)18 × (1 + 0.13)24 × (1 + 0.33)32 × (1 + 0.13)26

}19
×{

(1 + 0.20)18 × (1 + 0.16)24 × (1 + 0.25)32 × (1 + 0.28)26
}31

×{
(1 + 0.29)18 × (1 + 0.40)24 × (1 + 0.13)32 × (1 + 0.42)26

}22
×{

(1 + 0.20)18 × (1 + 0.15)24 × (1 + 0.53)32 × (1 + 0.20)26
}28


−



{
(1 − 0.23)18 × (1 − 0.13)24 × (1 − 0.33)32 × (1 − 0.13)26

}19
×{

(1 − 0.20)18 × (1 − 0.16)24 × (1 − 0.25)32 × (1 − 0.28)26
}31

×{
(1 + 0.29)18 × (1 − 0.40)24 × (1 − 0.13)32 × (1 − 0.42)26

}22
×{

(1 + 0.20)18 × (1 − 0.15)24 × (1 − 0.53)32 × (1 − 0.20)26
}28




{
(1 + 0.23)18 × (1 + 0.13)24 × (1 + 0.33)32 × (1 + 0.13)26

}19
×{

(1 + 0.20)18 × (1 + 0.16)24 × (1 + 0.25)32 × (1 + 0.28)26
}31

×{
(1 + 0.29)18 × (1 + 0.40)24 × (1 + 0.13)32 × (1 + 0.42)26

}22
×{

(1 + 0.20)18 × (1 + 0.15)24 × (1 + 0.53)32 × (1 + 0.20)26
}28


+



{
(1 − 0.23)18 × (1 − 0.13)24 × (1 − 0.33)32 × (1 − 0.13)26

}19
×{

(1 − 0.20)18 × (1 − 0.16)24 × (1 − 0.25)32 × (1 − 0.28)26
}31

×{
(1 + 0.29)18 × (1 − 0.40)24 × (1 − 0.13)32 × (1 − 0.42)26

}22
×{

(1 − 0.20)18 × (1 − 0.15)24 × (1 − 0.53)32 × (1 − 0.20)26
}28





,





{
(1 + 0.24)18 × (1 + 0.14)24 × (1 + 0.34)32 × (1 + 0.15)26

}19
×{

(1 + 0.17)18 × (1 + 0.18)24 × (1 + 0.26)32 × (1 + 0.29)26
}31

×{
(1 + 0.27)18 × (1 + 0.24)24 × (1 + 0.14)32 × (1 + 0.14)26

}22
×{

(1 + 0.30)18 × (1 + 0.16)24 × (1 + 0.13)32 × (1 + 0.21)26
}28


−



{
(1 − 0.24)18 × (1 − 0.14)24 × (1 − 0.34)32 × (1 − 0.15)26

}19
×{

(1 − 0.17)18 × (1 − 0.18)24 × (1 − 0.26)32 × (1 − 0.29)26
}31

×{
(1 − 0.27)18 × (1 − 0.24)24 × (1 − 0.14)32 × (1 − 0.14)26

}22
×{

(1 − 0.30)18 × (1 − 0.16)24 × (1 − 0.13)32 × (1 − 0.21)26
}28




{
(1 + 0.24)18 × (1 + 0.14)24 × (1 + 0.34)32 × (1 + 0.15)26

}19
×{

(1 + 0.17)18 × (1 + 0.18)24 × (1 + 0.26)32 × (1 + 0.29)26
}31

×{
(1 + 0.27)18 × (1 + 0.24)24 × (1 + 0.14)32 × (1 + 0.14)26

}22
×{

(1 + 0.30)18 × (1 + 0.16)24 × (1 + 0.13)32 × (1 + 0.21)26
}28


+



{
(1 − 0.24)18 × (1 − 0.14)24 × (1 − 0.34)32 × (1 − 0.15)26

}19
×{

(1 − 0.17)18 × (1 − 0.18)24 × (1 − 0.26)32 × (1 − 0.29)26
}31

×{
(1 − 0.27)18 × (1 − 0.24)24 × (1 − 0.14)32 × (1 − 0.14)26

}22
×{

(1 − 0.30)18 × (1 − 0.16)24 × (1 − 0.13)32 × (1 − 0.21)26
}28






= (0.2119, 0.2637, 0.2097) .
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≤

 1

1 +
∏m

j=1

(∏n
=1

(
2− j

j

)ϱ )ςj

≤

(
max

2

)

⇐⇒
(

min
)

≤

 2

1 +
∏m

j=1

(∏n
=1

(
2− j

j

)ϱ )ςj


≤
(

max
)

⇐⇒
(

min
)

≤
2
∏m

j=1
(∏n

=1
(

j

)ϱ )ςj∏m
j=1

(∏n
=1
(
2 − j

)ϱ )ςj
+
∏m

j=1
(∏n

=1
(

j

)ϱ )ςj

≤
(

max
)

(13)

Now assume that g (a) = (1−a/1+a) , a∈ [0, 1] then
d/d(g(a)) = d/da (1−a/1+a) = −2/(1+a)2< 0 that shows that
g (a) is a decreasing function on [0, 1]. So, min≤ j≤ max
for all , j. Hence g ( min) ≤g

(
j

)
≤g ( max) .

Assume that ϱ , ςj are the WVs such that ϱ , ςj and∑n
=1 ϱ = 1 and

∑m
j=1 ςj = 1. We have

⇐⇒

∏m

j=1

(∏n

=1

(
1 − max

1 + max

)ϱ )ςj

≤

∏m

j=1

(∏n

=1

(
1 − j

1 + j

)ϱ )ςj

≤

∏m

j=1

(∏n

=1

(
1 − min

1 + min

)ϱ )ςj

⇐⇒

((
1 − max

1 + max

)∑n
=1 ϱ

)∑m
j=1 ςj

≤

((
1 − j

1 + j

)∑n
=1 ϱ

)∑m
j=1 ςj

≤

((
1 − min

1 + min

)∑n
=1 ϱ

)∑m
j=1 ςj

⇐⇒ 1 +

(
1 − max

1 + max

)
≤1 +

∏m

j=1

(∏n

=1

(
1 − j

1 + j

)ϱ )ςj

≤1 +

(
1 − min

1 + min

)
⇐⇒

(
2

1 + max

)
≤1 +

∏m

j=1

(∏n

=1

(
1 − j

1 + j

)ϱ )ςj

≤

(
2

1 + min

)
⇐⇒

(
1 + min

2

)
≤

1

1 +
∏m

j=1

(∏n
=1

(
1− j

1+ j

)ϱ )ςj

≤

(
1 + max

2

)
⇐⇒ (1 + min)

≤
2

1 +
∏m

j=1

(∏n
=1

(
1− j

1+ j

)ϱ )ςj

≤ (1 + max) ⇐⇒ (1 + min − 1)

≤
2

1 +
∏m

j=1

(∏n
=1

(
1− j

1+ j

)ϱ )ςj
− 1

≤ (1 + max) − 1 ⇐⇒ ( min)

≤
2

1 +
∏m

j=1

(∏n
=1

(
1− j

1+ j

)ϱ )ςj
− 1

≤ ( max) ⇐⇒ ( min)

≤

∏m
j=1

(∏n
=1
(
1 + j

)ϱ )ςj
−
∏m

j=1
(∏n

=1
(
1 − j

)ϱ )ςj∏m
j=1

(∏n
=1
(
1 + j

)ϱ )ςj
+
∏m

j=1
(∏n

=1
(
1 − j

)ϱ )ςj

≤ ( max) (14)

Similarly, we have(
mi n

)
≤

∏m
j=1

(∏n
=1
(
1 + j

)ϱ )ςj
−
∏m

j=1
(∏n

=1
(
1 − j

)ϱ )ςj∏m
j=1

(∏n
=1
(
1 + j

)ϱ )ςj
+
∏m

j=1
(∏n

=1
(
1 − j

)ϱ )ςj

≤ ( max) (15)

Let PcFSftEWG (G11, G12, G13, . . . , Gnm) = G. Then
inequalities (13), (14), and (15) can be written as
min≤ j≤ max ,

max≤ j≤ min and max≤ j≤ min. Thus S (G) = G −

G − G≤ max − min − min = S (Zmax) and S (G) =

G − G − G≥ min − max − max = S (Zmin) .

If S (G) < S (Zmax) and S (G) > S (Zmin) then

Gmin≤PcFSftEWG (G11, G12, G13, . . . , Gnm) ≤Gmax

If S (G) = S (Gmax) then = max , = max and =

max . Then S (G) = − − = max − max − max =

S (Zmax) . Therefore,

PcFSftEWG (G11, G12, G13, . . . , Gnm) = Gmax

If S (G) = S (Gmin) then − − = min − min − min
that is = min, = min and = min.

Thus A (G) = + + = min+ min+ min = A (Zmin)

PcFSftEWG (G11, G12, G13, . . . , Gnm) = Gmin

Thus

Gmin≤PcFSftEWG (G11, G12, G13, . . . , Gnm) ≤Gmax .

(3) Homogeneity: Let G j =
(

j, j, j

)
be the

collection of PcFSftNs and p >0 then

PcFSftEWG (pG11, pG12, pG13, . . . , pGnm)

= pPcFSftEWG (G11, G12, G13, . . . , Gnm) .
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Proof: Let G j =
(

j, j, j

)
be a PcFSftN and

p >0 then

pG j =



2
(

j

)p(
2− j

)p
+

(
j

)p ,(
1 + j

)p
−
(
1 − j

)p(
1 + j

)p
+
(
1 − j

)p ,(
1 + j

)p
−
(
1 − j

)p(
1 + j

)p
+
(
1 − j

)p


So,

PcFSftEWG (pG11, pG12, pG13, . . . , pGnm)

=



2
∏m

j=1

(∏n
=1

(
j

)ϱ )ςj

∏m
j=1

(∏n
=1

(
2− j

)ϱ )ςj
+
∏m

j=1

(∏n
=1

(
j

)ϱ )ςj ,∏m
j=1
(∏n

=1
(
1+ j

)ϱ )ςj
−
∏m

j=1
(∏n

=1
(
1− j

)ϱ )ςj∏m
j=1

(∏n
=1
(
1+ j

)ϱ )ςj
+
∏m

j=1
(∏n

=1
(
1− j

)ϱ )ςj∏m
j=1

(∏n
=1
(
1 + j

)ϱ )ςj
−
∏m

j=1
(∏n

=1
(
1− j

)ϱ )ςj∏m
j=1
(∏n

=1
(
1+ j

)ϱ )ςj
+
∏m

j=1
(∏n

=1
(
1− j

)ϱ )ςj



=



2
(∏m

j=1

(∏n
=1

(
j

)ϱ )ςj
)p


(∏m

j=1
(∏n

=1
(
2 − j

)ϱ )ςj
)p

+(∏m

j=1

(∏n

=1

(
j

)ϱ )ςj
)p

(∏m
j=1

(∏n
=1
(
1 + j

)ϱ )ςj
)p

−(∏m

j=1

(∏n

=1

(
1 − j

)ϱ )ςj
)p


(∏m

j=1
(∏n

=1
(
1 + j

)ϱ )ςj
)p

+(∏m

j=1

(∏n

=1

(
1 − j

)ϱ )ςj
)p


,

(∏m
j=1

(∏n
=1
(
1 + j

)ϱ )ςj
)p

−(∏m

j=1

(∏n

=1

(
1 − j

)ϱ )ςj
)p


(∏m

j=1
(∏n

=1
(
1 + j

)ϱ )ςj
)p

+(∏m

j=1

(∏n

=1

(
1 − j

)ϱ )ςj
)p




= pPcFSftEWG (G11, G12, G13, . . . , Gnm) .

IV. DECISION-MAKING STRATEGY
In this part of the article, we will provide the decision-making
strategy for the selection of real-life problems. We will
provide an algorithm for selecting the best alternative among
the given possibilities.

A. ALGORITHM
Let Q⇝ =

{
Q⇝1 , Q⇝2 , Q⇝3 , . . . , Q⇝C

}
denote a set of

C alternatives, R↶
=

{
o↶
1 , o↶

2 , o↶
3 , . . . , o↶

n
}

denote
the set of experts and h = {h1, h2, . . . , hm} denote
the set of parameters. Assume that ϱ , ςj> 0 are WVs
corresponding to experts and parameters respectively with
a condition that

∑m
j=1 ςj = 1 and

∑n
=1 ϱ = 1. Assume

that decision-makers provide their assessment in the form of

PcFSftNs G j =
(

j, j, j

)
. The stepwise algorithm is

given below
Step 1: Get the decision matrices against each alternative

Q⇝ =
(
G j

)
n×m

in the form of PcFSftNs.
Step 2: Normalize the collective data by using the formula

given by

J j =

{(
G j

)c
; for cost − type parameters

G j; for benefit − type parameters

where
(
G j

)c
=
(

j, j, j

)
Step 3: Utilize the proposed PcFSftEWA and PcFSftEWG

operators to aggregate PcFSftNs for each alternative.
Step 4: Use definition (5) to find the score value of each

alternative.
Step 5: Rank the alternatives and find out the best

alternative.
Moreover, the flow chart of the proposed algorithm is given

in Figure 1.

FIGURE 1. Flow chart of the proposed algorithm.

B. NUMERICAL EXAMPLE
The release of harmful materials into the environment
is called pollution and the harmful materials are called
pollutants. By rendering the air, water, or other aspects of
the environment dirty, pollution is the process of posing
a threat to public safety. Even seemingly inconsequential
elements like light, sound, and temperature could be viewed
as pollutants when intentionally added to an area. All forms of
pollution often have severe consequences on human health as
well as the environment and wildlife. Here we aim to identify
the type of pollution that mostly affects our environment and
due to which not only human beings but also animals and
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plants are affected directly based on introduced notions of
PcFSftEWA and PcFSftEWG aggregation operators.
Four types of pollution damage the environment and cause

climate change and complexity in disease day by day. These
types are

1) WATER POLLUTION
Contamination of water happens when chemicals or poten-
tially dangerous foreign substances—such as sewage, pesti-
cides, fertilizer from agricultural runoff, or metals like lead
or mercury—are added to the water. Water pollution badly
affects the environment. According to the findings of the
United States, 783 million people do not have any access to
clean water. Sewage and other impurities can be prevented
from getting into the water supply with proper sanitation.

2) AIR POLLUTION
Air pollution is the main cause that makes disturbances and
it is an environmental risk to public health on a global
scale. We breathe in tiny particles that can cause several
health problems, including damage to our lungs, hearts,
and brains. Despite being a global problem, air pollution
disproportionately affects people in developing nations,
particularly the most vulnerable sections of society, such as
women, children, and the elderly.

3) NOISE POLLUTIONS
The World Health Organization (WHO) defines noise
pollution as noise that is louder than 65 decibels (dB).
More specifically, sound becomes hazardous over 75 dB and
unpleasant at 120dB. Unwanted or excessive noise can be
harmful to humans, the environment, and wildlife. Noise
pollution is what we call this. Noise pollution is a common
problem in many industrial settings and other industries, but
it is also brought on by airplane, train, and automobile traffic
as well as by outdoor building projects.

4) LAND POLLUTION
Land pollution is the term used to describe the degradation of
the earth’s land surfaces, both above and below the surface.
The cause is the accumulation of liquid and solid wastes
that contaminate groundwater and soil. The term ‘‘municipal
solid waste’’ is frequently used to refer to both hazardous
and non-hazardous trash. When waste is placed onto a piece
of land, the permeability of the soil formations underlying
it might increase or lessen the risk of land contamination.
The likelihood of land pollution is directly correlated with
the permeability of the soil.

Here we aim to study these types of pollution that mostly
affect our environment and due to which not only human
beings but also animals and plants are affected directly. The
main cause of complexities in human diseases is these kinds
of environmental pollution. So, we use the developed notions
of PcFSftEWA and PcFSftEWG aggregation operators to
study the worst type of pollution.

Suppose four alternatives are Q⇝1 = Water pollution,
Q⇝2 = Air pollution, Q⇝3 = Noise pollution
and Q⇝4 = Land pollution. We want to identify
the type of pollution that affects the climate from the
given four alternatives. Let a team of four experts be
invited to give their assessment. Let WVs for experts are
(0.18, 0.24, 0.32, 0.26). Also, assume that experts analyze
these alternatives based on four parameters that are h1 =

Increase of diseases, h2 = Climate change, h3 =

Affetcs on human beings and plants, h4 = Demage of ozone
layer and WVs for these parameters are (0.19, 0.31, 0.22,
0.28). Now use the proposed algorithm for the analysis of
types of pollution.

By using the picture fuzzy soft Einstein weighted
average aggregation operators

Step 1: Assume that the decision analyst proposed their
assessment for each alternative in the form of PcFSft data are
given in Table 2 -5.
Step 2: No need to normalize the given data.
Step 3: Utilize the proposed PcFSftEWA aggregation

operators to aggregate PcFSftNs for each alternative. We will
get

G1 = (0.1923, 0.1853, 0.1849) ,

G2 = (0.2241, 0.1824, 0.1698)

G3 = (0.1878, 0.2158, 0.1848) ,

G4 = (0.2310, 0.2212, 0.1818)

Step 4: Use definition (5) to find out the score value for
each alternative given by

Sc (G1) = −0.1779, Sc (G2) = −0.1281,

Sc (G3) = −0.2128, Sc (G4) = −0.1720

Step 5: Ranking results for alternatives is given by

G2 > G4 > G1 > G3

Hence we can see that Q⇝2 = Air pollution that is badly
affecting the environment.

V. COMPARATIVE ANALYSIS
This part of the article contains the comparative study of
established work with some existing notions to reveal the
reliability and dominance of the introduced work.
We compare our work with Wang and Liu’s [28] method,

Rahman et al. [29] method, Riaz et al. [30] method, and
Khan et al. [31] method.
Example 4: Suppose a man wants to get his heart treat-

ment and he assumes three hospitals as an alternatives
Q⇝1 , Q⇝2 and Q⇝3 . Assume that four parameters are

h1 = Doctors skills,

h1 = Caring Staff ,

h3 = Very kind hospital management,

h4 == Affordable Hospital Charges
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TABLE 2. Pc F Sft data for Q⇝1 .

TABLE 3. Pc F Sft data for Q⇝2 .

TABLE 4. Pc F Sft data for Q⇝3 .

TABLE 5. Pc F Sft data for Q⇝4 .

TABLE 6. Pc F Sft data for Q⇝1 .

TABLE 7. Pc F Sft data for Q⇝2 .

Let WVs for experts are (0.18, 0.24, 0.32, 0.26) and that
the parameters are (0.19, 0.31, 0.22, 0.28). We will utilize
the data given in Table 6 -8 and the overall results for
comparative analysis are given in Table 9.
The overall discussion of the comparative analysis

is given by

1. As data given by the experts consists of picture fuzzy
soft numbers. We can see that the picture fuzzy soft
structure can discuss the parametrization tool as well as
it can discuss the AG along with MG and NMG with
the condition that the sum (MG, AG, NMG) must belong
to [0, 1]. Now notice that Wang and Liu’s [28] method,
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TABLE 8. Pc F Sft data for Q⇝3 .

TABLE 9. Results for comparative analysis.

Rehman et al. [29] method and Riaz et al. [30] can only
deal with MG and NMG. Also, all these above-given
methods lack the property to discuss the parametrization
tool as well. It means that the existing methods have
some drawbacks. Also, we can see that if the decision
makers tried to construct their data in the form of picture
fuzzy soft numbers then the existing method can never
tackle that kind of information. On the other hand, if we
discuss the proposed aggregation operator, we can see that
initiated aggregation operators have both characteristics.
The developed aggregation operators not only discuss
the parametrization tool but also handle the AG in their

TABLE 10. Characteristic analysis of proposed work with existing
approaches.

structure. It means that the introduced work has both
characteristics in one structure.

2. Also as far as data analysis we can see that Wang
and Liu’s [28] method, Rehman et al. [29] method and
Riaz et al. [30] methods are restricted notions due to
their condition that sum (MG, NMG) ∈ [0, 1] for Wang
and Liu method [28], sum

(
MG2, NMG2

)
∈ [0, 1] for

Rehman et al. [29] method and sum (MGq, NMGq)
∈ [0, 1] for q≥1. In these situations, the experts are bound
to take their data in the form of MG and NMG. While
proposed approach provides more space for decision
makers to take their data in the form of picture fuzzy
soft numbers that have the extra feature to discuss the
AG along MG and NMG. This unique property makes the
delivered approach more dominant to existing notions.

3. Now if we compare our work with the Khan et al. [31]
method then we can see that although the Khan et al. [31]
method can discover the AG but this structure lacks the
property to discuss the parametrization tool. If we use
only one parameter in the developed aggregation operators
of PcFSftEWA and PcFSftEWG then we can observe
that these developed notions degenerate into PFEWA
and PFEWG aggregation operators that are developed in
Khan et al. [31] approach. It means that the approaches
developed by Khan et al. [31] are all special cases for the
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introduced work, so the delivered work is again dominant
to the existing notion.

4. Also, note that the best alternative in both cases when we
apply the proposed aggregation operators and aggregation
operators given by Khan et al. [31] is the same that isQ⇝1 .
This shows the reliability of the developed work.

5. Moreover, to show the characteristic analysis of the
delivered approach with the existing notion we have
provided the data in Table 10.

VI. CONCLUSION
When researchers face some issues regarding any structure
in existing literature they try to develop a theory that must
fit according to the situation and that theory can cover
all previous drawbacks of the literature. If we discuss the
structure of the picture fuzzy soft set then we can observe
that the picture fuzzy soft set is a full package of different
characteristics. For example, the picture fuzzy soft set can
discuss the parametrization tool. Moreover, this structure
can discuss the AG in its structure which is a remarkable
characteristic. Because when decision-makers provide their
assessment in the form of a picture fuzzy soft set. many
hybrid structures like IFSftS, PyFSftS and q − ROFFSftS
can never discuss such kind of data. That basic property
ranks the notion of picture fuzzy soft set more dominant
than that of the existing theory. Also, Einstein’s t-norm
and t-conorm are great substitutes for algebraic sum and
product. So based on a more advanced structure of picture
fuzzy soft and Einstein t-norm and t-conorm, we have
established first of all operational laws rules. Then based on
these newly developed operational laws we have delivered
the notion of picture fuzzy soft Einstein weighted average
and geometric aggregation operators. Moreover, we have
discussed the properties of these delivered aggregation
operators. Keeping in view the utilization perspectives of
the developed approach, we have provided an algorithm
for the introduced notions and illustrated an example to
show the working of the initiated work. We have applied
the developed approach to study and make an analysis of
the types of pollution that mostly affect the environment.
Furthermore, we have delivered a comparative analysis of
the initiated work to show the advancement of introduced
notions.

In the future, we can extend this work to the T-spherical
fuzzy set [32]. Moreover, we can extend these notions to
spherical fuzzy soft rough sets [33] and interval-valued T-
spherical fuzzy soft sets [34]. Also, we can introduce some
new terminologies like bipolar complex fuzzy set based on
this developed work as given in [35].
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