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ABSTRACT Partial discharge (PD) seriously affects the operational safety of power equipment. In order to
effectively diagnose the PD in gas insulated switchgear (GIS), a GIS PD fault diagnosis method based on
improved whale optimization algorithm (IWOA) is proposed, which optimizes variational mode decompo-
sition (VMD) and support vector machine (SVM) to adaptively determine the appropriate parameters and
further enhance performance. A laboratory GIS PD platform is built to collect four types of PD fault signals
(point discharge, particle discharge, floating discharge, and air-gap discharge). Firstly, a nonlinear arctangent
convergence factor and adaptive weight are proposed to address the issue of local optimization in the WOA
optimization process. Then, IWOA is used to optimize parameters of VMD (mode parameter K and penalty
factor α). Next, effective intrinsic mode functions (IMFs) are screened through correlation coefficients
which are greater than 0.2. Because a single scale cannot fully reflect all signal information, and more
important information is distributed in other scales, multiscale permutation entropy (MPE) is introduced for
feature extraction. Furthermore, the principal component analysis (PCA) method is employed for dimension
reduction of initial feature vectors, which reduces the dimension of 33 feature vectors to 7. Finally, SVM
based on IWOA is applied to train and test the experimental data to identify different types of PD faults, and
achieve diagnosis of GIS PD. Through experimental analysis and comparison with other methods such as
EMD-MPE, WOA-VMD-MSE, etc., the proposed method has good diagnostic effects. Also, it proves the
robustness and feasibility of the presented solution. The optimization model provides a reference for solving
fault diagnosis of GIS PD problems.

INDEX TERMS Partial discharge, GIS, improved whale optimization algorithm, VMD, fault diagnosis.

I. INTRODUCTION
The gas insulated switchgear (GIS) is widely used in power
system because of its good insulation performance, low
electromagnetic pollution, compact structure, and easy instal-
lation [1]. However, with the expansion of GIS construction
scale and the increase of operating time in power sys-
tem, the number of partial discharge (PD) faults in GIS
is also increasing, seriously shaking the stable operation
of GIS [2], [3].

The associate editor coordinating the review of this manuscript and

approving it for publication was Mehrdad Saif .

Effective extraction of feature information that can char-
acterize different types of PD is the foundation for achieving
PD identification. At present, the commonly used PD feature
information extraction methods are mainly phase distribution
method, including phase resolved partial discharge (PRPD)
image and phase resolved pulse train (PRPS) image, which
mainly extracts the spectral features of PD signals, including
discharge phase, frequency, and discharge quantity to achieve
the characterization of PD signals [4], [5], [6]. However,
the method is easy to cause aliasing problem because of
many sources of PD, which affects identification accuracy.
In, addition, as the most widely applied artificial intelligence
algorithm, the application of neural network has increased
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in PD fault diagnosis in recent years [7], [8], [9], [10], [11],
[12], [13], [14]. But massive PD experiments are expensive,
and the fault sample data is small and limited, making it
difficult to meet the large data volume requirements of neural
network.

In the application of fault diagnosis, there are many practi-
cal data-driven fault diagnosis methods. Wavelet transform
and MKELM have showed effective in [15]. In addition,
cross-wavelet transform and variational Bayesian matrix fac-
torization [16] and voltage difference analysis [17] have good
performance in fault diagnosis. In [18], lower-dimensional
features are produced through the kernel entropy component
analysis as samples for training and testing a one-against-
one least squares support vector machine, which revealed
that the proposed approach has higher diagnosis accuracy.
The above methods show better accuracy of fault diagnosis.
However, there are still some problems, such as the limitation
of wavelet basis function, high computational complexity and
long computational time.

Empirical mode decomposition (EMD), as an adaptive
signal processing method that decomposes a time series
into some limited intrinsic mode functions (IMFs). It has
already operated in the areas of fault detection, signal pro-
cessing and data compression [19], [20], [21]. However, due
to the problems of endpoint effects and mode mixing in
non-stationary signal decomposition, EMD is limited in prac-
tical applications. Reference [22] proposed the local mean
decomposition (LMD) method. Then, Huang et al. [23] pro-
posed the ensemble empirical mode decomposition (EEMD)
method, Yang et al. [24] proposed the ensemble local mean
decomposition (ELMD) method and some improved EMD
algorithms have also appeared [25], [26]. However, the
decomposition error of these algorithms is larger and signal
decomposition results are greatly affected by the sampling
frequency. Also, they appear in different degrees of mode
aliasing phenomenon, which makes it difficult to separate the
components with similar frequencies, and the endpoint effect
cannot be solved fundamentally.

To overcome the shortcomings of the analysis method
mentioned above, variational mode decomposition (VMD)
was proposed in 2014 [27]. Compared with EMD, VMD
introduces a completely non recursive method to achieve
effective frequency domain signal decomposition and com-
ponent separation of multi-component signals, and VMD
converts signal decomposition into non-recursive VMD
modes, which has a solid theoretical basis [28]. In [29],
VMD algorithm was used in electrocardiogram (ECG), and it
has stronger denoising ability and better retains morphologi-
cal characteristics of the original ECG signals. Reference [30]
used VMD in the condition monitoring and fault diagnosis
of rotary machinery. A singular kurtosis difference spectrum
method was proposed to accurately determine the effective
reconstructed order for signal noise reduction. The results
demonstrate that the proposed method has superior ability to
extract the early weak fault characteristics of the planetary
gearbox. Sharma et al. [31] proposed a fast and effective

VMD-based fault detection technique for the LVdc distribu-
tion system with penetration of renewable sources using the
local end current measurements only. The proposed scheme
detects all types of fault with wide variation in fault and
operating conditions of the microgrid with faster response
time. Practical applications have shown that VMD has the
advantages of strong signal decomposition ability, good noise
resistance, and fast signal processing speed.

Some scholars have also applied VMD into the field
of PD. Two methods were proposed for PD signal denoising
in [32], namely the VMD based on Shannon entropy and
the VMD based on kurtosis-approximation entropy (APEN).
Output signal-to-noise ratio (SNR), root mean squared
error (RMSE), etc, are used as indexes to evaluate the
denoising performance of the algorithms, and VMD obvi-
ously performs better. Shang et al. [33] proposed a new
feature extraction method based on VMD. The original
PD signal is decomposed with VMD to obtain IMFs and
MDE values in each IMF are calculated. Experiment results
demonstrate that, PD feature extraction method based on
VMD can extract effective characteristic parameters. In [34],
a denoising method combined with singular value decompo-
sition (SVD) and VMD was proposed to eliminate noise in
on-site PD signals from high-voltage electrical equipment.
The PD signals are decomposed into K -IMFs by VMD,
and the K value of white noise’s IMF components is deter-
mined by EMD. The proposed method can eliminate periodic
narrowband interference and white noise in different PD
signals effectively. Reference [35] proposed feature extrac-
tion of PD in low-temperature composite insulation. Original
and noisy signals of three typical PD defects are obtained
and decomposed by VMD. Relative moments and grayscale
co-occurrence matrix are employed for feature extraction
by K -modal component diagram. Then the effectiveness of
different feature extraction methods is evaluated by dimen-
sionality reduction and pattern recognition, which shows
the advantages of VMD decomposition. The literature [36]
combined the VMD and Group-Sparse Total Variation, and
applied the method to extract the simulated PD signal buried
in white noise, discrete spectral interference and color noise.
Simulation results show that the performance of the proposed
VMD-GSTV method is superior to that of Wavelet and the
recently introduced Wavelet Total Variation method.

Although the above research confirms the superiority of
VMD, the mode parameter and penalty factor of some exam-
ples are manually set by experience, and cannot adapt to
adjust parameters. The settings of K and α are key param-
eters that affect the result of signal decomposition. For
example, if the value of K is too large, it will lead to
over-decomposition, and vice versa, it will cause insufficient
decomposition. Adopting intelligent optimization algorithm
is a good solution, which can adaptively determine the suit-
able parameters and enhance performance. However, some
existing swarm-based optimization algorithms have some
disadvantages, such as slow convergence and easy to fall
into local optimization. Aiming at these problems, this paper
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introduces nonlinear arctangent convergence factor and adap-
tive weight in whale optimization algorithm (WOA) to solve
these problems. In addition, more of the above research is
focused on the denoising of local discharge signals and has
limited involvement in PD fault diagnosis. Diagnosis of GIS
PD has important engineering significance in power system.
It is an innovative attempt to introduce VMD into PD fault
diagnosis. Due to the experimental environment and expen-
sive experimental equipment, the PD data obtained is limited,
SVM is used to identify PD faults. The parameters (α, K )
of VMD and (c, g) of SVM seriously affect the accuracy of
fault diagnosis. To sum up, VMD and SVM are optimized
automatically by improved whale optimization algorithm to
realize diagnosis of GIS PD faults.

The remaining parts are organized as follows: Section II
introduces the basic theory of VMD, MPE and WOA.
A detailed introductionwas given to the IWOA-VMDmethod
and fault diagnosis process of GIS PD. Section III introduces
the process of GIS PD experiments, including platform con-
struction, simulation of typical faults, data collection, and
other processes. Section IV is the analysis of the decom-
position results of IWOA-VMD, including the optimized
decomposition results of the PD signals, MPE calculation,
screening of IMFs and PCA-based dimension reduction.
Then achieve PD fault identification through IWOA-SVM.
Finally, Section V concludes this paper.

II. A DESCRIPTION OF THEORETICAL BACKGROUND
A. VARIATIONAL MODE DECOMPOSITION
VMD decomposes one real signal into K independent sub-
signal uk , which has specific sparsity. This procedure gets
the minimum bandwidth estimation of each modal [37]. The
procedure of signal decomposition is to solve the variational
problem. The variational model with constraint condition is:

min

{∑
k

∣∣∣∣∣∣∣∣∂t [(
δ (t) +

j
π t

)
∗ µk (t)

]
e−jωk t

∣∣∣∣∣∣∣∣2
2

}

s.t.
K∑
k=1

f (t)

(1)

where {µk} = {µ1, µ2, . . . , µk} demonstrates the modal
components, {ωk}= {ω1,ω2, . . . ,ωk } is the center frequency
of each modal component, δ(t) represents impulse function,
∗ is a convolutional symbol, and f is the original signal.
In order to obtain the optimal solution of such constrained

variational problem, Lagrangian multiplier λ(t) is introduced.
The constrained variational problem is transformed into non-
constrained problem:
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=
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〉
(2)

where α is the quadratic penalty factor. Alternate direction
method of multipliers (ADMM) is introduced to obtain the
saddle point of such Lagrangian function, which is the opti-
mal solution.

The procedure of VMD can be summarized in the follow-
ing steps:

1) Initialize each modal component {µ1
k}, center fre-

quency {ω1
k}, and operators λ1. Set n = 0.

2) Update µ̂k in non-negative frequency intervals:

µ̂n+1
k (ω) =

f̂ (ω) −
∑
i̸=k

µ̂k (ω) +
λ̂(ω)
2

1 + 2α (ω − ωk)
(3)

3) Update ωk .

ωn+1
k =

∫
∝

0 ω
∣∣µ̂k (ω)

∣∣2 dω∫
∝

0

∣∣µ̂k (ω)
∣∣2 dω

(4)

4) Update λ in non-negative frequency intervals:

λ̂n+1 (ω) = λ̂n (ω) + τ

[
f̂ (ω) −

∑
k

µ̂n+1
k (ω)

]
(5)

For a given precision ε > 0, if

∑
k

∥∥∥µ̂n+1
k −µ̂nk

∥∥∥2
2

∥µ̂nk∥
2
2

< ε, then stop

iteration. Otherwise, return to 2).

B. THEORY OF MULTISCALE PERMUTATION
ENTROPY (MPE)
The basic idea of MPE is to coarsen time series according to
multi-scale factors s, which reflects the arrangement entropy
of ‘‘average length’’ [38]. Set the one-dimensional time series
X = {xi, i = 1, 2, . . . ,N} with a length of N , and coarsen it
to obtain the time series:

y(s)j =
1
s

js∑
i=(j−1)s+1

xi

j = 1, 2, . . . , [N/s]

(6)

where s is the scale factor, [N /s] is the rounding of N /s. When
s = 1, the coarse-grained sequence is the original sequence.
Reconstruct the time of y(s)j to obtain:

γ
(s)
l =

{
y(s)l , y(s)l+τ , . . . , y

(s)
l+(m−1)τ

}
(7)

where l is the l-th reconstructed component, l = 1, 2, . . . ,
N -(m-1)τ , m is the embedding dimension, τ is the delay time.
Represent reconstructed components γ

(s)
l with l1, l2, . . . ,

lm, and arrange the reconstructed components in ascending
order as follows:

y(s)l+(l1−1)τ ≤ y(s)l+(l2−1)τ ≤ . . . ≤ y(s)l+(lm−1)τ (8)

where r = 1, 2, . . ., R and R≤ m!, there are m! permutations
in the time reconstruction sequence with embedding dimen-
sion m, the symbol sequence S(r) is one of the permutations.
After calculating the probability Pr (r = 1, 2, . . ., R) of each
symbol sequence, define the arrangement entropy Hp(m)
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of different symbol sequences in the form of information
entropy as:

Hp(m) = −

R∑
r=1

Pr lnPr (9)

when Pr =
1
m!
, normalize Hp (m):

Hp =
Hp (m)

ln (m!)
(10)

where Hp is the normalized arrangement entropy value, and
0≤ Hp ≤1. The smaller value of H , the more regular and
smooth the time series; on the contrary, the more complex
the time series, the more random it is. The use of multi-scale
arrangement entropy can effectively reflect the randomness
of PD signals of GIS at multiple scales.

C. INTRODUCTION TO THE WHALE OPTIMIZATION
ALGORITHM (WOA)
The Whale Optimization Algorithm (WOA) is a meta heuris-
tic optimization algorithm to simulate the hunting behavior
of humpback whale populations [39]. What sets it apart is
that this method uses a random search agent to simulate
hunting behavior, achieving global search. This special hunt-
ing method is called bubble net predation, where humpback
whales swim up in a circle or ‘‘9’’ shape and continuously
release bubbles to surround their prey. This behavior can be
summarized into the following three parts: surround prey,
bubble net attack prey, and random search for prey.

1) SURROUND PREY
WOA assumes in advance that the hunting target or location
close to the optimal search agent is the current best can-
didate location for the prey. The other experience updates
their position relative to the best agent in real-time, with the
mathematical expression as follows:

X (t + 1) = X∗(t) − A · D (11)

D =
∣∣C · X∗(t) − X (t)

∣∣ (12)

where t represents the current number of iterations, X (t) rep-
resents the position vector of the current search agent, X∗(t)
represents the position vector of the current best search agent,
A and C represent the coefficient matrix, and the calculation
formula is: {

A = 2ar1 − a
C = 2r2

(13)

where r1 and r2 are random vectors of [0, 1], with a linearly
decreasing at [0, 2].

2) BUBBLE NET ATTACK PREY (DEVELOPMENT PHASE)
The bubble net attack behavior of humpback whales can be
divided into two mechanisms: contraction encirclement and
spiral position update. These two behaviors occur simulta-
neously, and whales randomly choose to shrink their circle or

swim along a spiral path, with a 50% probability of each. Dur-
ing the optimization process, the whale’s position is updated
in real-time based on this, and the mathematical expression is
as follows:

X (t + 1) =

{
X∗(t) − A · D, p < 0.5

X∗(t) + D′
· ebl cos(2π l) p ≥ 0.5

(14)

D′
=

∣∣X∗(t) − X (t)
∣∣ (15)

where D′ represents the distance between the current search
agent and the optimal search agent location, b determines the
constant of the spiral path shape, l is a uniformly distributed
random number within [−1, 1], and p is a random number
of [0, 1].

3) SEARCH FOR PREY (SEARCH STAGE)
Unlike the development phase, with each iteration, the
remaining search agents update their location in real-time
based on randomly selected search agents rather than the
current best search agent. The iterative process is as follows:

D = |C · Xrand (t) − X (t)| (16)

X (t + 1) = Xrand (t) − A · D (17)

where Xrand (t) represents the location of the random search
agent.

III. THE PROPOSED METHODS
A. IMPROVED WHALE OPTIMIZATION
ALGORITHM (IWOA)
In traditional WOA, there is a significant imbalance between
the global search ability and local development ability, result-
ing in poor algorithm accuracy and a possible decrease in
population diversity during continuous evolution, making
the algorithm easily fall into local optimization and slow
convergence. To solve the above problems, this section com-
prehensively improved WOA though a nonlinear arctangent
convergence factor and adaptive weight.

In WOA, the convergence factor a decays linearly
from 2 to 0, causing the algorithm to lose balance between
global search and local development capabilities throughout
the entire iteration process. To enhance the global search and
local development capabilities, it is desired to maintain a high
value of the convergence factor during the first half of the
iteration process, enhance the global search ability of the
algorithm, and explore the solution space as much as possible
with a larger step size. In the second half of the iteration
process, it is best to perform local search with a smaller step
size for the convergence factor, which can improve the solu-
tion accuracy. In this regard, this paper proposes a nonlinear
arctangent convergence factor.

a = 2 −
4
π
arctan(

10t
Maxiter

) (18)

whereMaxiter is the maximum number of iteration.
Compared with the linear iteration of the conver-

gence factor of standard WOA, the arctangent conver-
gence factor proposed in this paper decreases nonlinearly
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FIGURE 1. Nonlinear convergence factor change curve.

from 2 to 0 faster, reducing the imbalance between global
and local search capabilities caused by the convergence factor
in the original algorithm, and is more suitable for handling
high-dimensional complex optimization problems.

In addition, based on the idea of weight, adaptive weight is
introduced to realize location update, which further enhances
the global optimization ability of the algorithm in the early
stage of population evolution, and avoids the defect that
the population is easy to fall into the local optimal solution
to a certain extent. The mathematical model of adaptive
weight is:

ω = sin(
π t

2Maxiter
+ π ) + 1 (19)

FIGURE 2. Adaptive weight change curve.

Adaptive weight maintains relatively large weight in the
early stages of population evolution, which is beneficial for
global exploration. As the number of iterations increases, the
weight begins to decrease. Smaller weight can enhance the
local expansion ability of the algorithm in the late iteration,
so as to achieve the balance of global and local optimization
ability, and improve the convergence speed and solution accu-
racy of the algorithm.. After introducing sine inertia weight

and improving convergence factor, the formula (11), (14),
(17) is updated to(20), (21), (22):

X (t + 1) = ωX∗(t) − A • D (20)

X (t + 1) = ωD∗
• ebl • cos(2π l) + X∗(t) (21)

X (t + 1) = ωXrand − A • D (22)

B. PD FAULT DIAGNOSIS BASED ON IWOA-VMD
The optimization process of VMD parameters (mode param-
eter K and penalty factor α) based on IWOA is as
follows:

Step 1: Collect PD signals.
Step 2: Set relevant parameters, including the population size
and the maximum number of iteration. Initialize the position
of the whale group and use a random method to set the initial
position of the whale group.
Step 3: According to the objective function (α, K ). Calculate
the fitness value of each individual whale.
Step 4: Calculate and update the optimal position and value.
Step 5: Determine whether the algorithm has ended and skip
to Step 9. Otherwise, proceed to Step 6.
Step 6: Update parameters (a, A, C , l).
Step 7: Generate a random number p between [0, 1].
Step 8: If p is not less than 0.5, update the whale position
according to formula (21) and jump to Step 3. Otherwise jump
to Step 9.
Step 9: If A is not less than 1, update the whale position
according to formula (22). Otherwise, update the position
according to formula (20) and skip to Step 3.
Step 10: Output optimal parameters (a, K ).

C. FAULT DIAGNOSIS MODEL
In this paper, the fault diagnosis of GIS PD method com-
bines feature extraction and pattern identification. Firstly, the
original PD signals are decomposed using IWOA-VMD to
obtain the IMFs. Secondly, MPE of each IMF is calculated.
Then principal component analysis (PCA) [10] is introduced
to select principal components of MPE as PD feature vectors.
Finally, the extracted vectors are sent to IWOA-SVM to
identify different PD faults. The fault diagnosis process is as
follows:

Step 1: Extract different types of PD signals in the exper-
imental environment, including point discharge, particle
discharge, floating discharge and air-gap discharge.
Step 2: Though IWOA-VMD, we select the optimal parame-
ters [α, K ] of signals of different fault types, and decomposes
the signals into several IMFs.
Step 3: Calculate the correlation coefficient between each
IMF and the original PD signals. If it is greater than 0.2,
it will be retained as a valid IMF, otherwise it will be
abandoned.
Step 4: Choose the appropriate scale factor for IMFs and
calculate the MPE of extracted IMFs as original PD feature
vectors.
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FIGURE 3. The flowchart of GIS fault diagnosis model.

Step 5: By using the PCA method, fewer representa-
tive principal components are extracted as PD feature
vectors.
Step 6: Inputs the multi-dimensional fault feature vector
into IWOA-SVM to classify and recognize different fault
signals.

The optimization process of VMD parameters [α, K ] and
fault diagnosis model are shown in Fig. 3.

IV. GIS PD EXPERIMENT
A. EXPERIMENTAL SETUPS
To be more representative, four typical faults in GIS PD are
selected in this paper [41]: point discharge, particle discharge,
floating discharge, and air-gap discharge. The experiment
sets up four defect models as shown in Fig. 4. As shown
in Fig. 4(a), the point discharge simulated the protrusion of
an electrode through a needle with a tip radius of 15µm and a

diameter of 1 mm, while the distance between the needle and
the ground electrode is 10 mm. To simulate the free particle
discharge, small spheres with a diameter of 2.0 mm are
placed on a concave ground electrode, and the high-voltage
electrode is secured 10mm away from the ground electrode,
as represented in Fig. 4(b). To simulate floating discharge, the
epoxy with a thickness of 10mm is placed, and the suspended
material is directly placed between the high-voltage electrode
and epoxy. The aluminum is about 4mm high, and there
is a certain gap between the high-voltage electrode and the
aluminum. For the air-gap discharge, there is a small gap
between the epoxy and the high voltage electrode, as shown
in Fig. 4(d). We use UHF sensors to collect PD signals of four
different defects.

Fig. 5 shows the experimental GIS cavity and related
equipment, and experimental wiring circuit is shown in Fig. 6.
The power supply part of the experimental device mainly
consists of a 220V AC power supply, an autotransformer,
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FIGURE 4. Four defect models.

and an isolation transformer. The PD test part mainly consists
of protection resistance, detection impedance, and coupling
capacitance. The insulationmediumfilled in the experimental
device is SF6 gas.

The oscilloscope used in this experiment has a maximum
sampling rate of 2.5GSa/s. Adjust the test voltage, and the
step size of each voltage increase is 1kV. When the GIS bus
voltage starts to appear discharge pulse, it is considered that
the defect starts to occur PD, and the corresponding voltage
is the initial discharge voltage. After that, the bus voltage
is reduced to 0, and the second test is carried out after SF6
recovers the insulation ability. This is done five times, and the
median voltage of the five experiments is taken as the initial
discharge voltage of the defect.

Due to the defects in GIS, the rated or higher voltage may
lead to rapid breakdown of GIS. To ensure that as much as
possible discharge data is collected under each defect model,
the test voltage is uniformly increased to 1kV above the initial
discharge voltage by the regulator, which is taken as the test
voltage. Initial discharge voltage and experimental voltage
under various defects are shown in the Table 1.

TABLE 1. PD experimental voltage.

Set the sampling rate to 50MSa/s, 100 discharge points are
selected randomly for each type of PD. 80 points are used as
training sets, and 20 points are used as test sets, with each
discharge point containing 500 sampling points.

B. PD SIGNALS EXTRACTION
The UHF sensors are adsorbed on the inner wall of the
GIS shell, and can detect the UHF electromagnetic wave
signal generated during the simulated PD in the GIS, and
then transmit the signal to the oscilloscope and computer
throughwiredmode. To verify the effectiveness of themethod
proposed in this article, set the sampling rate to 50MSa/s, the
fault pulse signals of four PD types are collected as Fig. 7.
Due to the four defects, the electric field distribution is
non-uniform, the electric field intensity near the defects is
large, and some areas reach the breakdown limit of SF6,
resulting in PD phenomenon. PD is a kind of pulse dis-
charge, which produces strong pulse crest when discharge
occurs.

V. EXPERIMENTAL RESULTS ANALYSIS
A. DECOMPOSITION OF PD SIGNALS
Perform IWOA-VMD decomposition on PD signals, and the
parameter settings of IWOA are listed in Table 2. The popula-
tion size and maximum iteration number are determined after
experimental comparison and verification. The optimization
results of VMD parameters are shown in Table 3.

TABLE 2. Parameter settings.

TABLE 3. IWOA-VMD optimization results.

Taking the point discharge and particle discharge as exam-
ples, the IWOA-VMD decomposition diagram and spectrum
diagram are shown as Fig. 8 and Fig. 9.

As a comparison, EMD is used to decompose the point
discharge signals, as shown in Figure 10. The graph shows
the EMD decomposition results containing 10 IMFs com-
ponents, resulting in 9 IMFs components and one residual
component. EMD is the recursive modal decomposition,
modal aliasing is existed which make it difficult to separate
the components with similar frequency, and the endpoint
effect has also appeared. Through the above comparison,
the effectiveness and superiority of VMD have been veri-
fied, and VMD is more suitable for the decomposition of
PD signals.

B. IMFS SELECTION
To obtain effective IMFs, calculate the correlation coefficient
between each IMF and the original PD signals. Given the
threshold D, if correlation coefficient is greater than D, the
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FIGURE 5. GIS cavity and related equipments.

FIGURE 6. Experimental wiring circuit.

IMF is selected as the effective component, otherwise, it will
be considered as a false ingredient and abandoned. In the
paper, to collect as many fault signal components as possible,
D is set to 0.2. The IMFs correlation coefficient values of
IWOA-VMD are shown as Table 4.

TABLE 4. IMF correlation coefficient values.

From Table 4, it is indicated that IMF1 to IMF3 are effec-
tive for point discharge and floating discharge. As for particle
discharge and air-gap discharge, we select the IMF1 to IMF4
as components.

C. FEATURE EXTRACTION
Next, calculate the MPE of each IMF. During the MPE calcu-
lation process, some preset parameters need to be provided,
including the scale factor s, embedding dimension m, and
time delay δ. Generally speaking, the embedding dimension
takes values of 3-7. If m is too small, the reconstructed
sequence contains too few states and cannot reflect the
dynamic changes of the time series, and ifm is too large, it not
only consumes time but also cannot reflect small changes in
the time series. The impact of time delay δ on the time series
can be ignored, and the value of the scale factor s is greater
than 10. In order to better detect the dynamic changes of the
signals, through some debugging and comparison in the early
stage, m is set to 6, s is set to 18, and δ is set to 1.
Calculate the MPE values of four different PD signals

extracted by the laboratory. For each type of PD, the MPE
value is averaged using each effective IMF, as shown in Fig. 9.

From Fig. 11, it is illustrated that as the scaling factor
changes, the MPE values of different types of PD signals
also vary. The reason is that when a PD fault occurs, the
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FIGURE 7. PD signals.

randomness of the PD signals is changing, which will change
the MPE. This also indicates that a single scale cannot fully
reflect all signal information, andmore important information
is distributed in other scales. MPE can effectively detect
the dynamic changes of PD signals representing different
scale fault features. In addition, the MDE values begin to
stabilize after s = 11. Therefore, set the scale factor to 11.
Taking the point discharge and particle discharge as exam-
ples, calculate the MPE of each effective IMF at a scale
factor of 11.

According to Figure 12, as the scaling factor changes, the
MPE values extracted from VMD of different fault signals
are different obviously. Therefore, the MPE can be used as
feature vectors.

D. PCA REDUCTION PROCESSING
Taking the point discharge as an example, its feature vectors
are shown in Table 5.

TABLE 5. Feature vectors of point discharge.

FIGURE 8. IWOA-VMD decomposition results of point discharge.

It is obvious that the dimension of the initially extracted
feature vectors are too high, which can lead to a slow
SVM classification process. The paper uses PCA to reduce
the dimension of the initial feature vectors. For IMF1,
construct a covariance matrix to obtain the principal com-
ponents, perform a linear transformation on the original
vector to obtain the eigenvalues and eigenvectors of the
covariance matrix. In order to achieve dimension reduc-
tion, factors with eigenvalues greater than 1 are selected
as principal components. The eigenvalues of the covariance
matrix and their corresponding contribution rates are shown
in Fig. 13.

The eigenvalue of feature vector a2 is 2.32, and the
contribution rate decreases to 0.28. The eigenvalue of
feature vector a3 is reduced to 0.852, with a contribu-
tion rate of 0.064. The subsequent values of both are
reduced to negligible. The combined contribution rates of
a1 and a2 reach 0.894, so they represent most of the vec-
tor information and are suitable for preservation. Therefore,
through the PCA method, the original 11 feature vectors are
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FIGURE 9. IWOA-VMD decomposition results of particle discharge.

reduced to 2, and similar methods can be used to obtain
the principal components of IMF2 and IMF3, as shown
in Table 6.

TABLE 6. Screening of principle component.

Seven principal component factors are extracted from
33 feature vectors, and the total contribution rate was close
to 0.9, which can better contain the original information.

FIGURE 10. Results of EMD decomposition of point discharge.

FIGURE 11. Values of MPE.

FIGURE 12. MPE of IMFs.

Similarly, through the above steps, the principal com-
ponent factors for 4 PD types are calculated as shown
in Table 7.
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FIGURE 13. Eigenvalues and Contribution.

TABLE 7. Results of PCA dimensionality reduction.

E. GIS PD FAULT IDENTIFICATION
Calculate the MPE of the collected samples according to
above steps and construct a feature vector matrix. Input
samples into the SVM model, and use IWOA to optimize
the parameter penalty factor c and kernel parameters g
of SVM.

In this step, the population size is set to 15, the maximum
number of iterations is set to 50, the range of penalty factor c
is [1, 2000], and the range of kernel parameter g is [1, 200].
This paper uses accuracy as the fitness function for optimiza-
tion, and takes the median accuracy of the five experiments as
representative. The experimental accuracy and optimization
results are shown in Table 8.

TABLE 8. Results of IWOA-SVM.

To avoid the randomness of SVM, we conduct five exper-
iments for each algorithm. The box diagram of experimental
results is shown in Fig. 14. We take the median of experimen-
tal results of each group as reference and compared them in
the Table 9.

From the perspective of running time, #1 is one third
of #2, and #4 is much smaller than #5, which reflects the
effectiveness of the improved whale optimization algorithm
proposed in the paper. By comparing #1 and #4, it can be
seen that MPE is used as an indicator with faster computing
speed and higher recognition accuracy. EMDperforms poorly

FIGURE 14. Experimental results.

TABLE 9. Identification result with different algorithm.

in any category. Combining accuracy and running time, it is
indicated that the method presented in the paper (#1) shows
its robustness and superiority.

VI. CONCLUSION
In this paper, a novel PD fault diagnosis method is pro-
posed. This method combines PD feature extraction based
on IWOA-VMD-MPE with PD pattern identification based
on IWOA-SVM. IWOA-VMD is employed for PD signal
decomposition and determines the appropriate (α, K ) auto-
matically. Next, determine the effective IMFs through the
correlation coefficient method and calculate its MPE. After
that, PCA is introduced to select the effective principal
components in MPE as the final feature vectors. Finally,
IWOA-SVM is used for fault identification. The conclusions
obtained are as follows:

1) Through the introduction of nonlinear arctangent con-
vergence factor and adaptive weight, IWOA has a
very good effect on parameter optimization of VMD
and SVM.

2) The multi-scale calculation and dimensionality reduc-
tion of MPE can measure different fault characteristics
well.

3) Compared with other PD feature extraction methods,
IWOA-VMD-MPE has 98.5% accuracy and 1.453s of
operation speed, showing the validity and superiority
of the theory proposed in this paper.
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