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ABSTRACT Unmanned aerial vehicles (UAVs) are increasingly being deployed in crucial missions for
the armed forces, law enforcement, industrial control monitoring, and other sectors. However, these hostile
operating circumstances, along with the UAVs’ dependence on wireless protocols, pose substantial security
threats, limiting their mainstream application. With network security being such a major issue for UAV
networks, the machine learning-based intrusion detection system (IDS) has been determined to be an
effective strategy for protecting them. Additionally, though the existing methods offer effective strategies
for detecting and categorizing abnormalities in the system, they are limited by their inability to adjust to
various attack patterns. The dataset used as well as the memory and computational requirement of existing
models, poses new challenges. One of the main concerns pertains to the reduced computational and memory
demands of these models. So, the work carried out in this paper addresses this challenge. A new dimensional
reduction technique based on correlation coefficient, information gain, and principal component analysis
(PCA) is introduced to reduce the dimensionality of the UAV Attack Dataset. A novel intrusion detection
system based on an artificial neural network (ANN) and genetic algorithm (GA) is then proposed. The genetic
algorithm is used to generate the optimal weights of the artificial neural network. A comparison is made
between the proposed model and the backpropagation network and its variant in terms of its convergence
and prediction accuracy. Furthermore, the performance of the proposed model is compared with that of other
classifiers. This comparison reveals that the proposed model is time efficient with an increased prediction
accuracy of at least 6% more than other classifiers.

INDEX TERMS Artificial neural network, backpropagation, genetic algorithm, information gain, intrusion
detection system, Pearson correlation coefficient, principal component analysis, sparsity, unmanned aerial
vehicles.

I. INTRODUCTION

This Unmanned Aerial Vehicles (UAVs), sometimes known
as ‘““drones”, are a relatively new type of aircraft that is
controlled by an autonomous computer-based pilot rather
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than a human pilot on board [3]. UAVs were initially utilized
by the military to train soldiers or destroy the enemy while
protecting the lives of human pilots. Since their inception,
unmanned aerial vehicles (UAVs) have advancesemendous
with by made enormous advancements in technology and
capability, opening up a plethora of intriguing applications
for drones beyond the military. Many exciting potential
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applications for unmanned aerial vehicles have been driven
by the fact that modern UAVs can be operated remotely by
humans or through a sophisticated computer-based autopilot
system. These applications across several sectors [4] include
agriculture, forestry, environmental protection, and security,
where they are employed for crucial tasks like rescue,
surveillance, and transportation. Further, these kinds of
applications introduced a large number of new requirements
and concepts for employing UAV.

The pervasiveness of this technology, as well as the
intrusive implementation of UAVs in numerous crucial
domains, has raised security issues [5], including public
safety, aviation security, and national defense systems.
As a result, UAVs demand better administration, data stor-
age, communication, and instantaneous intelligent decision-
making. These demands become even more important when
itis desired for a group of UAVs [6] to operate in coordination
with one another and make decisions in a distributed
decentralized way. Most unmanned aerial vehicle (UAV)
systems rely on a central server or cloud-based framework
to handle data using intricate Machine Learning (ML)
techniques. In reality, many typical cyberattacks [7] are
also pertinent to unmanned aerial vehicles (UAVs), but
their effects would be more severe because UAVs are so
reliant on intelligent systems that largely depend on artificial
intelligence and machine learning to make decisions when
humans are not present.

Conventional network security approaches are largely
based on passive defense mechanisms [8], rendering it
difficult to withstand network attacks with dynamic tech-
nology. The limitations of conventional security methods
are addressed by intrusion detection technology, which
takes a proactive and defensive approach towards securing
a network. Despite the widespread interest in intrusion
detection systems (IDSs) among users, there are still certain
issues that need to be resolved before they can be fully
implemented [9]. Specifically, with today’s high-bandwidth,
high-traffic computer networks, traditional IDS struggle to
deliver adequate performance and efficiency. Moreover, with
the increase in sophistication, automation, and dispersed
nature of attacks, traditional IDSs somehow fail to guarantee
proficient security requirements. Therefore, to enhance the
detection efficacy and reduce the false alarm rates of IDS,
numerous researchers are incorporating machine learning
techniques [10] to handle the intrusion detection issue.

Machine learning [11] has significant potential as a
way to address many of the issues mentioned above raised
by the massive amounts of network traffic induced in
UAV networks. Artificial intelligence (AI) approaches using
ML allow for the smart processing of huge amounts of
complicated datasets, train Al models to detect patterns with
the least human involvement, and adapt to the ever-changing
conditions and inconsistent behavior of UAVs, all of which
are crucial for the functioning of UAVs. Additionally, the
availability of real-time data pertaining to different attacks to
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train the ML-based IDS is an important challenge. However,
datasets like the UAV attack dataset can be used effectively
to meet this challenge. The data set contains real-time data
on malicious and normal types of UAVs. The main types
of attacks considered in this dataset are GPS spoofing and
jamming, which are common attacks for UAVs. Moreover,
the huge number of features as well as the features with
zero values in many instances make it computationally
difficult to train the ML models. Hence, it is of utmost
importance to reduce the dimensionality of such datasets and
to extract the important features. Though, the artificial neural
network has the advantage of extracting important features
intrinsically during its training even for large datasets, its slow
convergence due to the gradient descent learning algorithm
puts a stringent constraint on its use.

The work carried out in this paper proposes a dimension-
ality reduction technique based on the correlation coefficient,
information gain, and principal component analysis to reduce
the number of features to some acceptable number that
requires less computational time and memory. A hybrid
model of artificial neural networks and genetic algorithms is
then proposed in which GA is used to generate the optimal
weights of ANN to accelerate its convergence to optimal
solutions.

The rest of the paper is organized as follows: Section II
delves into recent work on IDS in UAVs. Section III presents
the design and implementation of our proposed model,
while the details of the dataset are discussed in Section IV.
Section V provides the results and highlights the performance
of the proposed model with respect to its effectiveness for
intrusion detection, and finally, Section VI concludes the

paper.

Il. RELATED WORKS

UAV networks are frequently used in crucial scenarios
for the exchange of sensitive data. However, due to their
computational and communication constraints, UAV infras-
tructures are vulnerable to anomalies and attacks. Generally,
UAV-IDS are designed to identify a broad spectrum of
anomalies and threats, including path and message forgeries,
malware and viruses, UAV capture and spoofing, routing
attacks, and GPS spoofing. To detect intrusions, the authors
in [12] suggest using a Deep Belief Network (DBN) that
has been improved with particle swarm optimization (PSO).
Firstly, a DBN-based classification model is built, and then
the PSO algorithm is applied to optimize the DBN’s hidden
layer node count to yield the most effective DBN architecture.
The study [13] introduces an autonomous intrusion detection
system to identify advanced and complex cyberattacks
that take advantage of drone networks. Machine learning
algorithms like naive Bayes, decision trees, support vector
machines, k-nearest neighbors, and deep learning multi-layer
perceptrons were evaluated by launching malicious activities
against a drone network set up as a testbed.
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The work carried out in [14] develops a 5G network
security framework for UAVs and satellites that utilizes
machine learning to efficiently determine vulnerabilities
and malicious attacks. The approach consists of two parts:
part one, which involves developing a model for intrusion
detection using a suite of machine learning (ML) algorithms,
and part two, which involves integrating that model into either
a ground-based or space-based gateway. The authors in [15]
suggest a lightweight intrusion detection and prevention
system (IDPS) module for UAVs. Additionally, to make
it feasible for UAVs to independently identify suspicious
behavior and initiate appropriate measures to maintain
network security, the IDPS module is trained with Deep
Reinforcement Learning (DRL) and, more particularly, Deep
Q-learning (DQN). The article [16] provides an overview
of the security risks and mitigation strategies associated
with UAV communications. They summarized their work
by discussing possible attacks on UAV communications
while analyzing their security needs, which are motivated
by the broad use of UAVs and their potential applications in
numerous fields.

The work proposed in [17] enhances UAV functionality
by employing a blockchain-based, decentralized machine
learning technique. Their suggested approach, when applied
to a fleet of UAVs, has the ability to vastly improve
data integrity and storage to make intelligent decisions.
The paper [18] concentrates on the research done on
ML strategies for IDSs in VANETs and UAV-enhanced
networks. Furthermore, they emphasize the main unresolved
research issues in the literature and offer suggestions for
enhancing the security of intelligent transportation systems.
The intrusion detection approach developed [19], called
Attention-based Spatio-Temporal Graph Convolutional Net-
work (ATGCN), integrates a graph convolutional network
and a gated recursive unit to form a spatio-temporal graph
convolutional network to address the temporal and spatial
dynamic properties of UAV networks. The work carried out
in [20] aims to identify suspicious behavior in UAV groups
and classify the attack accordingly. To achieve this goal,
the authors built an experimental setup by imitating traffic
transmission among a fleet of UAVs and focused on analyzing
how the transmission of traffic changes both when it is
operating normally and when it encounters an attack.

For UAV networks, the study [21] introduces a DRL
method that is optimized using the Black Widow Opti-
misation (DRL-BWO) algorithm. Additionally, the DRL
relies on a DBN trained with improved reinforcement
learning for tracking potential threats. The method devel-
oped in [22] employs one-class classifiers and principal
component analysis (PCA) to identify attacks. This enables
the use of flight records as a source of training data and
is incorporated into a fully functional IDS (MAVIDS),
resulting in a flexible and ubiquitous method. The authors
in [23] propose a deep convolutional neural network-based
autonomous intrusion detection system (UAV-IDS-ConvNet)

VOLUME 12, 2024

to detect hostile threats targeting UAVs. The suggested
method takes into account encrypted Wi-Fi traffic data logs
from three popular UAV types: Parrot Bebop UAVs, DII
Spark UAVs, and DBPower UDI UAVs. The study in [24]
presents a technique called SID-UAV, which can prevent
communications between UAVs from being hampered by
malicious UAVs. The SID-UAV system automatically finds
the route between UAVs that poses the least risk. The
paper [25] introduces a conditional generative adversarial net
(CGAN) based on collaborative IDS with blockchain-enabled
distributed federated learning. When training convolutional
generative adversarial networks (CGANSs), this research
incorporates long-short-term memory (LSTM) to improve the
performance of the generative network to identify intrusion.
The data normalization method designed in [26] enables
us to recognize early indicators of a cyber attack. They
outline a novel database format to facilitate the detection
of UAV intrusions and specify sets of parameters that could
potentially signal an attack. To accomplish these targets, they
conducted an experimental analysis of the effect of threats on
UAV parameters, built a software component for gathering
information from UAVs, and figured out how to normalize
and exhibit the data in a way that would make it easy to
identify attacks.

The study in [27] designs a method for detect-
ing intrusions in an Internet of Drones (IoD) network
using crystal structure optimization with deep autoencoders
based intrusion detection (CSODAE-ID). The proposed
CSODAE-ID model employs a novel Modified Deer Hunting
Optimization-based Feature Selection (MDHO-FS) method
to choose the feature subsets and the Autoencoder (AE)
approach to classify attacks in the IoD environment. In order
to detect and classify intrusions in the IoD environment,
the research [28] proposes a Sea Turtle Foraging Algorithm
with Hybrid Deep Learning-based Intrusion Detection
(STFA-HDLID). Here the features were selected using
the STFA method, and classification was performed by a
DBN trained with the Sparrow Search Optimization (SSO)
algorithm. The authors in [29] suggest modeling typical
drone swarm behavior with a timed probabilistic automata
(TPA)-based IDS and then looking for any variations that
could indicate an attack. When it comes to protecting against
drone swarm threats, this IDS solution is effective and
versatile.

Since this domain of study is still in its early stages,
it highlights the importance of developing an IDS based
on machine learning approaches so that even the most
inexperienced UAV developer can benefit from increased
security. This IDS may also act as a model to facilitate the
adoption of similar technologies in the commercial sector.

Drones can be compromised in several ways due to
their heavy reliance on wireless connectivity. Such attacks
may result in devastating consequences, consisting of both
commercial and noncommercial damages. In this scenario,
there is a dearth of knowledge on how hackers take control
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of a UAV and intercept or even crash it. As drones can be
exploited for malicious attacks, it is essential to identify such
attacks and restrict them before they can cause any damage.

1Il. PROPOSED INTRUSION DETECTION SYSTEM FOR
UAV COMMUNICATION

Let’s assume X is a dataset with m x n dimension where
m is the number of instances while n represents the number
of features. Dimensionality reduction techniques such as
principal component analysis (PCA), linear discriminant
analysis, linear regression, random forest, truncated singular
value decomposition (SVD), and Uniform Manifold Approx-
imation and Projection (UMAP), etc. cannot be directly
applied to the dataset with a very large number of features
due to resource constraints such as CPU and RAM. This
necessitates the use of statistical techniques like Pearson
correlation coefficient or goodness of fit to decide the degree
of correlation or the degree of casuality between each feature
and the target class variable. Additionally, if the dataset
is sparse, this statistical technique alone may not be used
while removing any feature. Thus, the results of any two
independent statistics must be crosschecked and common
features that are of least importance may be discarded.

The motivation to use ANN and GA is discussed in
the following lines. There are many different types of neural
networks and it is not possible to a priori know which
type and configuration would be optimal for some specific
application. Therefore researchers rely on prior knowledge
and previously published research while choosing one when
making this decision. Convolutional neural networks (CNNs)
are inspired by the visual systems of mammals, have an
architecture with convolution kernels, and are invariant to
some image transformation. As a result, their usage in image
and video recognition and classification has been highly
effective. In light of increased success in that area, CNNs are
increasingly used in research. However, since our research is
not focused on image or video recognition, we have chosen
the basic ANN approach for this study.

There are many nature-inspired algorithms that can be
used for hyperparameter optimization, for example, there
are more than 500 listed in [32]. Some of them are
well-researched classical nature-inspired algorithms such as
genetic algorithms or ant colony optimization, while many
newer algorithms have been studied in recent years such as
Harris Hawk Optimization [33], Grey Wolf Optimization,
and FireFly Optimization. Since hyperparameter optimiza-
tion is a type of continuous variable problem we have
chosen a genetic algorithm that has confirmed its excellent
properties for constrained and unconstrained continuous
variable problems. For many years now, at the well-known
IEEE CEC conference, there has been competition for
the best algorithm on sets of problem instances within
agreed conditions and metrics. In recent years, from CEC
2010 until now, almost all the winners are variants of
genetic algorithms, evolutionary strategies, or differential
evolution [34], [35]. A recent assessment published by top
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researchers in this area [36] confirms once again that the
aforementioned classical nature-inspired algorithms show
better performance on the continuous variable problem than
many new algorithms.

A. OUTLIER DETECTION

The outliers are detected by using the 2-sigma rule i.e. a value
Xi is detected as an outlier if it deviates the mean(x) by at least
twice the standard deviation(o;).

B. PROPOSED DIMENSIONALITY REDUCTION
TECHNIQUE

Pearson’s correlation coefficient and information gain are
the statistical techniques that are used to find the correlation
between two variables and to measure the reduction of impu-
rity in the dataset respectively. The dimensional reduction
techniques such as linear regression use the former one
while the latter one is used in random forest. However, the
reason behind not choosing any stand-alone techniques for
reducing the dimensionality of the dataset is discussed earlier.
Hence, the proposed dimensionality reduction technique is
a cascading of Pearson’s correlation coefficient, information
gain, and principal component analysis.

S = )i — )

r(xi) = ()
VO S T
Se;
G(X,x)=EX)— %E(&,) )
¢jeC
s 1 — count_nonzero(X) 3)
parsity = size(X)

Pearson’s correlation coefficient lists all the features
that are very little correlated with the target value. However,
when the data is very sensitive, discarding any feature may
affect the system’s performance significantly. So, information
gain is computed for each feature concerning the target
value. The two lists are crosschecked and the features with
their respective values of Pearson correlation coefficient and
information gain below the predefined threshold values are
discarded.

Principal component analysis can be applied to the
dataset to further reduce its dimensionality. PCA is also very
effective when the dataset is sparse in nature. The steps
taken to reduce the dimensionality of the dataset are listed
in Algorithm 1.

C. SYSTEM MODEL
The following two scenarios involving UAV systems demon-
strate the presence and absence of an IDS in these systems.
In the absence of IDS in the UAV system - A UAV
launches off from its starting point and follows its planned
flight route until it reaches its destination. Sometime
afterward, a spoofer starts to use GPS spoofing to move
this UAV from its current actual position to its current fake
position. With persistent attacks, the ground station displays
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FIGURE 1. UAV system in the absence of IDS.

Algorithm 1 Dimensionality_Reduction(X)

cor_list=[]
1G_list=[]
for each xjeX do
Calculate r(x;) using equation(1)
if r(x;) < ryin then
cor_list.append(x;)
end if
Calculate G(X, x;) using equation(2)
if r(x;) < IG;i, then
IG_list.append(x;)
end if
end for
discard_feat=cor_list N IG_list, where N represents intersection
for each f ¢ discard_feat do
X=X.remove(f)
end for
n_components=number of columns of X
Compute Sparsity of X using equation(3)
while Sparsity —0 do
Reduced_X=principal_component_Analysis(n_components)
Compute Sparsity of Reduced_X using equation(3)
if Sparsity == 0 then
break
else
n_components=n_components-1
end if
end while

that this UAV is traveling along the fake flight route toward
the target location. But in reality, the UAV is navigating via
the real actual fake flight route to land at a fake location. This
is presented in Fig.1.

In the presence of IDS in the UAV system - As men-
tioned above, the UAV launches off from its starting point
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to reach its destination via a planned flight route. Then
sometime during the travel, a spoofer carries out GPS
spoofing to move the UAV from its current position. However,
in the presence of an IDS-enabled ground station, the
spoofing attack gets detected and blocked. As a result, the
UAV continues to follow its planned flight path to its target
location. The system is shown in Fig.2.

D. PROPOSED HYBRID MODEL OF ANN AND GA

The backpropagation network uses a gradient descent tech-
nique with backward error propagation. At each step, the error
is computed using the following equation:

EW) = % D 0a —oa)’ @
deX

where, y, is the target output while o4 is the computed output.
The backpropagation algorithm searches this error surface
in a gradient descent manner to find the optimal weights.
However, the slow convergence and the problem of getting
stuck to a local minima are the basic flaws of this type of
learning technique.

The above-mentioned problem of the backpropagation
network can be minimized by combining it with a genetic
algorithm which is responsible for finding the optimal
weights in an acceptably quick manner. Let’s assume the
ANN has i input neurons, h hidden neurons, and o output
neurons. The total number of trainable weights is (i+o0)h+2.
If each weight(W; ;) has length d, each gene represents one
weight (W; je P) and the length of each gene is d.

The chromosome which is a combination of genes can
be encoded by a string of length L = (i + 0)hd + 2d and each
chromosome represents (i + o)h + 2 weights. If P is the size
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FIGURE 2. UAV system in the presence of IDS.

of the population, the initial population of p chromosomes is
randomly generated.

1) WEIGHT EXTRACTION FROM THE CHROMOSOME

Let ¢y, ¢, ...cp represent a chromosome and let cig41,
Ckd+2- - - C(k+1)d Tepresents kth gene of this chromosome. The
weight wy can be expressed as:

[ Crar1 x 1092 4 Ckd+2 X 10473 4. Clk+1)d
1042

for
d < ka1 <9

Ckd+1 X 10972 4 Ckd+2 X 10973 ... 4 Clk+1)d
- 1042

Xk = 1

for
0<ckagr1 =d

&)

2) FITNESS FUNCTION

The weights are extracted from each chromosome using the
equation (5). The input is passed through the ANN. The out-
put is produced by using these weights and biases. However,
the output generated by ANN is not categorical, which is
in contrast to class-specific targets. Hence, the following
equation is used to convert the non-categorical output of ANN
to categorical outputs:

Oc
c,ceC = S 6
PeceC = 57 cloa] ©
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The predicted output i.e. ; can be estimated by using the
following equation:

(N

The root mean square error (RMSE) for each chromosome
can be calculated by using the equation:

Z}n:l(h' —3?

m

¥; = ¢ for max p;
ceC

RMSE(C)) = ®)
The fitness function (F;) of i chromosome can be generated
by taking the reciprocal of RMSE(C;) i.e.

1

= 9

RMSE ©)
The steps to generate the fitness function of each chromo-
some are presented in Algorithm 2.

i

Algorithm 2 Fitness_function()

for each chromosome C;e population do
Extract weight wy, where k = 0, 1...(/ +m)n+2 using
equation(5)
Use the weights wy to train the ANN over dataset
Reducedyx
Compute the error E; using equation(4).
Compute the root mean square error RMSE

Z;n=1(>’j_5’j)2
m

The fitness function F; =

end for

1
RMSE
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3) CROSSOVER

The fitness function is estimated for each chromosome
belonging to the population. The chromosomes are sorted
with respect to their calculated fitness function in decreasing
order of these values. The chromosomes with the lowest
fitness values are replaced by the chromosomes with the
highest fitness values. Two chromosomes with the best fitness
values are selected to generate the offspring. The cross-over
operation is employed for this purpose. During the generation
of offspring, a two-point cross-over operation is performed.

Algorithm 3 Crossover()
Sort chromosomes C;eP with respect to their increasing
values of fitness function F;
Replace Cj, F j’”"” with C;, F/"®
Select two chromosomes C; and C; with best fitness
function as two parents P; and P;
d1 = randint(0, L) and d2 = randint(0, L)
Oﬁ; = Pl’ and Oﬁj‘ =Pj
Offild1 : d2] = Pjld1 : d2]
Offild1 : d2] = Pild1 : d2]
append(Off; and Off;) to population P
Fitness_function(Off;)
Fitness_function(Off;)

4) PROPOSED ALGORITHM TO TRAIN ANN BY UPDATING
ITS WEIGHTS THROUGH GA

Initially, the population Py is generated randomly, where
each chromosome has the length L = (i + o)hd + 2d.
The fitness function of each chromosome is computed using
Algorithm 2, i.e., Fitness_function(). The RMSE of the
chromosome is calculated using Eq.(8). If its value is less
than 0.0001 for all chromosomes, the respective weights for
the ANN are extracted using Eq.(5). Otherwise, Algorithm 3,
i.e., Crossover(), is executed to produce the offspring, and
the initial population Py becomes P i.e., the next generation
population. The above-mentioned process is repeated till the
Algorithm 4 converges to the optimal weights.

IV. DATASET

The dataset [30] has three directories: Each directory
contains 60 CSV files. The files contain similar data with
respect to their relative ordering of appearance in the
respective directories, i.e., the first CSV file. The data are
not labeled. The different classes are extracted while reading
the directories. The data extraction from these directories is
depicted in Fig.3.

The extracted dataset(X) contains 293769 number of
instances, each with 829 number of features. The number
of non-zero data in the dataset is 2697289, while its
size is 243534501. Thus, the sparsity is calculated using
Equation (3) = 0.988.

During the concatenation and merging operations, the
features are filled up with NA. The replacement of NA with
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Algorithm 4 Proposed Algorithm to Train ANN by Updating
Its Weights Through GA()
i=0
Randomly generate P; number of chromosomes of length
L=(+o)hd +2d.
while !True do
Calculate fitness function for each CjeP; using
Algorithm fitness_function()
if RMSE(C;) < 0.0001 for all CjeP; then
Extract the weights using equation(5).
break
else
i=i+1
call Algorithm Crossover() to produce the offsprings
Crossover() updates the population to Py
end if
end while

the mean value of features reduces the sparsity to 0.73.
Outliers are detected and also filled with the mean value of
features. Subsequently, the proposed dimensionality reduc-
tion algorithm, i.e., Dimensionality_Reduction is applied to
X to reduce the number of features to 10, and the new dataset
Reduced_X has 293769 instances and 10 features.

V. RESULTS

The simulation is carried out in the Google Colab environ-
ment using Python programming. The architecture of the
proposed model is depicted in Fig.4. The different parameters
used for simulation are presented in Table 1. The proposed
model is trained and validated over Reduced_X by using a
5-fold cross-validation technique.

TABLE 1. Parameters for simulation.

Parameters Value
Number of input neurons 10
Number of hidden neurons 5
Number of output neurons 3

Total number of weights 65
Total number of bias 2
Gene(weight length) 2
Chromosome length 134
Population size 100

A. CONVERGENCE OF THE PROPOSED MODEL

The proposed model is trained and validated on the
Reduced_X dataset with a 5-fold cross-validation technique.
During each iteration, the dataset is randomly divided into
five disjoint parts, of which four parts are used to train the
model, while the rest one part is used to validate the model.
The root means square error generated during each iteration
is stored separately for training and validation. As the
computed output and the target output class are specific,
the denominator of the expression supersedes largely the
numerator. Thus, a very low value, such as 0.001, is set
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FIGURE 3. Extraction and merging of data from the dataset.

FIGURE 4. Proposed hybrid model of ANN and GA.

as the stopping criterion for the algorithm for both training
and validation purposes. The convergence of the proposed
algorithm towards optimal weights of the ANN is shown
separately for training and validation in Fig.5. From this
figure, it can be observed that the proposed model converged
to optimal weights during 10,000 iterations during training
with for training, while for validation, it converged during
45,000 iterations.

B. PERFORMANCE OF THE PROPOSED MODEL

The prediction accuracy of the proposed model is shown
in Fig.6. The class-wise performance of the proposed model
in terms of precision, recall, fl-score, and accuracy is
presented in Table 2. Furthermore, the confusion matrix
generated by the proposed model is depicted in Fig.7.

C. COMPARISON OF THE PROPOSED MODEL WITH BPN
The backpropagation neural network with a gradient descent
algorithm is simulated over training and validation datasets
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FIGURE 5. Computed root mean square error for training and validation
of the proposed model.

using a five-fold cross-validation technique. Additionally,
one more hidden layer is added to this BPN to increase
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TABLE 2. Performance of the proposed model.

Attack type Code | precision | recall | fl-score | Accuracy
Benign 0 1.00 1.00 1.00
GPS jamming | 1 1.00 0.99 0.99 0.99
GPS spoofing | 2 0.97 1.00 0.99
1.00 §
0.95 -
>
g
=]
5 0.90 1
<
5
2
0 0.85 1
%
0.80
— ftraining
validation
0 10000 20000 30000 40000 50000 60000

Iteration Number

FIGURE 6. Prediction accuracy of the proposed model during training and
validation.

Confusion Matrix
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-10000
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Bengin GPS jamming GPS spoofing
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FIGURE 7. Confusion matrix.

prediction accuracy, since the hidden layer intrinsically
extracts features during training and validation. The Fig.8
depicts the convergence of these methods during their
training. The proposed model converges to optimal weights
at around 30000 iterations as opposed to no convergence by
BPN and BPN + 1 HL even after 80000 iterations. Further,
the prediction accuracy of BPN i.e. 0.895 as compared to the
proposed model is not that much appreciable. The addition of
one hidden layer to BPN significantly increases its prediction
accuracy to 0.9324 which is 6% less than that of the proposed
model. The comparison of the prediction accuracy of the
proposed model, BPN, and BPN with one extra hidden layer
is shown in Fig.9 and Table 3.

D. COMPARISON OF THE PROPOSED MODEL AGAINST
OTHER CLASSIFIERS

The performance of the proposed model is compared with
other classifiers such as Naive Byes, Random forest, Support
vector machine, k-nearest classifier, BPN, and BPN with
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FIGURE 8. Comparison of convergence of proposed model, BPN and BPN
with one extra hidden layer.

by  — Prposed model 0.9953
BPN
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0.95 -

0.9324

0.90

0.8950

0.85 A

Prediction Accuracy
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FIGURE 9. Comparison of prediction accuracy of proposed model, BPN
and BPN with one extra hidden layer.

one extra hidden layer (Table 3). The performance metrics
considered for this comparison are precision, recall, f1-score,
and accuracy. Additionally, this table also shows the macro
average precision, macro average recall, and macro average
fl score for a better way to compare the performance of
different classifiers.

This table reveals that the proposed model outperforms
the other classifiers in terms of the different metrics.
Furthermore, the accuracy of the proposed model is at least
6% more than these classifiers.

E. COMPARISON OF THE PROPOSED MODEL AGAINST

OTHER CLASSIFIERS IN TERMS OF COMPUTATIONAL TIME
The computational time required by the different classifiers
and the proposed model is shown in Fig.10. This figure
reveals the fact that the computational time required by the
proposed method is much less than that required by other
classifiers. The reason for such a shorter time requirement
for the proposed method is due to the embedding of GA into
this model to find the optimal weights. In contrast to this, the
BPN uses a backpropagation algorithm which converges very
slowly. Additionally, the other classifiers require more and/or
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TABLE 3. Comparison of performance of the proposed model and other classifiers.

Classifier Attack type Micro Average Macro Average Accuracy
Precision | Recall | fl-score | Precision | Recall | fl-score
Benign 0.95 0.93 0.95
Naive Bayes GPS jamming | 0.92 0.91 0.92 0.93 0.91 0.93 0.93
GPS spoofing | 0.93 0.91 0.92
Benign 0.94 0.93 0.94
Random forest GPS jamming | 0.94 0.92 0.94 0.93 0.92 0.93 0.935
GPS spoofing | 0.93 091 0.92
Benign 0.94 0.93 0.94
SVM GPS jamming | 0.95 0.93 0.94 0.94 0.92 0.93 0.938
GPS spoofing | 0.94 0.92 0.93
Benign 0.93 0.91 0.91
kNN GPS jamming | 091 0.90 0.90 0.92 0.9 0.9 0.915
GPS spoofing | 0.92 0.90 0.91
Benign 0.9 0.87 0.89
BPN GPS jamming | 0.89 0.88 0.89 0.9 0.88 0.89 0.895
GPS spoofing | 0.91 0.89 0.9
Benign 0.94 0.92 0.94
BPN+ 1 HL GPS jamming | 0.93 0.91 0.93 0.93 091 0.93 0.932
GPS spoofing | 0.93 0.92 0.93
Benign 1.00 1.00 1.00
Proposed model | GPS jamming | 1.00 0.99 0.99 0.99 0.99 0.99 0.995
GPS spoofing | 0.97 1.00 0.99
1009 — prposed DR 09959
N —— Truncated SVD
— UMAP
AF 0.95 1
M g 0.90 4
3
kNN 2
§ 085 0.8404
BPN + 1 HL g
2
o
8PN 0.80 1
0.7949
proposed model 0.75 4
o z 4 6 s 1 12 1 16

Time in minutes

FIGURE 10. Comparison of computational time required by the proposed
method and other classifiers.

complex parameters for training and validation. kNN being a
lazy learner requires approximately 7 minutes followed by
other classifiers. In this list, the BPN+1 HL requires the
highest computational time.

F. COMPARISON OF THE PROPOSED DIMENSIONAL

TECHNIQUE AGAINST OTHER SIMILAR TECHNIQUES

The proposed dimensional reduction technique is compared
against some recent techniques like truncated singular value
decomposition (SVD) and Uniform Manifold Approximation
and Projection (UMAP). The truncated SVD performs
factorization on the data matrix and is well-suited for a
sparse matrix. UMAP is a manifold learning and dimension
reduction technique that can deal with higher dimensional
data efficiently. These techniques, along with the proposed
dimensional reduction technique, are applied to the initial
dataset (X) separately. The proposed model is trained
and validated over these reduced datasets. The prediction
accuracy of the proposed model over these datasets is plotted
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FIGURE 11. Comparison of the proposed dimensionality reduction
technique against Truncated SVD and UMAP in terms of accuracy
generated by the proposed model.

and shown in Fig.11. This figure clearly depicts the beneficial
effects of the proposed method over other methods, as it
measures the correlation coefficient and information gain of
each feature against the target class before discarding the
features, thereby reducing some degree of sparsity. In contrast
to this, truncated SVD and UMAP work directly on the
dataset to reduce the number of features to appropriate
numbers. It can be noted here that the zeros are also converted
to their counter-values during such a reduction process.
Hence, the accuracy of the proposed model sharply decreases
to 0.8404 and 0.79 for reduced datasets generated by UMAP
and truncated SVD.

G. COMPETENCY OF THE PROPOSED MODEL FOR
DIFFERENT DATASETS

In order to evaluate the competency of the proposed model,
it is applied to two datasets (KDD99 and UNSW-NB 15 [31])
widely used for intrusion detection systems.
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FIGURE 12. Accuracy of the proposed model over KDD99 dataset.
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FIGURE 13. Generated RMSE by the proposed model over KDD99 dataset.

After performing an initial read operation, the number
of records and features in the KDD99 dataset is 494021 and
43 (excluding categorical features), respectively. The dataset
does not contain missing values, and most values are nonzero.
The proposed dimensional reduction technique is applied to
this data to yield only 13 features. The proposed model is
trained and validated over this dataset with a split of 70%
to 30%, respectively. The prediction accuracy and root mean
square error generated during training and validation are
shown in Fig.12 and Fig.13.

The training data of the UNSW-NB 15 dataset
are only considered for this study which comprises of
2934817 records and 19 features. The number of zeros
present in this dataset is 5684348 (excluding one cate-
gorical feature) while the total number of value counts is
52826706. Thus, the calculated sparsity for this datasetis 0.1.
The proposed dimensional reduction technique reduces the
number of features to 13. The proposed model is trained
and validated on the training and validation dataset. The
prediction accuracy and root mean square error generated
during the training and validation are shown in Fig. 14 and
Fig.15 respectively. The proposed model is well-converged
to optimal weights of ANN for both cases.
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FIGURE 14. Accuracy of the proposed model over UNSW-NB 15 dataset.
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FIGURE 15. Generated RMSE by the proposed model over UNSW-NB
15 dataset.

VI. CONCLUSION

UAVs or drones have seen exponential growth in recent years,
ushering in a new era of aviation in which unmanned aerial
vehicles are used for both commercial and military purposes.
These autonomous vehicles offer numerous benefits owing
to their characteristics such as adaptability, user-friendliness,
low operating costs, and minimal energy usage. However,
due to their widespread application in mission-critical
environments, modern UAVs are subject to a wide range
of security threats, including spoofing, command injection,
jamming, and denial of service, among others. As the
severity of these threats becomes more apparent, intelligent
intrusion detection systems are gaining importance as a vital
security tool against these attacks. In light of the enormously
complicated and diversified nature of attacks, an algorithmic
approach becomes impractical, and it is essential to adapt
machine learning-based decision-making solutions generated
through intelligent analysis of massive datasets. Artificial
intelligence approaches provide mechanisms to collect,
analyze, and use network traffic to further train the Al model
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and, subsequently, provide efficient network protection with
minimal false positives. The work carried out in this paper
introduces a new dimensional reduction approach based
on correlation coefficient, information gain, and principal
component analysis to reduce the dimension of the UAV
Attack Dataset. Furthermore, we have designed a novel
intrusion detection system that uses a combination of ANN
and GA. The ideal weights of the artificial neural network are
generated with the application of a genetic algorithm. Both
the backpropagation network and its variant are compared to
the proposed model in terms of convergence and prediction
accuracy. Additionally, competing classifiers are evaluated
against the performance of the proposed model. This
analysis demonstrates that the proposed model outperforms
competing classifiers by at least 6% in terms of prediction
accuracy while simultaneously saving a significant amount
of time. Lastly, the proposed model, being light in terms of
parameters, can be embedded directly into the UAV to prevent
and respond to threats.

The proposed IDS can be employed in UAVs to enhance
security in critical applications such as military operations
by training and validating it over real-time attacks. This
will indeed make it a robust system capable of dealing with
adversarial attacks. Finally, IDS could be used to detect and
prevent data exfiltration from UAVs. This could be achieved
by using IDS to monitor the UAV’s communication network
and detect any data exfiltration attempts.
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