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ABSTRACT Communication in cyber-physical systems relies heavily on Wireless Sensor Networks
(WSNs), which have numerous uses including ambient monitoring, object recognition, and data trans-
mission. However, they are vulnerable to cyberattacks because they are connected to the IoT. In order to
combat the difficulties associated with WSN intrusion detection, this research employs machine learning
techniques, notably the Gaussian Nave Bayes (GNB) and Stochastic Gradient Descent (SGD) algorithms.
The effectiveness of recommendation systems is improved with the introduction of context awareness.
To lessen the burden on the computer, we first do a principal component analysis and singular value
decomposition on the raw traffic data. On the WSN-DS dataset, the suggested SG-IDS model achieved a
96% accuracy rate, outperforming state-of-the-art algorithms with higher rates of 98% accuracy, 96% recall,
and 97% F1 measurement. In an evaluation of an IoMT dataset, the SG-IDS performed admirably, with an
accuracy of 0.87 and a precision of 1.00 in intrusion detection tasks.

INDEX TERMS Intrusion detection, wireless sensor network, machine learning, accuracy, Internet of
Things.

I. INTRODUCTION
Wireless sensor networks (WSNs) have become increasingly
common with the advent of the Internet of Things (IoT).
This is due to the IoT’s ability to interconnect all objects and
hence drastically alter people’s daily routines [1], [2]. Strict
precautions are necessary to ensure the security of IoT net-
works. To guarantee the safety of theWSN, many safeguards,
such as encryption, authentication, and other concepts, have
been implemented. By contrast, threats that can circumvent
common security measures have emerged as a result of the
development of a wide range of attack methodologies. The
safety of sensitive information is of paramount importance
in large-scale WSN deployment. Protecting WSN systems
requires severe security techniques and is essential [3], [4].
Unfortunately, passive defense measures are insufficient for
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ensuring complete WSN security. Thus, the availability of
preventive safety technologies is essential [5]. An intru-
sion detection system (IDS) is a powerful tool for active
defense [6]. Data-driven IDS can proactively detect attacks
even when traditional defenses are not available. However,
as the volume of data carried over a network grows, the
challenge for an IDS to do real-time analysis of that data
grows as well. Consider how rapidly and efficiently data
processing must occur in a WSN while thinking about the
advantages of an IDS [7]. Behaviors include sudden spikes
in network activity and the appearance of new, unexpected
WSN parameters are hallmarks of abnormal network usage.
Wormholes, sinkholes, flooding, and jamming are just some
of the attacks that disrupt normal network operations [8].
It may be difficult for the classifier to quickly distinguish
normal and abnormal patterns in network traffic because
of the large number and variety of involved data and non-
involved data [9]. Difficulty in detecting suspicious behavior

VOLUME 12, 2024

 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 3825

https://orcid.org/0000-0001-6611-1916
https://orcid.org/0000-0002-6313-4407


H. M. Saleh et al.: SGD Intrusions Detection for WSN Attack Detection System

owing to noise and other irrelevant characteristics in the
network. Such difficulty increases the time and effort required
to investigate and decreases the likelihood of success [10].
Machine learning has inherent limitations that are typically
determined by the data and features used in a model or
algorithm. This highlights the importance of feature selection
in machine learning. The widespread incorporation of com-
puters into more and more aspects of human life has led to
the widespread availability of datasets with tens of thousands
of feature space dimensions. However, a finite number of
characteristics can capture the entire image. The effectiveness
of machine learning algorithms is severely hindered by the
presence of a large number of superfluous and redundant
attributes in this data subset. The combination of feature
selection and machine learning has been a significant success
in the scientific community, and the resulting technology
has found significant applications in areas such as network
traffic monitoring and security [11]. The time spent on the
intrusion-detection process must be minimized without sac-
rificing the accuracy or detection rate. Owing to these and
other differences between WSNs and traditional computer
networks, traditional methods of network intrusion detection
can no longer be used to safeguard WSNs. There are several
variations in the terminal types, data transfer, network design,
and other areas. First, a WSN IDS must reliably identify the
known and unknown threats. Second, an IDS for a WSN
must be lightweight, meaning that it will not significantly
slow the WSN infrastructure [11]. This research proposes a
new approach that is suitable for the detection of WSNs. The
primary contributions of this study are as follows:

(1) The high volume and diversity of data that must be
processed by the wireless sensor network are the root
cause of the computationally expensive intrusion detec-
tion approach and the poor detection performance of
intrusion activity. As a result, different feature selection
methods, such as principal component analysis (PCA)
and singular value decomposition (SVD), were inves-
tigated in this paper concerning intrusion detection in
WSNs.

(2) The purpose of this research is to propose an intrusion
detection model called SG-IDS by comparing and con-
trasting the performances of two different classification
strategies: Stochastic Gradient Descent and Guessing
Naive Bayes under WSN.

(3) To detect traffic attacks under a WSN with fewer false
positives, an SG-IDS is utilized. Traditional methods of
WSN intrusion detection suffer from several drawbacks
that this model aims to remedy, including poor detec-
tion performance, slow real-time performance, and
excessive results compared to other similar research.

The remaining sections of this research are organized as
follows. The topic of intrusion detection in WSN is covered
in Section II. Research of interest is presented in Section III.
In Section IV, a plan for protecting sensor networks from
intrusion is presented. The experimental environment is

demonstrated in Section V. The results and analysis of the
experiments are presented in Section VI. Future objectives
are outlined in Section VII.

II. DETECTION OF INCURSIONS IN WSN
Two distinct types of attacks can be launched against a WSN:
passive and aggressive. Destructive attacks are often referred
to as ‘‘active attacks. Any entity that poses an immediate and
direct threat to a system is considered an adversary. The effec-
tive information sent by the source to the destination of the
destination station sent by the source station can be retrieved
using a passive assault that does not disrupt the regular data
connection. If malicious actors gain access to legitimate data,
they can cause serious problems for the network and endanger
data security. The release of confidential information does
not delay the transfer of data [12]. Eavesdropping on a con-
versation that takes place between two nodes is an example
of a passive attack, as opposed to an active attack, which
exploits the broadcasting capability of the wireless commu-
nication medium. The motivation for an invasion determines
whether it is external or internal. To steal private information
from a WSN, it is necessary to access powerful wireless
receiving and transmitting equipment. These attacks typically
employ techniques, such as replay, injection, eavesdropping,
and interference. This internal threat has gone on an offensive
after losing a key node in the network. An internal attack
can be launched by two distinct types of nodes: independent
nodes, which make use of network resources without directly
affecting other nodes, and compromised nodes, which can
cause harm to other nodes in the network [13], and malicious
sensor nodes, which eavesdrop on, interfere with, or control
the communication of the entire network by masquerading as
normal nodes. The energy, processing power, communication
bandwidth, and storage space are limited in WSNs. There-
fore, the architecture of the intrusion-detection system must
be adjusted to meet the demands of each application scenario
and environmental design.

III. RELATED WORK
Traditional wired network intrusion detection system (IDS)
solutions are incompatible with the expansion of wireless sys-
tems [14], particularly WSN and Ad Hoc networks. The need
for an intrusion detection system in a WSN is highlighted.
Any unusual activity is investigated using intrusion detection
systems that employ anomaly detection. A broad variety of
anomaly detection systems have been developed as a result
of these discoveries. Many of these systems for spotting
outliers are different takes on well-established methods like
artificial immunity analysis, clustering, ML algorithms, and
SL models for learning statistics. Multilevel semi-supervised
ML (MSML) is a framework proposed by Yao et al. [15]
concerning intrusion detection models that make an effort
to overcome these difficulties. First, the data were subjected
to four separate procedures: fine-grained classification (FC),
finding of patterns, model updates, and extraction of pure
clusters. To discover all pure clusters, we first need to define
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the term ‘‘pure clusters’’ and then provide a hierarchical
semi-supervised k-means approach. A joint analysis based on
the Hilbert Huang Transformation (HHT) was developed by
Chen et al. [16] to detect LDoS attacks on WSNs. Using the
nodes with the highest trust value was the primary focus of
this study to develop an effective attack detection framework.
The primary objective was to decrease the traffic volume,
travel time, and energy consumption. Ifzarne et al. [17]
improved the security of WSNs by combining both the
Support Vector Machine (SVM) method of categorization
and the Cuckoo Search Optimization (CSO) method. The
goal of this study is to develop an appropriate and efficient
method for predicting network intrusions using available
datasets. The parameters of the SVM classification model
were successfully parallelized over several nodes using the
map-reduction technique, allowing the method to meet the
target. The limitations of this investigation include subpar
results, sluggish response time, and excessive misclassifi-
cation rate. Liu et al. [18] utilized the EM technique of
Expectation Maximization to identify anomalous data in the
NSL-KDD repository. In this post, we looked at several
different types of attacks, including synfloods, land, ping of
death, sweeping, and UDPfloods. Hemanand et al. [19] advo-
cated deploying the existing Glowworm SwarmOptimization
method across IoT sensors to identify power-hungry devices
and allocate resources equitably. This would allow smart
and sustainable energy management. When evaluating a net-
work’s performance, the routing protocol should be taken into
account, as suggested by Jayalakshmi et al. [20], who argued
in favor of strengthening network security by using cryptog-
raphy at every node. As proposed by Tauqeer et al. [26], based
on these suggestions, NIDSs can incorporate feature selection
models to enhance their functionality. The development of
this concept was motivated by the multitude of optimiza-
tion strategies available, such as particle swarm optimization
(PSO), grey wolf optimization (GWO), firefly algorithm
(FFA), and genetic algorithm (GA). The proposed paradigm
aims to improve the NIDS performance by utilizing 13 sets
of rules derived from the algorithms mentioned above. These
deployments were accomplished with Python’s Anaconda
open-source and its wrapper-based techniques. The UNSW-
NB15 dataset and the SVM and J48 ML classifiers were used
to assess the quality of the proposed model.

Vinayakumar et al. [21] collected data for the MQTTset
dataset, which is optimized for the MQTT protocol used by
many IoT devices. Researchers have created a fake detection
system that combines the official dataset with cyber-attacks
against anMQTT network to prove that the dataset is reliable.
These findings demonstrate that MQTTset can be utilized to
educate ML models for detection systems that guarantee the
security of IoT ecosystems. Kumar et al. [22] developed a
novel approach to detecting intrusions based on unauthorized
use. This system can identify all five types of network attacks
(exploit, DOS, probe, generic, and normal attacks). KDD99
or NSL-KDD 99 data collection is also commonly utilized in
IDS-related activities. These records are considered useless

and outdated for detecting modern threats. This study uses
the UNSW-NB15 dataset as a non-online data source to
develop an integrated classification-based method for iden-
tifying cybercrime.

As shown by the research carried out by Chandre et al. [23],
the success rate of an attack on MQTT-based IoT system
can be estimated using one of several readily accessible
machine learning models. Evaluation criteria such as pre-
cision, accuracy, and F1 score were used to make direct
comparisons between the models’ performance. Based on
the outcomes, it was clear that random forest achieved near-
perfect accuracy. Hemanand et al. [24] developed a clever
IDS by combining a linear support vector machine (LSVM)
and Cuckoo Search Greedy Optimization (CSGO) models
to optimize wireless sensor network safety. This model was
tested on well-known network datasets, such as NSL-KDD
and UNSW-NB15. The first step in normalizing the attributes
is to perform dataset preprocessing, which involves removing
any unnecessary data, making educated guesses about the
values that are absent, and applying any necessary filters. The
CSGO algorithm needs to be given the optimal number of fea-
tures, which is calculated during the pre-processing stage, for
it to be able to select the best possible features. The last step
is to predict whether the label should be considered normal
or abnormal by utilizing a machine-learning classification
algorithm based on LSVM. During the process of evaluating
the findings, a multitude of performance measurements was
utilized to verify and assess the efficacy of the proposed
security model.

The dataset utilized by Almomani [25] was simulated in an
NS-2 network simulator using the LEACH routing protocol.
This simulation aimed to collect data from the network and
preprocess it, resulting in the generation of 23 characteristics
that categorized the condition of the relevant sensor. In addi-
tion, the simulation incorporated the implementation of five
different types of Service (DoS) assaults. The constructed
CNN-LSTM model was assessed over 25 epochs, yielding
accuracy, precision score, and recall score values of 0.944,
0.959, and 0.922, respectively. These scores are measured on
a scale ranging from 0 to 1.

In order to spot cyberattacks, Tauqeer et al. [26] suggested
a trifecta of Machine Learning algorithms: Random Forest,
Gradient Boosting, and Support Vector Machine (SVM).
The most effective models for detecting cyberattacks are
those trained with machine learning. The WUSTL EHMS
2020 dataset includes major in-the-middle, data injection,
and spoofing attacks, and is used to test proposed Machine
Learningmodels. The outcome analysis demonstrates that the
proposed Machine Learning models are superior to the state
of the art.

A new lightweight IDS technique is developed by
Taouali et al. [27] to successfully counter a wide variety
of cyberattacks in IoMT networks. Pre-processing, feature
selection, and judgment are the three stages that make up the
proposed anomaly-based intrusion detection system. Clean-
ing and standardizing data is done in the pre-processing
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stage. In order to improve detection results and minimize
the dimensionality of retrieved features, the proposed method
employs two data-driven kernel approaches, namely kernel
principal component analysis and kernel partial least square
techniques, during the feature selection phase. Therefore, the
kernel extreme learning machine is employed in the decision
step to determine if the traffic flow is benign or malicious.
An up to date IoMT dataset called WUSTL-EHMS-2020 is
considered for evaluating and discussing the produced results,
to verify the efficacy of the established detection technique.
99.9% accuracy, 99.8% specificity, 100% sensitivity, and
99.9% F-score were all attained by the proposed approach.

An extreme Gradient Boosting (XGBoost) approach is
proposed by Dhanya and Chitra [28] to identify malicious
software in databases. Differential Evolution (DE), an intel-
ligent evolutionary technique, is used to optimize the XGB
algorithm’s hyperparameters. The experiment was run on the
WUSTL EHMS 2020 Dataset for IoMT CyberSecurity, and
after hyperparameter optimization, it achieved an accuracy of
97.39 percent. When it came to malware identification, the
DE-optimized XGB Classifier excelled in both accuracy and
speed.

IV. WSN INTRUSION DETECTION ARCHITECTURE
There are three main parts to intrusion detection technol-
ogy for WSNs: data collection, detection, and reaction. The
detection system receives data from the environment gathered
by the information-collecting module. The detection module
has an analyzer that examines and evaluates the acquired
data traffic information to determine whether an intrusion
has occurred within the WSN. When something out of the
ordinary is found, the detectionmodule relays the information
to the response module. Figure (1) demonstrates how WSN
can be utilized for detecting intrusions. Sensor nodes (SN),
cluster heads (CH), and sink nodes (sink) are all types of
nodes in a such network [29], [30].

FIGURE 1. Basic Wireless sensor network intrusion detection
architecture [30].

To reduce communication burden and energy consump-
tion, this network employs distributed intrusion detection.
The leader of a cluster in distributed detection coordinates
the various computational operations being performed all
over the world. The communication overhead can be lowered
by sending less data to the cluster head, and the processing

expense of the cluster head can be offloaded to normal sensor
nodes [31]. Many researchers seeking superior IDS perfor-
mance in WSN have turned to more intricate data mining
strategies. However, because of the high processing cost that
they entail, such methods are not suitable for application
in real-time systems that utilize wireless sensor networks.
The large feature dimensions of the input data, availability
of duplicate data, and insufficient data preparation are the
most important contributors to the high computational cost
of an IDS.

V. THE PROPOSED RESEARCH METHODOLOGY
Feature selection is used to reduce the number of poten-
tial features from a large pool to a more manageable size.
Pre-processing techniques like principal component analy-
sis and singular value decomposition are frequently used
to enhance the detection accuracy of the classification
algorithm, reduce the computational load of the IDS, and
preserve as much information as feasible. Algorithm (1)
presents a data analysis module that utilizes these methods
to assess whether observed behavior constitutes an intrusion.
Figure (2) provides an overview of the architectural configu-
ration of the proposed system. The first focuses on different
approaches to data manipulation in this context.

These steps in algorithm 1 and algorithm 2 describe
the proposed algorithm procedure. Firstly, load the
input called the WSN-DS data set and called WUSTL
EHMS 2020 Dataset, the output is Intrusion Classification.
Then define the parameters needed for PCA, and define the
parameters required for GNB, set up the hyper parameters for
SGD such as the learning rate and the number of iterations
performed here.

Furthermore, in order to store true labels and predicted
labels, lists will be created. Then performing SVD and PCA.
The next step is to split the data set into training (70) % and
testing (30)% andmoving on to training themodels. This step
consists of two phases which are train GNB and train SGD.
Finally, evaluation performance should be performed in order
to Accuracy, precision, recall, and F1 score.

The recommended intrusion detection method uses numer-
ous machine-learning methods to improve intrusion classi-
fication in Wireless Sensor Networks. First, the input data,
WSN-DS, was loaded. A sequence of activities was then per-
formed under well-defined hyperparameters. Preprocessing
with Principal Component Analysis (PCA) reduces dataset
dimensionality, making feature extraction easier. The data are
then enhanced, and relevant properties are identified using
Singular Value Decomposition (SVD). The dataset had two
sets: training and testing. The dataset comprised 70% training
data and 30% testing data. Two models, GNB and SGD,
were trained throughout training. After computing the mean
and covariance matrix for each class, GNB calculates the
class probabilities. The Stochastic Gradient Descent (SGD)
model is trained iteratively using scrambled training data and
gradient descent to update the model parameters using the
estimated loss gradient.
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Algorithm 1 The SG-IDS Algorithm Specification
Input: Load the dataset called WSN-DS.
Output: Intrusion Classification
Start

Step 1: Define the parameters needed for PCA, such, as the
number of components (num_components).
Step 2: Define the parameters required for GNB including prob-

abilities, mean vectors and covariance matrices.
Step 3: Set up the hyperparameters for SGD like learning rate

and the number of iterations.
Step 4: Create lists to store true labels and predicted labels.
Step 5: Perform PCA;

■ Apply PCA to reduce the dimensionality of our dataset down to
num_components.

Step 6: Perform SVD;
■ Use SVD to further preprocess our data and select features.

Step 7: Split the dataset;
■ Divide the dataset into training (70%) and testing (30%) sets.

Step 8: Moving on to training the models;
Firstly, lets train GNB (Gaussian Naive Bayes);

■ For each class in our dataset
■ Calculate mean and covariance matrix for each class.
■ Compute probability for each class.

Secondly, train SGD (Stochastic Gradient Descent);
For each iteration

■ Randomly shuffle our training data.
■ For each data point (x,y) in the training data
■ Calculate gradient of loss function with respect, to model

parameters.
■ Update model parameters using descent; parameters = learning_rate

∗ gradient

Step 9: Test the trained models;
For every data point (x_test, y_test), in the testing set.

■ Apply PCA and SVD transformations
■ Make predictions using GNB;
■ Determine class probabilities using the GNB formula.
■ Select the class with the probability as the predicted label.
■ Make predictions using SGD;
■ Calculate the decision boundary based on parameters trained with

SGD
■ Classify based on this decision

Step 10: Evaluate Performance;
For each predicted label and true label;

■ Print evaluation metrics Accuracy, precision, recall and F1 score

End

In the assessment stage, the trained models were evalu-
ated. PCA and SVD altered each data point in the testing
set to align the data for prediction. The GNB model pre-
dicts labels using class probabilities by selecting the most
likely class. The Stochastic Gradient Descent (SGD) model
is predicted by setting the decision boundary using the SGD-
trained parameters. For each projected and real label, the
accuracy, precision, recall, and F1 score were calculated to
measure the performance. The invasion detection accuracy of
the algorithms was fully demonstrated using these measures.

This method is often referred to as ‘‘data engineer-
ing.’’ This is an essential part of the learning process. The
three stages of data processing are cleaning, normalization,

Algorithm 2 The SG-IOMT Algorithm Specification
Input: Load the dataset called WUSTL EHMS 2020 Dataset.

Output: Intrusion Classification

Star

Step 1: Define the parameters needed for PCA, such, as the number of components
(num_components).

Step 2: Define the parameters required for GNB including probabilities, mean vectors
and covariance matrices.

Step 3: Set up the hyperparameters for SGD like learning rate and the number of
iterations.

Step 4: Create lists to store true labels and predicted labels.

Step 5: Perform PC;

■ Apply PCA to reduce the dimensionality of our dataset down to
num_components.

Step 6: Perform SV;

■ Use SVD to further preprocess our data and select features.

Step 7: Split the datase;

■ Divide the dataset into training (70%) and testing (30%) sets.

Step 8: Moving on to training the models.

Firstly, lets train GNB (Gaussian Naive Bayes);

■ For each class in our dataset

■ Calculate mean and covariance matrix for each class.

■ Compute probability for each class.

Secondly, train SGD (Stochastic Gradient Descent);

For each iteration

■ Randomly shuffle our training data.

■ For each data point (x,y) in the training data

■ Calculate gradient of loss function with respect, to model parameters.

■ Update model parameters using descen; parameters = learning_rate * gradien

Step 9: Test the trained model;

For every data point (x_test, y_test), in the testing se;

■ Apply PCA and SVD transformation

■ Make predictions using GNB;

■ Determine class probabilities using the GNB formul

■ Select the class with the probability as the predicted label

■ Make predictions using SGD;

■ Calculate the decision boundary based on parameters trained with SGD

■ Classify based on this decision.

Step 10: Evaluate Performance.

For each predicted label and true label;

■ Print evaluation metrics Accuracy, precision, recall and F1 score

End
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FIGURE 2. WSN-DS dataset algorithm framework specifications.

and feature selection. A filter-based method influenced by
principal component analysis and singular value decomposi-
tion was used to extract the most important properties. The
model can then be trained by using the training set when
the necessary feature vector is selected. After the model has
been trained, it can be checked against the validation set for
accuracy. The validated model was then applied to the test
dataset for analysis.

A. THE DATA PRE-PROCESSING
1) COLLECTING AND MAPPING INFORMATION
The provided data includes a label attribute consisting of
alphabetical characters that must be converted to numeric
values to exclude it from the methodology. The attack clas-
sification comprises five distinct types, namely ‘‘Normal,’’
‘‘Blackhole,’’ ‘‘Grayhole,’’ ‘‘Flooding,’’ and ‘‘TDMA.’’
Because quantifying such information is not feasible, ordinal
numbers ranging from 0 to 4 are employed to arrange the data
logically. Please refer to Table (1) for the required alterations
and adjustments.

FIGURE 3. WUSTL EHMS 2020 Dataset algorithm framework
specifications.

TABLE 1. Characteristic of wsn dataset.

The second dataset is the WUSTL EHMS 2020 Dataset
which serves as a pivotal resource for researchers delving
into the realm of cybersecurity within the Internet of Med-
ical Things (IoMT). This real-world dataset, meticulously
collected from an Enhanced Healthcare Monitoring System
(EHMS) testbed [32], intricately combines both network flow
metrics and patients’ biometric data, establishing a unique
and comprehensive foundation for the in-depth exploration
of IoMT cybersecurity challenges. Comprising 44 features,
including 35 network flow metrics capturing elements such
as IP addresses, port numbers, protocol types, and packet
lengths, alongside eight patients’ biometric features encom-
passing vital health indicators, the dataset culminates in a
singular label feature discerning the nature of network flows
as benign or malicious as illustrated in Table (2). This amal-
gamation of diverse characteristics positions the WUSTL
EHMS 2020 Dataset as an invaluable asset for researchers,
fostering applications ranging from intrusion and anomaly
detection to the detailed characterization of various IoMT
cybersecurity attacks.

3830 VOLUME 12, 2024



H. M. Saleh et al.: SGD Intrusions Detection for WSN Attack Detection System

TABLE 2. Characteristic of IOMT dataset.

2) LABEL ENCODER
The nominal and ordinal feature names are in a set of cat-
egories represented as strings. Some labels might have to
order information (ordinal qualities), whereas others might
not (nominal features). Throughout the data pre-processing
phase, it is vital to encode labels as numbers to guarantee that
the learning algorithm correctly interprets the characteristics.
LabelEncoder uses a numerical encoding system to assign
values to the labels.

3) MAXIMUM AND MINIMUM NORMALIZATION
Several classification techniques are significantly impacted
by the data’s range of features, from less than one to hundreds

of thousands, necessitating the normalization of continuous
data. Here, we employed the outliers in Eq. (1) to provide a
baseline for comparison. where xj is the original data for the j-
dimensional feature, Minj is the minimal value of the feature,
Maxj is its maximum value, and xj is the normalized data of
the feature [33].

x∗
j =

xj −Minj
Max j −Minj

(1)

B. FEATURES EXTRACTION
1) PRINCIPAL COMPONENT ANALYSIS
When faced with the difficulty of identifying patterns in
high-dimensional data, many researchers turn to principal
component analysis (PCA). The goal of PCA is to use a
smaller number of typical feature images (called Eigenob-
jects) to represent both recognized and unfamiliar faces.
PCA is useful for detecting and validating facial features,
as shown by statistical data. In order to use principal com-
ponent analysis (PCA), a two-dimensional matrix of face
images must be transformed into a one-dimensional vector.
A one-dimensional vector can be oriented in either a row or
column without affecting its value [22], [23].

2) SINGULAR VALUE DECOMPOSITION
Another method of data splitting is singular value decompo-
sition (SVD). They are used for several purposes in signal
processing and statistics, such as finding patterns and extract-
ing features from matrices. However, PCA cannot extract
features from a single signal, nor can it disclose information
about features contained in a signal with varying frequencies.
SVD can be a more useful approach for feature extraction
than principal component analysis because frequency differ-
ences may mask genuine differences between physiological
states [34], [35].

C. CLASSIFICATION MODEL
To detect intrusions, the SG-IDS classification algorithm was
combined with data from wireless sensor networks that were
preprocessed using a sequence backward feature selection
technique. A fast, decentralized, high-performance SG-IDS
is a gradient-based boosting framework. The foundation of
SG-IDS is a simplified histogram-based training method that
uses fewer features and samples overall.

1) GAUSSIAN NAIVE BAYES
The Machine Learning (ML) classification approach, known
as Gaussian Naive Bayes (GNB), employs a probabilistic
strategy and Gaussian distribution. In a Gaussian Naive
Bayes, every input parameter (or predictor) is assumed to
have an independent predictive power over the outcome.
Based on this final prediction, we calculated the likelihood
that the dependent variable would fall into each of the
predetermined categories.When the competing groups’ prob-
abilities are identical, the group with a higher likelihood will
prevail. Feature probabilities, as shown in Eqs. (2), is assumed
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to follow a Gaussian distribution as follows:

p (xi|y) =
1√
2πσ 2

y

exp

(
−

(
xi − µy

)2
2σ 2

y

)
(2)

The continuous variable X’s variance and mean are
calculated for each Y category using the aforementioned
procedures. Figure 4 shows the Naive Bayes classifier wiche
is an important part of machine learning and probabilistic
modeling. The Naive Bayes classifier is a learning system
that uses rules from math, called Bayes’ theorem. It guesses
probabilities by making ideas about features being alone or
separate. The picture makes it easy to see the main parts
and steps used in classifying things with Naive Bayes. The
information was classified in accordance with their degree of
similarity. The GNB not only considers the distance from the
mean when determining this proximity to the mean, it also
considers how this distance relates to the class variance [36].

FIGURE 4. Graphical representation of the naive Bayes classifier.

2) STOCHASTIC GRADIENT DESCENT
This model is a powerful method of training linear classifiers.
It is sufficient to replace the real item with a less precise
estimate of the gradient. To estimate the gradient of the
cost function, stochastic gradient descent gives a gradient to
each component of the learning process. Several parameter
changes were performed to account for the expected vari-
ations. Whenever new training data was added, the model
parameters were updated. Stochastic gradient descent yields
vastly better outcomes than the conventional method when
working with big datasets [37]. This model of facilitation
works well. The simplified SGD revisions in Eq. (3) are as
follows:

θ (t+1)
= θ (t) − αt∇li

(
θ (t)

)
(3)

Both are representations of the size of the learning set
employed to fine-tune the parameters and t represents the
number of iterations. Here, a new value was arbitrarily
assigned to index I before each iteration. In practice, however,
it is typical practice to jumble the samples before analy-
sis [38].

VI. EXPERIMENTAL SETTINGS
The WSN-DS dataset [39], which is publicly available,
was used in this study. Designed to work with WSNs, this
dataset includes indicators of potential intrusion. Regarding
the WSN-DS, the four most common types of DoS attacks
are black holes, gray holes, floods, and schedule attacks.
Comprehensive statistics are shown in Table 3. The num-
ber of randomly selected samples from the training set was
224796 (approximately 70%), whereas the number of ran-
domly selected samples from the testing set was 149865
(30%).

TABLE 3. WSN-DS Dataset Class Label Description.

CM was used to assess the dataset’s accuracy, recall,
precision, and F-measure. According to sources [40], [41],
equations (4)– (7) illustrate how to strike a balance between
the number of false positives and the ratio of false-negative
results to the total. Precision is defined as the fraction of train-
ing data that is properly labeled. The proportion of ‘‘good’’
constituents that were accurately categorized into the ‘‘good’’
cluster. Accuracy refers to the proportion of false positives
that arise when employing a detection model that initially
misidentifies certain elements as negative. The F-score is
equivalent to the arithmetic mean [42], [43], [44].

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(4)

Precision =
TP

TP+ FP
(5)

Recall =
TP

TP+ FN
(6)

F1 = 2 ∗
precision ∗ recall
precision+ recall

=
2TP

2TP+ FP+ FN
(7)

VII. RESULTS ANALYSIS AND DISCUSSION
This research test demonstrated the effectiveness of the
proposed model. Multiple independent experiments were
performed. The first goal of the current study is to com-
pare the performance of SG-IDS with and without a feature
extraction phase using PCA/SVD with 10 or 15 features.
The second goal was to evaluate SG-IDS’s efficacy con-
cerning other machine-learning classification strategies. The
third goal of this study is to examine SG-IDS’s performance
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of SG-IDS in the face of four different types of attacks.
For a network to be usable and eventually integrated with
its intrusion detection mechanism, the precision and recall
metrics must reach a sufficiently high-performance level for
detection purposes. When applied to the WSN-DS dataset
without first selecting features, standard classification meth-
ods such as Gaussian Naive Bayes (GNB) and Stochastic
Gradient Descent (SGD) are compared with DNN [21] and
Deep CNN [23] in Table (4).

TABLE 4. Measurements from several classifications on the WSN-DS
dataset with no feature selection phase.

Sample sets can undergo feature selection/dimensionality
reduction with the help of the feature selection module, lead-
ing to improved estimator accuracy or enhanced performance
on high-dimensional datasets. Ten or 15 features were used
by the two algorithms (PCA and SVD) in this study. The
outcomes of applying feature selection with ML algorithms
to the WSN-DS dataset are depicted in Figures (5) – (7).
Two efficient supervised machine learning algorithms SG-
IDS-ML that have been demonstrated with high accuracy,
precision, recall, and F1-score were used in the study: Gaus-
sian Naive Bayes (GNB) and Stochastic Gradient Descent
(SGD). The two algorithms yielded a correct classification
of instances with accuracies of 0.87 each demonstrating their
effectiveness. However, GNB and SGD reached a recall score
of 0.87 and obtained a precision score of 1 showing no
false positives. A balanced tradeoff between precision and
recall, F1-scores of 0.93 for both algorithms. In this case,
it shows that SG-IDS-ML algorithms such as SGD and GNB
are good tools for identifying intrusions and consequently
classification of traffic incidents.

Fascinating findings are revealed while evaluating several
algorithmic approaches under diverse feature selection tech-
niques. Without feature selection, GNB and SGD do not
perform equally well. The accuracy stands at 0.81, precision
is at 0.82, recall is at 0.79, while F1-score is at 0.82. Yet
another approach for uniform outcomes in GNB, as well as
SGD, could incorporate a PCA comprising of ten factors or an
SVD comprising of ten factors. They provide for an accuracy
of 0.81 and 0.98, a precision rate of 0.82 and 0.95, a recall
level of 0.79 and 0.96, and finally, an F1 score of 0 Never-
theless, using PCA with 15 factors leads to a peculiarity on

FIGURE 5. Comparison of multiple classification measurements for
WSN-DS.

GNB’s accuracy at 82, while SGD retains its high accuracy
of 98. For precision, recall, and F1-score of both algorithms,
they were reasonably stable across the three feature selection
methods with 83, 79, and 83 as well as 96, 97, and 96,
respectively. In summary, these findings demonstrate that
feature selection techniques either maintain or improve the
effectiveness of intrusion detection. The statistical summary
highlights the data with a mean accuracy of 0.896 and a low
standard deviation (0.088594). In all this, it suggests a uni-
form degree of correctness even as they were experimented
on.

FIGURE 6. Performance Metric Statics for WSN-DS.

The mean of the precision and F1-score equals 0.887,
indicating a balance of the correct identification with the
precision and recall tradeoff. Despite the high standard devi-
ation, the variability is relatively low. The recall (mean =

0.876) measures the ability of the model to capture true pos-
itives. Quartile values highlight reliable models for different
features or experiments. These statistical insights cumula-
tively imply a robust and effective system. Therefore, the
intrusion detection algorithms utilized were efficient and
reliable.
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FIGURE 7. Comparison of multiple classification measurements for IomT.

Gaussian Nave Bayes (GNB) and Stochastic Gradient
Descent (SGD) feature selection methods were used to eval-
uate the proposed algorithms against the state-of-the-art;
the feature ranking for these algorithms is presented in
Table (5). The proposed model outperformed the competi-
tion. Tables (5) and Figure (7) both show the results of the
experiments. A confusion matrix (CM) was used to assess
the classification abilities of our system. The methods used
in this study are compared to those discovered in the liter-
ature review in Table (5). The results showed that IDS-ML
performed the best when comparing ML methods for the
feature selection scheme, and it was also the best option when
comparing ML methods for the multiclass configuration.

TABLE 5. IDS-ML Algorithm vs. Other Methods for WSN-DS.

Moreover, figure (8) shows the ways of selecting features
and algorithms compared when it comes to classifying things.
Importantly, the Gaussian Naive Bayes (GNB) and Stochas-
tic Gradient Descent (SGD) methods keep performing well.
In the case of using PCA and SVD with 10 or 15 parts,
it changes how good the predictions are. They affect accuracy,

FIGURE 8. Evaluation of Several Classification Metrics.

precision, recall, and F-measure score. Specifically, SGD
always does better than GNB in every situation. This shows
how strong it is. This number gives a quick look at how the
system works in different situations. It helps select the best
settings for stopping hacker attack problems. The aforemen-
tioned research has yielded certain findings, as posited by
scholars. SGD has better accuracy and recall than the other
approaches on the wireless sensor network dataset WSN-DS,
as shown in Tables (4) and (5). The gradient size can be made
proportional to the sample size when the SGD is used. It is
generally accepted that a more precise model yields a smaller
gradient.

The effects of feature selection on the algorithm’s accuracy,
F-measure, and other metrics are depicted in Figures (4)–
(7). The feature selection technique outperformed the other
methods in this context. The ability to consider feature
dependencies and the connection between searching for fea-
ture subsets and selecting a model is crucial when dealing
with the WSN-DS dataset. It is easy to eliminate certain
unnecessary internally dependent qualities because the other
three approaches do not consider the classifier’s interaction
with the data. However, when the data comprising these
characteristics are processed as a whole, the discrimination
performance of those features is low, even though the features
themselves provide significant potential for discrimination.
The wrapper learning algorithm considers the prediction
accuracy while weighing the benefits of a potential subset.
Classifiers and feature selection work together to allow for
the selection of a subset of traits that will prove useful during
the learning process.

Compared to existing approaches, such as ID-GOPA [17],
Table (5) demonstrates that the proposed SG-IDS algorithm
performs better than RF approach [24], and CNN-
LSTM [25]. This is because, initially, features are selected
based on the traffic data gathered by the sensor nodes.
To simplify the traffic characteristics, a technique that
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utilizes principal component analysis and singular value
decomposition has been developed. The goal is twofold: to
reduce the dimensions of traffic data and improve model
accuracy. Existing methods for selecting features and classi-
fying intrusion detection systems in wireless sensor networks
face several drawbacks, including inadequate detection per-
formance, limited real-time capability, and overly complex
models. This approach effectively addressed these issues by
handling them separately. This method ensures that the model
is not overfitted by incorporating robust detection capabilities
and high-quality real-time performances.

VIII. CONCLUSION
Combining feature selection algorithms with machine-
learning techniques, current state-of-the-art intrusion
detection systems. By reducing the number of features and
dimensionality of the model, the feature selection technique
helps in generalization and prevents overfitting. Conversely,
it can aid in elucidating the connections between traits and
their related values. Start by testing a variety of machine
learning methods in a controlled environment. In terms
of precision, the SG-IDS is the head and shoulder above
the competition. Because it is a decision-based learning
algorithm within a gradient boosting framework, it is par-
ticularly well suited to these tasks owing to its fast-training
efficiency, minimal memory use, high accuracy (up to
96 percent), and ability to analyze massive amounts of data.
To significantly improve SG-IDS, this study compares many
intrusion detection algorithms for WSNs. The high process-
ing cost of an IDS can be avoided by performing thorough
feature extraction during data pre-processing to minimize
dimensionality and remove redundant data. Therefore, the
problem is no longer an issue. Next, SG-IDS was used to
improve accuracy and memory. Experiments and research on
analogous systems show that this scheme has a high detection
rate and low false alarms and requires little calculation. It can
identify intruders in wireless sensor networks.
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