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ABSTRACT With the growth of the internet and e-commerce, online reviews have become a prevalent
and rich source of information for personalized recommendations. Review text typically contains user
preferences regarding various aspects of items or services. However, most previous recommendation models
that used online reviews focused on general opinions, without considering the various aspects of the review
text. Although previous approaches have effectively reflected the overall preferences embedded in reviews,
capturing the preferences for various aspects is limited. This paper proposes an attentive aspect-based
recommendation model with a deep neural network (AARN), which can capture user preferences regarding
various aspects embedded in review text. The proposed model uses an advanced aspect-based sentiment
analysis (ABSA) method. Unlike previous approaches that extract overall preferences, ABSA offers the
advantage of extracting preferences for various aspects embedded in review texts. An attention mechanism is
then applied to measure the unique attention weights for each aspect. Extensive experiments were conducted
on real-world online review datasets, showing that the proposed model outperformed baseline models in
effectively predicting user ratings for target items. Furthermore, this study demonstrated the influence of the
ABSA method on personalized and explainable recommendations.

INDEX TERMS Aspect-based sentiment analysis, attention mechanism, deep learning, online review,
recommendation model, user preference.

I. INTRODUCTION
With the advancement of information and communication
technology (ICT) and popularization of smartphones, the
e-commerce market has grown rapidly [1]. Furthermore,
booking services through online platforms has become com-
mon in various service industries, such as hotels and restau-
rants [2]. However, owing to the rapid development of
online platforms, many users face information overload when
exploring items [3]. Moreover, users in an online environ-
ment often experience uncertainty in finding options that are
suitable for their personal preferences among the numerous
options provided by websites because it is challenging to
confirm items and services in advance [4]. To address these
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issues, there is increasing demand for personalized recom-
mender systems to assist users in their decision-making pro-
cess [5].

Collaborative filtering (CF) has shown excellent perfor-
mance and is one of the most popular models used in recom-
mendation studies [6]. However, this model has a significant
limitation in that it uses rating information as its only infor-
mation source, which results in a data sparsity problem [4],
[7]. Additionally, rating information only represents users’
overall preferences for target items, limiting the ability to
understand user behavior motivations [8].
Several studies have proposed hybrid recommender sys-

tems that utilize online reviews as additional information to
address the data sparsity problem [9], [10]. For example,
Ghasemi and Momtazi [11] proposed a novel methodology
that combines rating similarity from collaborative filtering
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and text similarity from reviews using language models
such as document-to-vector (Doc2Vec) and long short-term
memory (LSTM). Furthermore, Liu et al. [12] reported that
applying a multi-embedding method with advanced lan-
guage models, such as a bidirectional encoder representations
from transformers (BERT) and a robustly optimized BERT
pretraining approach (RoBERTa), improves recommenda-
tion performance when incorporating review text. Such an
approach achieves excellent performance compared to rec-
ommendation models that use ratings as the only informa-
tion source but ignore the fact that the review text typically
includes user preferences for various aspects of an item or
service [13].

Many scholars have reported that users have different pref-
erences for various aspects of an item, which is an essential
information source for user behavior motivation [14], [15],
[16]. However, most previous recommendation models using
online reviews only considered the overall opinions with-
out considering the various aspects of the review text [17].
Although these approaches may reflect the general prefer-
ences of users, capturing the preferences of various aspects is
limited [14]. Here, the preference represents a user assigning
more attention and weight to a specific aspect. For example,
suppose a user prefers the price aspect over others. In this
case, the user may give a high rating at a reasonable price even
though other aspects of the item are unsatisfactory. Previous
approaches have limitations in capturing such aspect-specific
preferences embedded in the review texts.

To address this research gap, this paper proposes an atten-
tive aspect-based recommendation model with a deep neural
network (AARN), which can capture user preferences for
various aspects embedded in review text. The proposedmodel
adopts an aspect-based sentiment analysis (ABSA) method
with BERT to extract user preferences from various aspects.
ABSA is one of the coremethods in natural language process-
ing, extracting sentiments for different aspects embedded in
the review text [18]. In addition, the proposed model utilizes
an attention mechanism to capture unique attention weights
for users and items.

Users typically evaluate various aspects of the items before
providing an overall rating [4]. As individual users pay dif-
ferent attention to various aspects, the overall rating is influ-
enced by the attentional weight assigned to each aspect [8].
Consequently, the proposedmodel extracts unique attentional
weights by establishing the relationship between the overall
rating and the evaluation of each aspect.

The proposed model consists of three neural networks in
the following sequence. First, the proposedmodel extracts the
latent factors of the user and item to learn a high-level
interaction representation. Subsequently, ABSA is applied to
capture user preferences for various aspects embedded in the
review text. Second, the attentional weights for the user and
item are generated using the attention mechanism. Finally,
the proposed model predicts the final overall rating using
a multi-layer perceptron (MLP) network by combining the
unique representations of users and items. To evaluate the

performance of the proposed model, we conducted compre-
hensive experiments on the Amazon and Yelp datasets for
comparison with baselinemodels. The results showed that the
proposedmodel outperformed the baselines with an improved
prediction performance.

In this study, we aim to answer the following research
questions (RQ):

• RQ 1: Does the proposed AARN perform better than the
other baseline models?

• RQ 2: How does the attention mechanism contribute to
the recommendation performance?

• RQ3:Does anABSA effectively capture user preference
representation embedded in the review text?

• RQ 4: How do different hyperparameters affect the rec-
ommendation performance?

The main contributions of this study are as follows.
• This study proposes a novel recommendation model that
considers user preferences for various aspects embedded
in review texts and considers the importance of each
aspect. Thus, the proposed model reflects user prefer-
ences for various aspects of the decision-making pro-
cess.

• This paper proposes a personalized recommendation
model that combines an advanced ABSA method with
an attention mechanism. This is meaningful as a pioneer
to integrate a BERT-based ABSA with a recommenda-
tion model.

• Through extensive experiments using real-world online
review datasets, this study demonstrated that applying
the ABSA method leads to superior recommendation
performance. This paper also introduces a novel exper-
imental design comparing the impact of various text
embedding methods on personalized recommendations.

The remainder of this paper is organized as follows. First,
a review of related work is introduced in Section II. Next, the
problem definition is presented in Section III. The proposed
model is described in detail in Section IV. Section V presents
the experimental design. In Section VI a series of experimen-
tal results and discussions are presented. Finally, conclusions
and future work are discussed in Section VII.

II. RELATED WORK
A. ONLINE REVIEW-BASED RECOMMENDATION
Collaborative filtering, the most widely used recommenda-
tion algorithm, predicts a target user’s preferences by find-
ing neighbors with similar preferences based on the user’s
historical ratings [19], [20]. However, the well-known data
sparsity problem occurs because CF-based models use rating
information as the only input source [14]. Furthermore, rating
information only represents the user’s overall evaluation of
items, limiting the ability to understand the specific pref-
erences of users [21]. To address this issue, advanced CF
models have been proposed to leverage the rich information
implied by review texts. For example, Li et al. [22] presented
a data-filtering approach to improve the performance of a CF
model based on a helpfulness score of online reviews.
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Topic modeling was used to extract common topics from
the review texts. This approach typically combines topics in
reviewswith latent factors of users and items from aCF-based
model [23]. For example, Duan et al. [7] proposed a solution
to the data sparsity problem by clustering reviews using topic
modeling and sentiment analysis and proposed a review-
based matrix factorization (RMF) model that combines topic
clusters withmatrix factorization. Ghasemi andMomtazi [11]
proposed a novel CF approach that combines rating similarity
from CF and review text similarity from review texts.

With the remarkable development of deep learning,
increasing efforts have been made to incorporate the rich
information embedded in review texts into recommendations.
A deep cooperative neural network (DeepCoNN) was the
first attempt to represent the integration between users and
items based on their review sets [9]. This model applies a
convolutional neural network (CNN) technique to review sets
to derive word embeddings and extract the unique features
of users and items. Following these efforts, numerous deep
learning-based text analysis techniques have been applied to
aggregated review sets to analyze user preferences [6], [24].
For example, Nam [25] demonstrated the efficiency of using
BERT embeddings to describe textual reviews.

In particular, Cao et al. [8] proposed a novel review
semantics-based model (RSBM) using individual review
texts, unlike previous approaches, which considered all
review sets as long documents. This approach is signifi-
cant because it incorporates a neural collaborative filtering
model [26] and deep-learning-based text analysis technique
for individual reviews. Likewise, Liu et al. [12] proposed a
mobile application recommendation model that improves the
quality of latent factors of users and items by applying multi-
embedding techniques to individual review texts. Review
texts have become an essential source of information for effi-
ciently capturing user preferences. However, this approach
does not fully utilize the aspect-level user preference infor-
mation embedded in review text [13]. Therefore, this paper
proposes a novel advanced recommendation model that can
capture user preferences for various aspects embedded in
review text.

B. ASPECT-BASED SENTIMENT ANALYSIS
With the rapid development of deep learning, natural lan-
guage processing (NLP) has undergone significant advance-
ments. Sentiment analysis, which is a coreNLP task, typically
extracts general opinions represented in documents or review
texts with positive, negative, or neutral polarity [27]. Previ-
ous studies have applied sentiment analysis to extract users’
general opinions about items from review texts and reflect
them in the recommendation process [10], [28], [29]. For
example, Asani et al. [28] adopted lexicon-based sentiment
analysis using the SentiWordNet dictionary and applied it
to a restaurant recommender system. Recently, aspect-based
sentiment analysis (ABSA) has been widely applied in var-
ious academic fields, with the aim of deriving detailed user
opinions [15], [30], [31].

ABSA is a fine-grained opinion analysis technique used for
NLP tasks [31], [32]. While conventional sentiment analysis
focuses on extracting a general opinion embedded in text,
ABSA aims to predict granular opinions for various aspects
embedded in the text [18]. For example, in the case of review
text ‘‘the restaurant is expensive, but the food is fantastic,’’
the opinion for each aspect is extracted more specifically,
such as ‘negative’ for the price aspect and ‘positive’ for
the food aspect. In early studies, conventional text analysis
techniques, such as topic modeling and word clustering, were
applied for ABSA [14], [33]. However, because the pretrained
language model BERT has shown significant improvement
in NLP, most ABSA approaches have dealt with how to
effectively utilize BERT [34]. Major studies have constructed
an input dataset combining key aspects with sentences for the
sentence-pair classification task of BERT [32], [35]. In par-
ticular, Zeng et al. [18] extracted local context features (LCF)
of text and combined them with a pretrained BERT language
model, which is a more stable and precise method for aspect-
level sentiment classification.

Recently, advanced ABSA methods have been applied in
various academic fields. For example, Li et al. [31] employed
BERT-based ABSA to measure aspect-specific sentiment
scores from review data on Yelp.com and used them as input
data to perform a restaurant survival analysis. Mehra [30]
also applied BERT-based ABSA with emotion analysis to
identify travelers’ behavioral intentions. Hajek et al. [15]
proposed a novel approach to detect fake reviews using an
advanced ABSA while considering the effects of product
types on e-commerce platforms. However, to the best of
our knowledge, studies that combine advanced ABSA with
recommendation models are lacking. This paper proposes
a novel recommendation model that applies BERT-based
ABSA to extract user preferences for various aspects embed-
ded in review text and combines it with a recommendation
model.

C. ATTENTION MECHANISM
The key idea of an attention mechanism is to learn the
assigned attentive weights for various aspects by normaliz-
ing the weight scores and summing them to 1 [36]. Higher
weight scores indicate that the corresponding aspects are
more important than other aspects. Recommendation models
adopt an attentionmechanism for user review texts [37]. Most
reviews contain user preferences regarding various aspects of
the target item or service [14]. Here, an aspect, also called a
feature or attribute, refers to a component of a certain item or
service [5].
In the recent literature, attention mechanisms have been

applied to identify user preferences regarding various aspects
of items [8], [24], [38]. For example, Lai and Hsu [39]
extracted user and item features from textual reviews using
an attention mechanism and applied them to a recommenda-
tion model. Guan et al. [38] demonstrated the importance of
modeling the interactions between different aspects and the
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effectiveness of the attention mechanism in capturing users’
varied attentions towards unique aspects. Lai and Tseng [17]
presented a method for deriving user and item feature matri-
ces by combining sentence-level latent Dirichlet allocation
(LDA), word embedding, and an attention mechanism.

Several studies have adopted CNN techniques to extract
aspects from the structured semantics of review texts and
applied an attention mechanism to the key aspects. For exam-
ple, Cao et al. [8] pointed out that users typically assess
different aspects of the target items in their decision-making
process and proposed a rating prediction model integrating
a CNN and attention mechanism. Da’u et al. [13] utilized a
deep CNN technique to extract aspects from review text and
generate aspect ratings by computing the sentiment polarities
of users for various aspects. Zhang et al. [24] proposed an
explainable recommendation model by applying a CNN to
extract features from review texts, which enabled the atten-
tion mechanism to track the keywords in the original review
text using CNNkernels. Unlike previous approaches that used
topic modeling or CNNs, the current study adopted ABSA
to extract user preferences for various aspects embedded in
review texts. Accordingly, this study captured both user and
item attentive representations.

III. PROBLEM DEFINITION
Let D be a collection of reviews and ratings for a given
dataset. The dataset D is composed of four sets: users (U ),
items (V ), ratings (R), and textual reviews (T ). We represent
each user–item interaction as a tuple, (ui, vj, ri,j, ti,j), consist-
ing of review text ti,j ∈ T written by user ui ∈ U for item
vj ∈ V with corresponding rating ri,j ∈ R. Each dataset has
predefined key aspects A = {a1a2, . . . , ak}, such as ‘food’,
‘service’, and ‘price’ for a restaurant dataset. An overview of
the research process is illustrated in Figure 1. In this figure, ui,
vj, ti,j, and rij are depicted as ‘User ID’, ‘Item ID’, ‘Review
text’, and ‘Rating’, respectively. The main objective of the
current study is to develop a model that predicts the overall
rating ri,j based on these input data.

FIGURE 1. An overview of the research process.

The input data from collected dataset are preprocessed
before being fed into the recommendation model. The pro-
posed recommendation model utilizes four major techniques:
aspect-based sentiment analysis, neural collaborative filter-
ing, an attention mechanism, and multi-layer perceptron.
These models work together to generate personalized rating

predictions. Then, the model is optimized using a loss
function and an optimizer to minimize the observed errors
between the predicted and actual ratings. Finally, the perfor-
mance is evaluated using the trained model.

IV. AARN FRAMEWORK
The proposed AARN model consists of three major phases,
as illustrated in Figure 2. First, in the latent factor phase, user
and item latent factors are generated through each embedding
layer. Advanced ABSA is then applied to extract aspect-
specific sentiment scores from the review text. These senti-
ment scores are converted into attentional weights for each
user and item using an attention mechanism. In the next
phase, latent factors and attentional weights are integrated.
Here, two novel representations are introduced to predict the
final rating scores: user-attentive and item-attentive represen-
tations. Finally, the user- and item-attentive representations
are fed into the rating prediction phase. The overall frame-
work of the proposed model represents the decision-making
process by which a user evaluates various aspects before
giving a final rating to a particular item.

FIGURE 2. Framework of AARN.

A. THE LATENT FACTORS OF USERS AND ITEMS
The proposed model derives the latent factors of users and
items from the interaction tuple (ui, vj, ri,j, ti,j). The unique
IDs of user ui and item vj are converted to one-hot encodings
and then projected to d-dimensional dense vectors through
embedding layers. Here, d represents the dimension of latent
factors and is set to the optimal value to capture the collabora-
tive interaction between users and items [26]. The user latent
factor pu and item latent factor qv are defined as:

pu = PT oUi (1)

qv = QT oVj (2)
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whereP ∈ Rm×d is the embeddingmatrix of users,Q ∈ Rn×d

is the embedding matrix of items, OUi denotes the one-hot
encoding of ui and OVj denotes the one-hot encoding of vj.
Here, m and n are the numbers of unique users and items in
the datasets, respectively.

Therefore, each row value of the embedding matrices rep-
resents a specific user or item. In Figure 2, the unique values
of the user/item embedding matrix are initialized as random
float numbers and optimized through model training. Note
that in the pure neural collaborative filtering model, only
ID information is used to describe a user and item [26].
In contrast, this study used review texts written by users as
additional information to learn rich representations [2].

B. ASPECT-LEVEL FEATURE EXTRACTION
In this phase, aspect-based sentiment analysis is applied
to the review text ti,j to extract granular sentiment scores
from the set of key aspects A. This study adopted BERT-
based ABSA [18]. This pipeline model provides a pretrained
language model to make predictions for aspect-based sen-
timent analysis tasks and has been widely used in various
academic fields. Fine-tuning of the model was not performed
in this study because it was already pretrained for various
datasets [30], [31].

The number of aspects k depends on the datasets D. The
output of the ABSA model consists of three sentiment scores
for each aspect: positive, negative, and neutral. A higher score
indicates stronger sentiment. The aspect-specific sentiment
scores Si,j are concatenated as

Si,j = [s1 : s2 : . . . : sk ] (3)

where ⌈:⌉ represents concatenation of the vectors, and each
s1, s2, . . . , sk is a vector of three sentiment scores corre-
sponding to each aspect, a1a2, . . . , ak . The concatenated
layer is applied without any transformations to avoid infor-
mation loss. Therefore, the size of the vector Si,j comprises
k × 3 (number of aspects × three sentiment scores).

C. ATTENTIVE INTERACTION REPRESENTATIONS
In this subsection, we introduce the attention mechanism for
extracting the user/item-attentive representations. Intuitively,
the attentionweights of the aspects represent this relationship,
as illustrated in Figure 3. If the user gives a high rating (e.g.,
a rating of 5), the user may have more attention weight on
the aspects with a positive sentiment score and less atten-
tion weights on the aspects with a negative sentiment score.
In contrast, if the user gives a low rating (e.g., a rating of 1),
the use may have more attention weights on the aspects with
a negative sentiment score and less attention weights on the
aspects with a positive sentiment score.

A content-based memory-like attention layer is applied to
extract the attention weight from the vector Si,j [36]. First,
a parameterized function Fk is adopted for mapping input Xh
from h to k dimensions.

Bh,k = Fk (Xh) (4)

FIGURE 3. Illustration of relation between attention weights and ratings.

In practice, we adopt a two-layer feed-forward network with
an activation function as follows:

Fk (Xh) = W2,k
(
σ

(
W1,h (Xh) + b1,h

))
+ b2,k (5)

where W1,h ∈ Rh×h and W2,k ∈ Rh×k are the weight
matrices, and σ is the rectified linear unit (ReLU) activation
function as follows:

ReLU (x) = max(0, x) (6)

The attention mechanism is applied to calculate the atten-
tional weight zk of a particular aspect k from the aspect-
specific sentiment scores Si,j:

zk = Softmax
(
Fk

(
Si,j

))
G(Si,j) (7)

where G (Xh) is a transformation function that matches the
raw input values with the attentional probabilities. The final
attentional weight for a particular aspect k is obtained by
normalizing attentional weights from all aspects with the
SoftMax function, which can be interpreted as the importance
of the k-th aspect in the dataset:

Softmax (zk) =
exp(zk )∑K
j=1 exp(zj)

(8)

Finally, the attention mechanism computes the attention
weight matrix of all aspects Z . The proposed model derives
the user’s attentional weight Zu and item’s attentional weight
Zv. These two vectors are concatenated with pu and qv and
calculated as d-dimensional vectors eu and eu, respectively,
through a dense layer:

eu = σ (W d
u ([pu : Zu]) + bu) (9)

ev = σ (W d
v ([qv : Zv]) + bv) (10)

The d -dimensional vectors eu and ev are the user-attentive
and item-attentive representations in Figure 2, respectively.

D. RATING PREDICTION
In the rating prediction phase, this study applied an MLP as
the final rating prediction network. The unique representation
vectors eu and ev are passed as inputs of the MLP. The output
is then obtained as follows:

output

= Sigmoid(WL (σL−1 (WL−1 . . . σ1 (W1 [eu : ev] + b1))

+bL−1) + bL) (11)
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A linear transformation is applied to the rating scores to
ensure that the final predicted rating remains between the
minimum and maximum observed ratings [3] as follows:

r ′
= (r − rmin)/(rmax − rmin) (12)

All datasets used in this study had an rmin of 1 and rmax of
5. That is, the integer values [1], [2], [3], [4], [5] were nor-
malized to real numbers [0, 0.25, 0.5, 0.75, 1.0]. Therefore,
the sigmoid function, which converts the final predicted result
value to a float-type number in the range [0:1], was adopted
as the activation function for the last dense layer to optimize
the model.

Sigmoid (x) =
1

1 + e−x
(13)

Finally, the linear transformation in (14) is applied to restore
the scale of the ratings at the top of the proposed model. Note
that (14) follows the reverse order of (12):

r̂i,j = rmin + output × (rmax − rmin) (14)

To optimize the model, we defined the objective function
of the deep neural network as (15), where θ denotes all
parameters of the model, Ŷi, j is the final output, Yi, j is the
actual value, andM ,N are the numbers of users and items in
the dataset, respectively.

Min
θ

−
1
N

M∑
i=1

N∑
j=1

(yi · log(ŷi,j) + (1 − yi,j) · log(1 − ŷi,j))

(15)

V. EXPERIMENTS
A. DATASETS
This study used three different datasets to cover diverse
domains: Yelp restaurant, Amazon laptop, and Amazon
tablet. The Yelp restaurant dataset is provided by Yelp.com
and contains six sub-datasets, such as user reviews, busi-
ness attributes, and user information [31]. The datasets were
downloaded in February 2023. We extracted user IDs, busi-
ness IDs, overall ratings, and corresponding review texts.
We then filtered out users and business IDs with more than
five review texts. To eliminate potential regional biases,
we segmented the dataset based on the city in which each
restaurant was located. Because the city of Philadelphia
had the highest number of reviews in the original dataset,
we selected it as our focus. The restaurant dataset contains
five key aspects [18], [30], [31], [34].
Amazon review datasets are publicly accessible fromAma-

zon Product Review data and were downloaded in February
2023 [40]. We used the processed 5-core datasets, which
guaranteed that every user and item ID has a minimum of five
reviews. The products were divided into 29 main categories,
and we extracted the review data for the laptop and tablet
products lines from the ‘Electronics’ category. We collected
the user IDs, product IDs, overall ratings, and corresponding
review texts. Each tablet and laptop dataset has eight key
aspects [18], [34], [35].

Finally, we filtered out review data with less than 90%
length for model optimization. In the case of Amazon laptop
data, the median word count in the reviews was 64 words,
while the maximum review had 4,924 words. Table 1 pro-
vides comprehensive statistics of the final datasets. For all
datasets, the overall ratings fell within the range of 1–5, with
5 being most preferred and 1 least preferred. Each dataset was
randomly divided into training, validation, and test sets in a
ratio of 8:1:1 [12].

TABLE 1. Statistics of the datasets.

B. EVALUATION METRICS
To evaluate the performance of the proposed model, we used
two evaluation metrics for rating prediction: mean absolute
error (MAE) and root mean square error (RMSE), which are
widely used to evaluate recommendation performance [41].
The RMSE metric, which calculates the error between the
actual and predicted values in a squared format, provides
more weight to large errors and less weight to smaller ones;
thus, it is generally preferred over MAE. However, because
these metrics are sensitive to outliers, the MAE metric
can also be preferred depending on the distribution of the
data [42].

MAE =
1
N

N∑
n=1

|ri,j − r̂i,j| (16)

RMSE =

√√√√ 1
N

N∑
n=1

(ri,j − r̂i,j)
2 (17)

where,N represents the size of the test dataset. rij and r̂i,j rep-
resent the actual and predicted ratings, respectively. Because
both metrics indicate the degree of error, lower values suggest
a better predictive performance of the model.

C. BASELINE MODELS
To verify the effectiveness of the proposed model, we com-
pared its performance with that of popular baseline models.
These baselines are categorized into three groups: (1) Rec-
ommendation models based solely on ratings (i.e., CF and
PMF), (2) recommendation models using review text (i.e.,
HFT and RARV2), (3) recommendation models using the
attention approach (i.e., NARRE and RSBM), and recom-
mendation models using aspect-based approach (i.e., A3NCF
and UCAM). A brief description of the baseline models is
provided below:

• CF [20]: The collaborative filtering is one of the success-
ful recommendation algorithms among early models.
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The items are recommended based on the nearest neigh-
bors by measuring the similarities based on the user’s
rating histories.

• PMF [43]: The probabilistic matrix factorization, a vari-
ant of the matrix factorization model, is effective for
sparse and imbalanced rating data. The model decom-
poses a rating matrix into latent structures based on
Gaussian prior distribution.

• HFT [23]: The hidden factors and hidden topic model
employ LDA technique to extract hidden topics from the
aggregated reviews of users and items. This model uses
the fusion of the hidden topics and hidden factors from
matrix factorization.

• NARRE [44]: The neural attentional rating regression
with review-level explanations model is a recommenda-
tion model which can provide highly useful reviews by
introducing a neural attention mechanism. The authors
adopt matrix factorization to obtain user/item represen-
tations from ratings. Then a CNN model learns the
importance of reviews for better results at the final pre-
diction layer.

• RARV2 [12]: This recommendation model improves
the representation of review texts by using a multi-
embedding method. The text embeddings from BERT
and RoBERTa are used as auxiliary information in the
deep matrix factorization method.

• RSBM [8]: The review semantics-based model extracts
the semantics of user’s evaluation in the review using
a CNN. Then it uses an attention network to represent
users’ evaluation action on each aspect for the final
rating prediction.

• A3NCF [45]: A novel aspect-aware recommender
model designed to capture user’s varying attentions to
different aspects of items. Thismodel utilizes topicmod-
eling to extract user’s preferences and item’s character-
istics for the personalized recommendations.

• UCAM [46]: This recommendation model uses a
deep neural network, utilizing unstructured textual
information derived from reviews. It concatenates
user-item interactions with the corresponding review
information. The review representation is generated
using BERT-based ABSA, extracting aspect-specific
sentiments.

D. HYPERPARAMETER SETTINGS
This study used the TensorFlow framework with the Python
programming language for the experiment. The experi-
ments were conducted in a computerized environment with
an Intel®Core™i9-10900K CPU, 128 GB memory, and
NVIDIA GeForce RTX 3090 GPU. All experimental results
are given asmean values of 5 experimental runs. Additionally,
the random seed was set to 42 to ensure consistent perfor-
mance.

The validation set was used to determine the optimal hyper-
parameter values for the proposed model. The batch size was

set to 64 from {32, 64, 128, 256, 512, 1024}. A learning rate
of 0.001 was applied from {0.001, 0.0001, 0.00001}, and an
adaptivemoment estimation (Adam) optimizer [24] was used.
An embedding size of 64was set to represent the latent factors
of users and items from {8, 16, 32, 64, 128}. The number
of dense layers for the MLP was set to 3 from {1, 2, 3, 4},
including the embedding layer; thus, the size of each layer in
the proposed model decreases in the order of 128 → 64 →

32 [26].
A detailed sensitivity analysis is presented in Section VI-

D. The hyperparameters for the baseline models were applied
as suggested by the original papers, and the parameters
not mentioned were set to be the same as in the proposed
model.

VI. RESULTS AND DISCUSSION
A. PERFORMANCE COMPARISON (RQ 1)
Tables 2 presents the performance comparisons of MAE and
RMSE for the three datasets, with the results of AARN high-
lighted with bold font. The performance comparison showed
the following major observations. First, the proposed model
consistently outperformed all baseline models. These results
suggest that the proposed model can effectively predict user’s
preferences because it considers various aspects embedded in
review texts.

Second, the conventional models that uses rating infor-
mation as only source of information (i.e., CF and PMF)
exhibited lower performances than other baseline models.
These results suggest that the data sparsity problem can be
alleviated by using reviews as a supplement to ratings. For
example, HFT extracts hidden topics from review texts using
topic modeling and combines them with user/item latent
factors. The lower MAE of HFT shows that the quality of
the user/item latent factor is enhanced by integrating review
features.

Third, among the baseline models that use review infor-
mation, HFT and A3NCF showed comparatively lower per-
formances. These models utilize conventional text analysis
to represent review information. These results suggest that
advanced text analysis techniques, such as CNN and BERT,
contribute to improved recommendation performance when
representing review text. Additionally, RSBM uses an indi-
vidual review as input for the recommendation; the authors
pointed out the problem that previous approaches consider
aggregations of reviews as long documents because different
users have different preferences for items. Similarly, RARV2
applies multi-embedding techniques to an individual review
written by a user on a particular item and uses this as addi-
tional information. The superior performances of RSBM,
RARV2, and AARN suggest that the approach of using
individual reviews as additional information is effective for
personalized recommendations.

Finally, the proposed AARN, showed superior perfor-
mance compared to baseline models that use aspect-specific
information (i.e., NARRE, RSBM, A3CNF, and UCAM).
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TABLE 2. Performance comparison with baseline models.

These results indicate that advanced ABSA is more effective
in capturing user preferences than general text analysis
techniques for personalized recommendations. Although
UCAM uses review representations generated by BERT-
based ABSA, it simply concatenates this valuable informa-
tion to the prediction layer. On the other hands, AARN
combines advanced ABSA with an attention mechanism to
explicitly analyze the aspect-specific preferences embedded
in the review texts

B. MODEL COMPONENTS ANALYSIS (RQ 2)
Table 3 presents the results of the ablation analysis of the
attention mechanism in the proposed model. ‘‘Without atten-
tion’’ refers to a model excluding the attention mechanism
from the proposed model. In this model, aspect-specific sen-
timent scores from ABSA are directly concatenated with the
user/item latent factors. The experimental results demonstrate
the impact of the attention mechanism. The lower MAE and
RMSE suggest that the attention mechanism is more effective
than simply applying fully connected layers to capture the
aspect-specific information from review texts.

TABLE 3. The results of the component analysis.

C. TEXT EMBEDDING EFFICIENCY ANALYSIS (RQ 3)
This section presents a novel experimental design to verify
that the ABSA used in the proposed model captures detailed
information from review texts better than other text analy-
sis techniques. According to the literature, users typically
express different preferences on various aspects [4], [8], [17].
This tendency is particularly noticeable in reviews given a
rating of 3, which is the median value on the rating scale
of [1:5]. Therefore, extracting user preferences from such
reviews is challenging. Meanwhile, user preferences are well
identified in reviews with extreme ratings, such as ratings
of 1, 2, 4, or 5 [47].
This study investigated the performance of capturing

detailed information regarding various aspects by separately
evaluating only the ratings of 3 in the test dataset. The fol-
lowing text analysis techniques were adopted for comparison
with the proposed model: Doc2Vec [11], BERT [10] and
RoBERTa [12]. Note that Doc2Vec, BERT, and RoBERTa
only derive single text embeddings from reviews; therefore,
an attention mechanism is not applied, and all other set-
tings for the recommendation process are the same. Table 4
presents a comparison of the MAE for the original and
divided test datasets.

TABLE 4. Impact of granular text embedding (MAE).

The recommendation model applying Doc2Vec shows a
significant increase in MAE (43.06%) when predicting only
the rating of 3 in the original test dataset. This result implies
that the model performs excellent prediction for the extreme
ratings (i.e., 1, 2, 4, and 5) in the test dataset but performs
poorly for the rating of 3 in the test dataset. BERT and
RoBERTa also showed acceptable MAEs for the original test
dataset, but their performances significantly deteriorated with
a rating of 3 in the test dataset (50.09% and 42.88%, respec-
tively). This suggests that single-dimensional embeddings are
limited in reflecting diverse user preferences. The proposed
model showed a slight decrease on the rating of 3 test dataset
but reported robust results (18.66%) compared to other text
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analysis techniques. These results suggest that more detailed
preferences can be derived by using ABSA. Therefore, even
if a user evaluates certain aspects positively and others neg-
atively, the proposed model is effective in capturing diverse
user preferences.

D. IMPACT OF HYPERPARAMETERS (RQ 4)
Figure 4 presents the results of the sensitivity analysis.
In Figure 4(a), ‘‘MLP-k’’ indicates that the generating pre-
diction phase consists of ‘‘k’’ hidden layers, excluding the
input layer, and the size of each layer is halved as the layers
deepen [26]. The inputs of the MLP, i.e., user/item attentive
representations, have the same layer size as the user/item
latent factors. As shown in (a), the MAE increases as the
number of layers increases because overfitting occurs. All
datasets showed optimal results for MLP-2. Therefore, the
proposed model applies two hidden layers for the rating
prediction.

FIGURE 4. Sensitivity analysis of hyperparameters.

In (b), Impact of embedding size, MAE decreases as
the embedding size increases because the latent factors of
the users and items can be expressed more precisely [2].
However, overfitting also occurs starting from Emb-64 in
all datasets, and MAE begins to increase. Consequently, the
optimal embedding size for the latent factors is set to 32.
Therefore, the prediction generation phase consists of an
input layer and two hidden layers, and the layer dimensions
are in the order of 128→64→32.

The learning rate, which updates the model weights, is set
to ensure optimal convergence of the neural networks to
the best result during training [12]. Figure 4 (c), Impact
of learning rate, shows that the MAE is lowest at 0.001,
and MAE increases as the learning rate decreases. This
suggests that the convergence of the proposed model to
the optimal result is limited when the learning rate is set
too low. The batch size was optimized at 64 for all three
datasets, as shown in (d), Impact of batch size. This is con-
sistent with the literature, which claims that neural networks
are affected by noise when the batch size is too large or
small [48].

VII. CONCLUSION
This study proposed a novel recommendationmodel designed
to capture diverse aspects of user preferences. In contrast to
conventional approaches that primarily focus on users’ gen-
eral preferences, the proposed approach considers detailed
preferences for various aspects embedded in the review text.
Notably, this study pioneers the integration of a BERT-based
ABSA with an attention mechanism in a recommendation
model. Comprehensive experimental results showed that the
proposed model significantly outperformed other recommen-
dation models.

Moreover, practical implications could be suggested from
our findings. The application of ABSA to evaluate aspect-
specific sentiments provides richer and more granular
insights into user behavior patterns compared to alternative
text embedding techniques. Recommendations derived from
these granular preferences are more likely to align with
users’ interests, thereby supporting more informed decision-
making. This method can also offer users a reason for making
recommendations by mapping the main aspects of users and
items. Online platforms can construct personalized recom-
mendation pages using the proposed method. Thus, users can
search for their desired items with significantly lower search
efforts and communication costs, and webpage administra-
tors can encourage users to write more online reviews by
providing improved recommendations.

This study has several limitations that should be addressed
in future research. The proposed approach uses reviews as
additional information. However, it is possible to consider
other information, such as the location or demographic infor-
mation of users. Future research could enhance personaliza-
tion to capture the unique preferences of users by using richer
information. Furthermore, this study conducted experiments
using datasets from the online platforms Yelp and Amazon.
However, future research could extend the dataset domain.
Finally, the proposed model uses an MLP-based neural net-
work architecture to capture the latent interactions between
users and items; however, future research could consider
structuring predictive modeling with more advanced algo-
rithms, such as graph methods. Developing a model that suits
the domain while improving its performance is important for
future works.
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