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ABSTRACT To identify the compressed power grid fault data quickly and effectively, this paper presents a
spatiotemporal location fault diagnosis method for the data compressed with set partitioning in hierarchical
trees (SPIHT) algorithm. Firstly, the data from the multi-channel collector is constructed into a two-
dimensional grey-scale digital image and compressed with the improved SPIHT algorithm. Then, the peak
signal-to-noise ratio (PSNR) parameter of the compressed data is considered to identify the abnormal data.
Finally, a random sliding block is used to scan and process each block of power grid data during the abnormal
time range. The abnormal data block of power grid data is identified by analyzing the compression parameters
of power grid data processed by each block. The node corresponding to the abnormal data block is found,
and the power grid fault data is in space. Simulation and experimental results verify the correctness and

effectiveness of the proposed method.

INDEX TERMS Power grid data, spatiotemporal, PSNR, fault time location, fault space location.

I. INTRODUCTION

With the development of the energy Internet, the scale of the
system is becoming larger and larger. Massive data informa-
tion is generated due to the stable and efficient operation of
the power grid system [1], [2], [3]. In order to reduce the data
information storage and reduce the cost, it is necessary to
compress the power grid data, which is conducive to storage
and transmission. Effective data compression methods are
considered to compress power data for reducing or solving
the above problems [4], [5], [6]. The goal of the compression
method is to reduce the size of the data, and the compressed
data contains the main features of the original information.
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Data compression can be divided into lossless and lossy
compression, and researchers are actively proposing effective
data compression methods [7], [8], [9].

Many different lossy compression methods have been
applied to smart grids. In the smart grid, the multi-resolution
characteristics of wavelets are used to solve the data stor-
age problem effectively [10]. Ning et al. [11] proposed
a wavelet-based data compression method for an intelli-
gent grid. The data compression and denoising ability of
power system signal by multi-resolution analysis based on
wavelet transform is studied. According to the maximum
wave energy criterion of the wavelet coefficient, the second-
order multi-wave and fifth-order multi-wave are selected as
the best wavelet function and the best decomposition scale
of the disturbed signal. Jose and Morsi [12] used wavelet
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multi-resolution signal decomposition into different decom-
position levels for data compression under the condition
that the transmission capacity of the communication net-
work was met and then applied threshold values at each
wavelet decomposition level to capture the features required
for signal reconstruction. Liu et al. [13] used the signal’s
sparsity to linearly project the transformation coefficient into
the low-dimensional observation vector and accurately recon-
struct the original signal with high probability by further
solving the sparse optimization. Based on KSVD, a sparse
matrix training algorithm based on block power data is
designed.

In addition, lossless compression methods for data com-
pression applications have also emerged, primarily to delete
redundant data [14], reduce memory space, improve trans-
mission speed, and improve bandwidth utilization. Embedded
Zero tree Wavelet (EZWT) is a simple and effective data com-
pression algorithm that does not need training, pre-storage,
or prior knowledge of the data source. Khan et al. [15]
proposed an intelligent grid data denoising and compres-
sion technology based on the EZWT transform to analyze
power system signals and study the performance of com-
pression and noise reduction. Xin et al. [16] proposed a
power data imaging and power data image compression
and reconstruction method based on EZWT image coding.
EZWT coding was adopted to combine zero-tree structure
with SAQ to compress and decompress power data images in
the image compression and reconstruction mechanism. The
compression of power grid data is mainly studied and experi-
mented with a two-dimensional image compression method,
SPIHT algorithm [17]. SPIHT is an improved scheme of
EZW, and its effect is better than the EZW algorithm [18].
It adopts the structure of a spatial direction tree to transmit
important nodes first [19]. Make full use of the character-
istics of wavelet coefficients in different frequency bands
and carry out sequential quantization encoding of wavelet
coefficients [20]. A block-based parallel SPIHT algorithm
improves the algorithm’s speed while reducing the image
compression effect, which reduces PSNR [21]. The image
compression algorithm based on the improved image block
classification algorithm can preserve the detailed information
more effectively after image compression. This algorithm can
reduce engineering applications’ transmission bandwidth and
storage space [22]. In the paper, the improved compression
algorithm of SPIHT is used to compress the power grid data
efficiently. The algorithm saves storage space by improving
its PSNR. So, the fault points of abnormal data are judged,
and the method’s feasibility is verified by experiment and
simulation.

The main contribution of this work is to propose an
improved SPIHT compression algorithm using the stochastic
sliding block based on the characteristics of power grid data
compression introduced fault power grid data spatiotemporal
location method. The paper is organized as follows: firstly,
the improved SPIHT algorithm is presented; then, the archi-
tecture of the power grid data model is introduced. Finally, the
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simulation experiment and result analysis of fault diagnosis
concludes the paper with a discussion of possible directions
to improve the proposed approach.

Il. ASPIHT METHOD

SPIHT is an embedded image compression coding based on
the wavelet coefficients processed after wavelet transform.
It uses the spatial direction tree to describe the relationship
between each sub-band [23]. In the SPIHT algorithm, each
coefficient corresponds to the spatial tree node; coordinates
(r, ¢) are used to identify the node, and ¢, . represents the
wavelet coefficient. In the spatial orientation tree, for the
image after the n-level wavelet transform, where the horizon-
tal direction HL, HL,, - - -, HLy subbands are divided into
a set, the vertical direction LH;, LH>, - - -, LHy subbands are
divided into a set, the diagonal direction HH{, HH>, ---, HHy
subbands are divided into a set, and the lowest frequency
subband LLy is divided into a set separately. The spatial
direction tree structure of the SPIHT algorithm is shown
in Fig. 1.

1L, H
HL: \E\
LH, [HH, i,

LK, B,

FIGURE 1. Spatial direction tree structure.

In multi-resolution space [24], it is to divide the frequency
space of the sampled signal. The original signal is divided
into low-frequency and high-frequency by low-pass and high-
pass filters. Low frequency reflects the general picture, and
high frequency represents the details of the original signal.
SPIHT algorithm introduces LIP, LSP, and LIS lists as encod-
ing and decoding control, representing non-important pixel
lists, essential coefficient lists, and non-important set lists,
respectively. The coding process of the SPIHT algorithm
includes five key steps: initialization, scan sorting, element
checking, fine scanning, and updating threshold [19], [25],
[26], [27], [28].

Step 1: Initialize LSP, LIP, and LIS and set the threshold
to TO.

Step 2: By scanning the LIP list coefficients, the wavelet
coefficients in this coordinate system are divided into
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unimportant and essential coefficients. If the coefficient is
unimportant, output ‘0’ directly to the sort stream and remain
in the LIP table. Suppose it is a crucial coefficient, then output
‘1’ to the sort stream. In the critical coefficient, if it is a
positive significant coefficient, it is represented by ‘1’; if it
is a negative significant coefficient, it is represented by ‘0’.
The significant coefficients are removed from the LIP table
and added to the tail of the LSP.

Step 3: The collection elements in the LIS list are scanned
by classification. LIS table contains D(r, ¢) and L(r, c) sets.
Importance judgment and scanning are carried out for the two
sets.

Step 4: Fine scanning;

Step 5: Update the threshold. Halve the threshold for the
following scan.

The research and analysis of the SPIHT algorithm show
that it still has some defects. This paper mainly improves the
algorithm from the following aspects:

(1) A specific correlation exists between adjacent elements
in the same subband. SPIHT algorithm uses the threshold
method to encode the coefficients progressively. It divides
the threshold by two each time to get a new threshold for
re-coding and sorting so that whether the coefficients fluctu-
ating near the threshold can be encoded affects the quality of
the current decoded image. At a low bit rate, the reconstructed
image has more distortion and poor visual effects.

(2) The same coding method is used for different fre-
quency domains so that the high-low band system obtained
by wavelet transform (low-frequency subband represents the
approximate part of the image, and the coefficient is gener-
ally significant; The high-frequency subband represents the
detailed part of the image, and the coefficient is generally
tiny).

(3) There is still some data redundancy in the SPIHT
algorithm. When too many unimportant coefficients exist,
coding time increases and coding speed is reduced.

Based on the above mentioned, a predictive coding
algorithm is used to improve the SPIHT algorithm by using
element correlation, and different coding methods are used in
different frequency domains so that it can better reconstruct
images and enhance visual effects. The primary step of pre-
diction coding is first to construct the prediction formula, then
calculate the error of the predicted value, and then encode its
error. Differential pulse code modulation (DPCM) is one of
the most commonly used linear predictive coding algorithms
in practical applications, and its coding process is shown
in Fig. 2.

DPCM linear prediction is mainly based on Markov’s
prototype, which uses the high correlation between adjacent
pixels in the original signal data and uses one pixel scanned by
the Markov model to predict the value of another pixel [29],
[30], [31], [32]. The key idea of DPCM prediction is to predict
each pixel value of the original signal data so that the entropy
of the original signal after a series of predictions is less than
the original entropy. For DPCM prediction coding of images,
the prediction model is designed according to the correlation
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predictor Ko

FIGURE 2. DPCM principle.

between adjacent pixels, expressed by the following formula:
N

X = ciXgi €]
i=1

For the target sample points to be predicted, we can select
the 12 adjacent values of the scan row and column that are
closest to the target sample and have the highest correlation
with the target sample to predict the target sample points
and then design the prediction parameters before the adjacent
pixel values of the DPCM prediction model according to
the correlation between the target sample points and these
12 adjacent pixels. In order to simplify the complexity of the
algorithm and predict more appropriate predicted values, this
paper selects four adjacent pixel values for prediction, and the
DPCM prediction model designed in this paper is shown as
follows:

Xk+1LI+D)=Xk+1,1+1)
1 1
— 5 X X+ 1D+ 7 x Xk, [+ 1)

+éxan+%xwa+m]<m

The relationship between pixel values is shown in Fig. 3.
A ' @ @ @ ‘
== HeaH e A

FIGURE 3. Relationship between pixel.

The specific steps are as follows:

(1) Firstly, the input graphics are respectively transformed
by wavelet. The selected wavelet function here is the 9/7
wavelet filter function, and the decomposition series of
wavelet transform is selected as three levels. The original
input image is decomposed into high and low-frequency sub-
bands by wavelet decomposition: LL3, HL3, LH3, HH3, HL,
LH,, HH,, HL;, LH;, and HHj.

(2) An upward rounding calculation of the high and
low-frequency wavelet coefficients after wavelet transforma-
tion is made so that some coefficients slightly smaller than
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the threshold of the wavelet coefficients under the current
threshold can be encoded so that the image can be compressed
and the reconstruction effect of the image at different bit rates
can be improved.

(3) Since the coefficients of the low-frequency part repre-
sent most of the information of the image, while the original
SPIHT algorithm adopts the encoding method of equally
important information for both high and low-frequency sub-
band coefficients, it is considered to carry out lossless
compression coding algorithm DPCM predictive coding for
LL3 (low-frequency subband), so that most of the information
of the image can be preserved without loss. Thus, the quality
of image reconstruction can be improved.

(4) It can be seen from the original SPIHT coding process
that the coefficients of the sub-high frequency subband are
scanned and coded one by one. Therefore, when there are
too many unimportant coefficients, there will be unnecessary
output bits, so a simple binary tree coding is used here to
reduce coding redundancy.

Ill. CONSTRUCTION OF GRID DATE MODEL
In the power systems research, the power grid simulation
model is built by software. We chose the Simulink system
based on MATLAB to build a simulation model of the power
grid in the paper. The power grid data is obtained by sim-
ulation. The compression and application of power grid data
are explored based on the SPTHT compression algorithm. The
nodes diagram of the grid model is designed and built in this
paper. As shown in Fig. 4. There are eight nodes in the figure.
The simulated power grid data are obtained by monitoring its
nodes.

As shown in Fig. 4, the power grid model mainly includes
a generator, transformer, LC filter, load and transmission line.
The current, voltage, active power, reactive power, frequency

(IR
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(a) Power grid model

Measurement Data
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— \
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-
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(b) The formation of the grid 2-D data graph data
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FIGURE 4. Power grid model and the formation of the data.
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and phase angle values of the six nodes 1,2,3,4,6,8 are
monitored and outputted as power grid system data for the
SPIHT data compression method. And then, the measurement
data from oscilloscopes are formed into a two-dimensional
data graph.

IV. RESULT ANALYSIS OF FAULT IDENTIFICATION

This paper simulated the abnormal data of multiple nodes,
including the abnormal conditions of slight increase, sig-
nificant increase and sudden zero change. Two-dimensional
normal and abnormal power grid data images generated by
model simulation are shown in Fig. 5. Each graph corre-
sponds to the 2-D Data Graph in Fig. 4 (b), where the
sampling time is represented vertically from top to bottom,
and the node data is represented horizontally from left to
right.

It can be seen that the abnormal power grid data image
obtained by the simulation is less smooth than the origi-
nal typical power grid data image. The result parameters
of image compression and reconstruction can be used to
judge whether the data is abnormal. In image compression,
the peak signal-to-noise ratio between the original image
and the reconstructed image is often used as an objective
evaluation index to evaluate the quality of the compressed
image [33], [34].

Assume that f(x,y) is the input imagex = 0,1, - -,
M—-1,y=0,1,---, N—1,and h(x, y) represents the decoded
image obtained after the input image f(x, y) is compressed
and reconstructed. The error of any pixel point between the
original image and the compressed reconstructed image is
defined as:

e(x,y)=h(x,)7) _f(-x9y) (3)

The root mean square error between the original image and
the compressed reconstructed image is defined as:

| M-IN- 5
MSE=—= 3 > [fen—fan] @
x=0 y=0
If fnax = max[f (x,y)],x = 0,1,....M — I,y =
0,1,...,N—1, 2the peak signal-to-noise ratio is defined as:
p— fmwc
PSNR = 10ig { s .

For 8-bit continglous grayscale imagesfmax = 255, then
PSNR = 10lg {%]
A. FAULT TIME IDENTIFICATION
In the paper, the improved SPIHT method is used to pro-
cess the original and abnormal power grid data obtained
by simulation, respectively. In the experimental simulation,
the disturbance is added within 0.03~0.04s. The simulation
results show that after using the SPTHT method to compress
and restore, the image quality of the average power grid
data is higher, and the distortion rate is lower than that
of the abnormal power grid data, which is the purpose of
compression and restoration. The characteristic compares the
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(a) Normal power grid data

l I

(b) Compressed reconstructed normal power grid data

(c) Abnormal power grid data

(d) Compressed and reconstructed abnormal power grid data

FIGURE 5. Normal and abnormal power grid data images.

PSNR of normal and abnormal power grid data obtained at
different bit rates (BR) of power grid data images in different
time periods. Here, only power grid data of three power
frequency cycles in the first 0.06s is analyzed and displayed.
The experimental results are shown in Table 1.

As shown in Table 1, after the power grid data, images in
the time interval of 0.02s, 0.04s and 0.06s are compressed by
the SPIHT method. The PSNR of the original power grid data
and the fault power grid data at different bit rates are signif-
icantly different. For example, PSNR are 12.0858, 13.9075,
18.4163, and 19.8959 at the bit rates of 0.25, 0.5, 0.75, and 1,
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TABLE 1. PSNR of normal power grid data and abnormal power grid data
within 0 to 0.06s.

Bit rate Normal

0~0.02s 0.02~0.04s 0.04~0.06s
/bps data
0.25 12.0858 12.0858 5.4115 12.1929
0.5 13.9075 13.9075 11.8288 14.0042
0.75 18.4163 18.4163 13.6862 18.3407
1 19.8959 19.8959 17.1677 19.9454

respectively, PSNR at the bit rates of 0.25, 0.5, 0.75 and 1 in
the interval of 0.02-0.04s are 5.4115, 11.8288, 13.6862 and
17.1677 respectively. It can be seen from Fig. 6 that the
PSNR of power grid data compressed and reconstructed at
the time interval of 0.03-0.04s are significantly different from
that of standard power grid data. Therefore, according to the
characteristic, it can be judged that the power grid data at
the time interval of 0.02-0.04s are abnormal. According to
the method, the effect of faulty time interval location can be
achieved.

B. FAULT SPACE IDENTIFICATION

For the faulty space identification method, the judgment
method of the time node is used to find the time period of the
fault power grid data. During the faulty time interval, continue
to judge the fault data occurred in which spatial nodes among
the data collected.

In order to find the spatial fault nodes, the method com-
presses and reconstructs power grid data blocks, which are
obtained from the original power grid data and in the faulty
time interval. Each data block’s compression and reconstruc-
tion effects are analyzed and compared, respectively. In order
to find faulty space nodes quickly, the partitioned matrix
is labelled according to coordinates. The specific dividing
blocks method and dividing symbol are shown in Fig. 7.

The 256 x 256 images represent the power grid data
acquired in each power frequency cycle (data collected per
0.02s). In the Fig. 7, the B(1,1) represents the block with
coordinates (1,1). The method of dividing blocks divides it
into 16 64 x 64 blocks. The 256 x 256 power grid data
image is divided into 16 data blocks. Each block is marked
with a separate coordinate so that it can locate the abnormal
data block quickly. They set the stochastic sliding block to
scan by taking coordinate blocks from left to right and top
to bottom. Each block is analyzed separately to determine
whether there are abnormalities to narrow the space of fault
location judgment.

As shown in Fig. 8, the coordinates (i,j), (i,j-1), (i-1,j),
(i,j+1) and (i+1,j) of data blocks are represented as 1,2,3,4
and 5. In the power grid model, the horizontal coordinate of
the corresponding matrix represents the data collected by the
oscilloscope of the corresponding node. Moreover, the verti-
cal coordinate represents the corresponding sampling time in
the two-dimensional power grid data. In order to find spatial
nodes quickly, we mark each oscilloscope corresponding to
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FIGURE 6. PSNR trend of power grid data image and normal power grid
image compression and reconstruction.

power grid data with corresponding numbers. When we judge
that the block marked only by the (i, j) coordinate is a fault
data block, we can judge that the fault data only appears in
the oscilloscope marked by the ordinate corresponding to the
faulty block. If continuous data blocks occur, such as (i-1, j),
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FIGURE 7. Power grid data block marking diagram.
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FIGURE 8. Example of fault location in space.

(i, j) and (i+1, j) respectively marked with coordinates are
faulty data blocks. Then, the oscilloscope marked with fault
data in the range of (i-1) ~ (i+1) can be identified. To quickly
find faulty oscilloscope space nodes and scope. We need an
in-depth analysis of the corresponding oscilloscope nodes’
fault power grid data and diagnostic failure reason. Then, the
equipment can quickly be restored to customary conditions
to reduce the loss caused by abnormal power. According to
the corresponding faulty diagnosis results, the corresponding
technology is used to reduce the occurrences of abnormal
times. The method can also unceasingly reduce the time range
of the fault data based on fault time judgment.

The above method is used to analyze the experimental data.
The peak signal-to-noise ratio was compared at different bit
rates under different marker blocks. The simulation experi-
mental data are shown in Table 2. and Table 3.

As shown in Table 2. under different coordinate blocks
(CB), the PSNR of the original and fault power grid data at
different bit rates are relatively close; there are no apparent
differences, while some produce significantly different peak
signal-to-noise ratios. According to Fig. 9, it can be seen that
blocks marked by coordinates (3,1), (3,4), (4,1) and (4,4) are
compressed and reconstructed by the SPIHT method. The
PSNR of original and fault power grid data are different at dif-
ferent bit rates. It can be judged that the spatial nodes where
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TABLE 2. PSNR of normal power grid data after block marking at
different bit rates.

Bit rates /bps
coordinate blocks
0.25 0.5 0.75 1
1, D 12.2849 14.5573 17.8826  20.6799
1, 2) 12.7293 15.0482 17.8226  20.5737
1, 3 12.7293 15.0482 17.8226  20.5737
Bit rates /bps
coordinate blocks
0.25 0.5 0.75 1
1, 4 12.7293 15.0482 17.8226  20.5737
2, D 11.5558 13.4589 18.4503  19.1979
2, 2 11.9183 13.822 18.514 19.3211
2, 3 11.9183 13.822 18.514 19.3211
2, 4 11.9183 13.822 18.514 19.3211
3, D 11.381 12.9181 16.334 18.8544
3, 2 11.7593 13.3676 16.4763 18.645
(3, 3) 11.7593 13.3676 16.4763 18.645
(3, 4 11.7593 13.3676 16.4763 18.645
4, D 11.9532 13.7936 18.3604  19.6754
4, 2) 12.44 14.0341 17.9008  19.6729
4, 3) 12.44 14.0341 17.9008  19.6729
4, 4 12.44 14.0341 17.9008  19.6729

TABLE 3. PSNR of faulty power grid data after block marking at different
bit rates.

Bit rates /bps
coordinate blocks
0.25 0.5 0.75 1
1, D 12.2849 14.5573 17.8826  20.6799
1, 2) 12.7293 15.0482 17.8226  20.5737
1, 3) 12.7293 15.0482 17.8226 20.5737
a1, 4 12.7293 15.0482 17.8226 20.5737
2, D 11.5558 13.4589 18.4503 19.1979
2, 2) 11.9183 13.822 18.514 19.3211
2, 3) 11.9183 13.822 18514 193211
2, 4 11.9183 13.822 18.514 19.3211
3, D 0.23948 5.5318 9.3917 12.268
(3, 2) 11.7453 13.2942 17.5896 18.753
(3, 3) 12.1993 13.6714 17.4972 19.3506
3, 4 5.4958 11.4465 13.3173 16.5004
4, D 0.74476 6.2379 10.3701 13.7483
4, 2) 12.3954 14.0492 17.8596 19.5128
4, 3) 12.7302 14.4749 17.8112  20.3883
4, 4 5.2253 12.5606 13.9894 16.9023

abnormal power grid data occurs are located in the sub-block.
If we want to find the specific node, we can continue to use
the algorithm to divide the sub-block. According to the same
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FIGURE 9. PSNR trend of power grid data at different bit rates.

judgment method, we can determine which oscilloscope the
abnormal power grid data is obtained from to find the faulty
nodes. For example, in the data block marked by coordinate
(3,1), PSNR is 11.381, 12.9181, 16.334, 18.8544 when the
original power grid data are compressed and reconstructed
under 0.25, 0.5, 0.75 and 1-bit rates. However, the PSNR of
the fault power grid data are 0.23948, 5.5318, 9.3917 and
12.268. There is an apparent difference between the PSNR
of the original and the abnormal power grid data. It can be
concluded that a fault occurs in the data block marked by the
coordinate (3,1), so the abnormal block is saved for the con-
venience of analyzing the cause of the fault. Under the data
block marked at coordinate (3,2), the PSNR of the original
power grid data is 11.7593, 13.3676, 16.4763, 18.645 when
the original power grid data are compressed and reconstructed
under 0.25, 0.5, 0.75 and 1-bit rates. However, the PSNR of
abnormal power grid data are 11.7453, 13.2942, 17.5896 and
18.753. It can be seen that there is no noticeable change in
PSNR between the original and abnormal power grid data.
Therefore, it can be concluded that there is no abnormal
occurrence in the data block marked by the coordinate (3,2),
and it is average power grid data. The following blocks should
be continued to be judged without saving the data to save
memory.

V. CONCLUSION AND DISCUSSION

In the paper, applying the SPIHT compression algorithm to
power grid data is an effective method. The SPIHT algorithm
and improved SPIHT with stochastic sliding blocks compress
the two-dimensional power grid data images. Then, the com-
pression effects of the two algorithms on power grid data
images are compared. The experimental results show that
both methods have a particular compression effect on power
grid data, but the improved SPIHT algorithm can perform
better after compression and restoration. They are finally,
based on the improved SPIHT algorithm, the characteristics
of normal and abnormal power grid data after compression
and restoration are analyzed. According to the characteris-
tics, abnormal power grid data quality differs from average
power network data after compression and restoration by the
SPIHT algorithm. Then, the time period and spatial nodes
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of fault power grid data can be located. The experimental
results verify the correctness and feasibility of the proposed
method.
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