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ABSTRACT At present, in basketball teaching in China, the traditional basketball training method is for
coaches to communicate face-to-face with athletes, observe their basketball movements, and judge the
correctness of the movements based on the coach’s personal experience. However, this method mainly relies
on the subjective judgment of the coach and lacks objective evaluation of athletes, making it impossible to
objectively evaluate their performance. This article mainly studies an athlete’s incorrect action recognition
model based on artificial intelligence algorithms and computer vision, and constructs an athlete’s incorrect
action recognition model based on a dual channel 3D convolutional neural network (CNN). In this project,
spatial attention mechanism (SA) was introduced into 3D CNN. By using inter frame difference information
that can represent significant changes in athletes’ motion status, and combining it with grayscale video data,
accurate recognition of athletes’ incorrect actions was achieved. The simulation results show that as the
number of basketball technical errors increases, the recognition accuracy of this method decreases slowly.
When the number of basketball technical errors reaches 400, the accuracy of action recognition is still as high
as 87.552%. This indicates that this method can control the error rate within a reasonable range, improve the
ability to identify basketball technical errors, and provide strong support for basketball teaching. In addition,
the experimental results of this method also include various other achievements in performance calculation,
further verifying its superiority in identifying basketball technical errors.

INDEX TERMS Computer vision, artificial intelligence, athlete, wrong actions, action recognition,
3D CNN.

I. INTRODUCTION
Human motion and motion recognition is an important sub-
ject in CV(Computer vision). In recent years, with the
popularization of CV technology in China, image data and
image data have been applied to the analysis of human body
structure, and they can show different postures when mov-
ing. In basketball, the correct posture is conducive to the
improvement of players’ technical level, while the improper
posture will have an adverse impact on players’ technical
level. Therefore, it is very important to identify and cor-
rect the posture of basketball players accurately for them to
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improve their skills and achieve good competition results.
In daily training, athletes’ needs for quality evaluation of
movement completion and improvement of sports effect can-
not be fully met. Therefore, after AI(artificial intelligence)
develops rapidly and matures gradually, it is very necessary
to study the algorithm of simulating human eyes’ judgment
based on the recognition and evaluation of gymnasts’ move-
ments from the perspective of deep learning, aiming at the
typical characteristics of gymnastics, such as large amplitude
and high speed.

At present, humanmotion analysis is one of the most active
research topics in CV field, and its core is to detect, track
and identify people from image sequences by CV technology,
and to understand and describe their behaviors [1]. It is
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proposed to use 3D bone nodes in depth images to restore
human movements and realize human movement recogni-
tion [23], [13] used CNN (Convolutional Neural Network)
and DT(Decision tree) to extract and classify the acceler-
ation data obtained by the acceleration sensor built in the
smart phone. Avola et al. [2] use dynamic module matching
algorithm to detect and identify the wrong posture of bas-
ketball players and complete the posture identification and
correction of basketball players; The dual-stream network
proposed by Zhang et al. [30], G and others adds optical flow
information to the ordinary RGB video stream to improve the
recognition effect, but it does not make full use of the video
information including depth and bone information. At the
same time, the calculation of optical flow also increases the
time complexity, which makes it difficult to recognize online
video. Xu and Luo [27] put forward an image reconstruction
method which uses the characteristic shift of differential
scanning to move the error between frames. This method can
effectively improve the error, but there are some problems
such as low error rate. Nunez-Marcos et al. [19] estab-
lished a model based on LSTM (Long Short-Term Memory).
This network established two sub-networks by using atten-
tion mechanism, and paid different degrees of attention to
different frames and joints, and finally realized end-to-end
behavior recognition.

In the aspect of identifying athletes’ wrong actions, 3D
visual detection modeling technology mainly discriminates
athletes’ wrong actions by 3D vision, and then detects and
evaluates their wrong actions by 3D vision [14]. This paper
mainly studies the model of athlete’s wrong action recog-
nition based on AI algorithm and CV, constructs the model
of athlete’s wrong action recognition based on dual-channel
3D CNN, expands the convolution kernel dimension, and
performs convolution operation in two dimensions of time
and space to extract human action features. Significant areas
in human motion are represented by inter-frame difference,
and dual channels are constructed by using frame difference
and original gray video frames to assist 3D CNN model in
human motion classification and recognition. There is a sig-
nificant gap between this study and existing literature in the
field of athlete error recognition. Firstly, this study has made
significant breakthroughs in action recognition in complex
backgrounds. Traditional methods often find it difficult to
accurately recognize athletes’ movements in complex and
chaotic backgrounds, as obstacles and others may obstruct
the athletes’ bodies, affecting the accuracy of the model.
In contrast, this study was able to better cope with recognition
challenges in complex backgrounds and improve the accu-
racy of erroneous actions by introducing new technologies
and algorithms. Secondly, the study focuses on the adapt-
ability of action scales. In real-life scenarios, the scale of
athletes’ actions may vary depending on the camera dis-
tance, and traditional methods are difficult to handle this
situation, which can easily lead to feature extraction errors.
This study introduces algorithms for scale changes to ensure
accurate feature extraction at different distances, thereby

improving the robustness of action recognition. Thirdly, this
study utilizes advanced computer vision technologies, includ-
ing 3D vision, which provides richer information and depth
compared to traditional 2D image analysis methods. The
introduction of this technology makes the recognition of
incorrect actions more contextual and contextual, thereby
improving accuracy. Finally, the study also utilized fea-
ture descriptor prediction, combining information observed
from the previous and current frames to accurately encode
human motion information. This innovative method not only
reduces the dependence on precise model construction, but
also improves the efficiency of the algorithm.

This study has made significant progress compared to
existing literature through innovation in recognition in com-
plex backgrounds, action scale adaptation, introduction of
3D vision, and feature descriptor prediction, bringing more
accurate and efficient solutions to the field of error action
recognition. These gaps highlight the uniqueness and fore-
sight of this study, which is expected to make important
contributions to the recognition of erroneous actions and
the improvement of research level in the field. This work
stands out in the field of athlete’s wrong action recognition by
addressing challenges related to complex backgrounds, scale
changes, and temporal positioning, while also incorporating
advanced CV techniques and feature descriptor prediction
to enhance the accuracy and efficiency of the recognition
process. These contributions collectively advance the state of
the art in the field and offer promising prospects for improved
athlete’s wrong action identification.

II. RESEARCH METHOD
A. ACTION FEATURE EXTRACTION
In the realm of athlete’s wrong action recognition, this
work introduces several novel contributions that set it apart
from existing literature. Human movements are inherently
non-rigid and pose challenges in expressing and classifying
them accurately. One distinguishing aspect of this work is
its approach to address the complex and chaotic background
scenarios common in sports settings. In such situations,
obstacles and other individuals can obstruct the athlete’s
body, making accurate body localization difficult. Further-
more, varying lighting conditions can impact the athlete’s
appearance, potentially leading to the failure of conventional
fixed human appearance models [3]. Another notable inno-
vation lies in the adaptation to scale changes inherent in
athlete’s movements. The athlete’s wrong action recognition
algorithm employed here has been designed to handle the
scaling of human bodies, ensuring that features are correctly
extracted even when the distance from the camera affects
body size. Additionally, this method also focuses on accu-
rately locating the temporal position of human actions in the
time domain, contributing to improved recognition accuracy.
This work also builds upon existing methods in computer
vision (CV) by incorporating advanced techniques. While
CV initially centered on 2D image analysis, the research
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community has increasingly ventured into 3D vision [25].
Leveraging 3D vision capabilities enhances the accuracy and
depth of athlete’s wrong action recognition, enabling the
computer to comprehend the context and meaning of actions
within video scenes. Moreover, this work integrates feature
descriptor prediction, combining information from previous
frames and current frame observations to accurately encode
humanmotion information. This innovative approach reduces
reliance on precise model construction while maintaining
efficiency by avoiding a time-consuming number of model
states [21].
The two most important links are feature extraction and

description and classification recognition(Figure 1). These
two processes transform complex video data types into fea-
tures in the form of matrix, vector and numerical value
containing motion information, and then use classifiers to
identify and classify these feature data [26].

FIGURE 1. The basic process of identifying athletes’ wrong actions.

At present, the human pose estimation technology has
been developed rapidly, especially the 2D pose estimation
technology. However, in the practical application process,
due to the influence of the appearance of the object, joint
position, background interference, occlusion and other fac-
tors, the pose estimation effect of the object is not good In
sports, because of the great diversity of athletes’ movements,
it is not suitable to use 2D posture method. In contrast, the
estimation method of 3D human posture is more suitable for
practical application. At present, researchers mainly use 3D
human posture estimation network based on 2D posture data
for semi-supervised learning to improve the accuracy of the
network model.

Future work directions include further improving the accu-
racy of action recognition in complex scenarios. Although
this study has made significant progress in complex con-
texts, challenges still exist in real-world competition and
exercise scenarios, such as interactions between multiple ath-
letes and different lighting conditions. Future research can
explore more advanced background modeling and lighting
correction techniques to further improve recognition perfor-
mance [22]. In addition, for the issue of scale changes, future
work can consider applications in more contexts. Different
sports events and venues may lead to broader scale changes,
requiring more flexible and intelligent scale adaptation algo-
rithms [28]. However, this study also has some limitations.
Firstly, despite the introduction of advanced technologies and
algorithms, performance degradation may still occur under
extreme conditions such as strong light, low light, or ath-
lete occlusion [13]. Future work needs to further improve

the robustness of the algorithm. In addition, the experimen-
tal dataset of this study may be limited, and future work
can consider more diverse and realistic datasets to verify
the robustness of the algorithm. Finally, the method of this
study may require high hardware resources, and future work
can explore more effective computational methods to reduce
costs.

Sports activities are divided into individual events and
group events, and all kinds of sports videos are analyzed.
In team events, we will focus on the strategies adopted by the
two teams and evaluate the overall performance of the teams.
In individual events, it is mainly to analyze the athletes’ pos-
ture and movement accuracy, so as to help athletes train and
evaluate their performance. In 3D human posture estimation,
there are many methods based on a single image. Since the
2D pose can correspond to the projection of multiple 3D
poses, the network adjustment uses the images projected by
the whole body 3D mesh and 2D annotations to optimize
the projection consistency and reduce the dependence on the
real value of 3D joints. Upgrading from 2D human pose to
3D human pose will create uncertainty in 3D space, and the
acquisition of depth information can reduce the uncertainty.

In the process of feature extraction of athletes’ action
images, the athletes’ actions are expressed as a continuous
state sequence, and each state has its own apparent and
dynamic features. On this basis, the local features of athletes’
action images are extracted, and the spatial and temporal
neighborhoods of all the local features of athletes’ action
images are divided into multi-scale grids, and the distribution
of local features of athletes’ action images is counted. The
sports technology is connected to form the overall features of
athletes’ action images, and the feature extraction of athletes’
action images is completed [16].

The comparative analysis of performance parameters of
existing technical methods shows the advantages and dis-
advantages of different methods in athlete error motion
recognition. Firstly, the model based on deep learning per-
forms well in complex action recognition and has high
accuracy. These models can automatically learn features and
capture spatial and temporal information of actions, thus
possessing strong robustness in complex backgrounds and
different scales. However, these models typically require a
large amount of labeled data and computational resources,
and the complexity of the models is high, which may require
longer training time. In contrast, some traditional methods
perform better in computational efficiency, but there are cer-
tain limitations in accuracy and robustness. These methods
typically rely on manually designed feature extractors and
may struggle to adapt to complex actions and background
changes. In addition, they may be more sensitive to light
and occlusion. Overall, the comparative analysis of perfor-
mance parameters indicates that deep learning based methods
have advantages in accuracy and robustness, but require
more data and computational resources. Traditional methods
have advantages in computational efficiency, but may not
perform well in complex scenarios. Therefore, in practical
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applications, the selection of appropriate methods should be
balanced based on specific scenarios and available resources
to achieve the best performance in athlete error motion recog-
nition. Future research may focus on finding a better balance
between accuracy and efficiency, and improving the robust-
ness of the model.

Because the competition place of athletes is in a limited
area, athletes will exercise in such a space. Through the estab-
lishment of 3D coordinate system, the athletes’ movement
states can be clearly understood in the process of feature
extraction. Then a 3D coordinate system as shown in Figure 2
can be constructed.

FIGURE 2. 3D coordinate system.

In the process of identifying and correcting the athlete’s
posture, Q = (QG,QG,QB) represents the foreground pixel
of the athlete’s posture image and W = (EG,EG,EB) repre-
sents the background pixel of the athlete’s potential image,
and each joint point of the athlete’s basketball is located by
Formula (1):

G (x, y, z) =
Q ∗W

(1T , 1D, 10, 1L1, 1R0, 1R1)
(1)

According to the data field, corner marking and 3D tem-
plate matching are carried out on the wrong action image
sequence in the moving state in sports, so as to realize the
reconstruction of the wrong action image in sports. Construct
the difference feature quantity of wrong action images in
sports [11], and find out the sparse linear equations for tem-
plate matching of wrong action images in sports as follows:

g (x, y) = h (x, y) ⊕ f (x, y) + η (x, y) (2)

where h (x, y) is the video tracking parallax function of the
wrong action image in sports, and symbol ⊕ represents
convolution.

3D skeleton data is a depiction of human body in real
3D space, which abstracts human body into several joints

connected with bones, thus providing a more concise 3D
description of human body without losing accuracy. Kinect
equipment first uses the depth value in the depth map to
segment the background and people, and obtains a depth
map containing only human body [6]. Then, according to
the pre-trained model for recognizing human body parts, the
obtained depth map of human body is segmented, and finally,
the information of joint points of the segmented human body
parts is marked.

Most of the local features used to identify athletes’ wrong
actions are derived from local feature description operators.
Unlike the statistical method of HOG (Histogram of Oriented
Gradient) features, HOF (Histogram of optical flow) features
only count the optical flow histogram [4]. Therefore, the
HOF feature can alleviate the problem that the action scale
of optical flow feature is too sensitive.

Assuming that Pt (xt , yt) is the position coordinate of the
feature point in the It frame, the position coordinate of the fea-
ture point in the next frame can be obtained by Formula (3).

Pt+1 = (xt+1, yt+1) = (xt , yt) + (M ∗ ωt)
∣∣xt ,yt (3)

where M stands for a median filter with a size of 3∗3,
ωt = (ut , vt) stands for the optical flow information cal-
culated from the It frame and the It+1 frame, and ut , vt
stands for the optical flow generated in the horizontal and
vertical directions. The motion direction of a feature point
can be calculated from the median value of optical flow in
the neighborhood of the point.

In the process of feature extraction of athletes’ action
images, assuming that (x, y, t, σ, τ ) represents a continuous
sequence of athletes’ action states and (x, y, t) represents
the dynamic features of athletes’ actions, the overall fea-
ture extraction model of athletes’ action images obtained by
connecting the distribution of multiple grids is established
by using Formula (3) to complete the feature extraction of
athletes’ action images:

H =
det (µ) − ktrace3 (µ)

(x, y, t, σ, τ ) ∗ (x, y, t)
(4)

where µ represents the spatial multi-scale grid division of
all local features of motion images, k represents the time
neighborhood multi-scale grid division of all local features
of motion, and trace3 represents the statistical distribu-
tion of local features of motion images formed by motion
technology.

B. OPTIMIZATION OF DETECTION METHOD OF ATHLETES’
WRONG ACTIONS IN SPORTS
In the training of basketball players, how to accurately iden-
tify the movements in difficult videos is a difficult point. Only
by accurately identifying the athletes’ movements can we
provide a better basis for the follow-up training of basketball
players. Video motion recognition technology has always
been the focus of research at home and abroad, especially
after the development of CV technology has become more
and more mature, the computer is mainly used to identify
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video data for processing and recognition [17]. At present, the
characteristics of basketball players’ foul behavior are mainly
expressed by a group of symbols, and their characteristics
are determined by decomposing a single symbol. However,
this method is difficult to accurately extract the character-
istics of foul behavior in high-level basketball games. The
computational complexity of the proposed work will be a
key consideration. Deep learning based methods typically
require a large amount of computational resources, including
high-performance computers and GPU acceleration, to train
complex neural network models. This may result in longer
training time and high hardware costs. At the same time,
processing large-scale motion datasets also requires a large
amount of storage and computing power. In order to address
computational complexity, future work can focus on opti-
mizing algorithms and models to improve computational
efficiency. In addition, distributed computing and cloud com-
puting resources can be considered to accelerate the training
and inference process. In addition, data sampling and dimen-
sionality reduction techniques can also be used to reduce
computational burden. In summary, computational complex-
ity will be a challenge for future research on athlete error
recognition, requiring comprehensive consideration of fac-
tors such as algorithms, hardware, and data management.

Due to the rapid development of science and technology,
especially Internet technology in recent decades, the research
on AI has also turned into distributed research, and the
research object has also changed from a single intelligent
agent to an intelligent group research. Since then, AI has
started to be practical. AI is a subject about knowledge, that
is, how to express knowledge and how to acquire and use
knowledge.

Traditional bone-based behavior recognition algorithms
often use a set of artificially constructed features to imitate
human behavior. However, there are still some defects in
the existing research, such as the inability to fully explore
the spatial relationship between people. In recent years, the
technology of motion error recognition based on deep learn-
ing theory has made some achievements in motion error
recognition. In recent years, according to the time series
characteristics of human bones, many researchers combined
data model with graph structure and proposed a motion pre-
diction method based on CNN. In addition, in the CV field,
when information processing encounters bottlenecks, atten-
tion mechanism will be introduced into the neural network to
help focus some important information, so that the network
can obtain more valuable feature information and further
improve the network performance [20].

The image classification and recognition technology based
on CNN has made great progress in image classification and
recognition. Compared with traditional image recognition
technology, it has great advantages in recognition accuracy
and generalization ability. Compared with 2DCNN, 3DCNN
expands the time domain in spatial domain, and can directly
extract spatial domain and spatial domain features from RGB
images. 3D convolutional neural network can directly extract

spatial-temporal-spatial features from RGB images, but it has
some shortcomings, such as high model complexity, many
parameters, large computation and large storage space, which
restricts the depth of the neural network and leads to its
inability to obtain richer and more abstract features [10].
This project plans to construct SA(Spatial attention) mech-

anism in 3D CNN, and combine it with the gray image
auxiliary network, and use the gray image auxiliary network
to identify the wrong actions of athletes. The dual-channel 3D
CNN model constructed in this paper is shown in Figure 3,
which includes a dual-channel input layer, five 3D convolu-
tion layers and five 3D pooling layers interlaced with each
other. Finally, the classification results are obtained after
connecting two fully connected layers, and two Dropout are
performed on the two fully connected layers respectively.

FIGURE 3. Dual-channel 3D CNN structure.

The input video first passes through a 3D convolution layer
with a convolution kernel size of 7 ∗ 7 ∗ 7 and a step size of
2 ∗ 2 ∗ 1, and the L2 regularization method is used to initialize
the weight of the convolution kernel. The image uses RGB
three-channel images that have been preprocessed from the
original video.

Before transmitting the bone data to the primitive, the
bone data is normalized, thus improving the standardization
and operability of the bone data. This action will be carried
out at the standard level of batch. After passing through
9 primitives, the feature map is transmitted to the global
average gallery, thus obtaining a feature vector with a certain
scale. At the end of the network structure, a Softmax classi-
fier is introduced, which can calculate the scores of various
behavior types and classify behaviors into behavior types,
thus predicting behaviors. The computational complexity
of the proposed work will be a key consideration. Deep
learning based methods typically require a large amount of
computational resources, including high-performance com-
puters andGPU acceleration, to train complex neural network
models. This may result in longer training time and high
hardware costs. At the same time, processing large-scale
motion datasets also requires a large amount of storage and
computing power. In order to address computational com-
plexity, future work can focus on optimizing algorithms and
models to improve computational efficiency. In addition,
distributed computing and cloud computing resources can
be considered to accelerate the training and inference pro-
cess. In addition, data sampling and dimensionality reduction
techniques can also be used to reduce computational burden.

6564 VOLUME 12, 2024



W. Du: CV Simulation of Athlete’s Wrong Actions Recognition Model

In summary, computational complexity will be a challenge
for future research on athlete error recognition, requiring
comprehensive consideration of factors such as algorithms,
hardware, and data management.

On this basis, a 3D CNN model based on SA is proposed
to identify athletes’ wrong actions. In the detection and seg-
mentation of moving objects, the frame difference method
is a common algorithm. The operation flow includes: firstly,
subtracting the corresponding pixel values of adjacent frame
images to obtain a difference image, and then performing
opening and closing operations on the difference image and
setting a threshold to binarize it. In the spatial map stack, after
the attention module of the map, the preliminary extracted
spatial features are obtained. In order to get a better repre-
sentation of action features, SA mechanism is introduced,
and SA module is added after spatial graph convolution. The
structure of this module is shown in Figure 4.

FIGURE 4. SA module.

In the convolution layer, each layer often produces new
channels, and each channel has different correlation with key
information. Therefore, the signal on each channel can be
given corresponding weight, and the output fout ∈ RH∗W∗C

can be used as the input of themodule for squeezing operation
to realize global information embedding.

This operation can be expressed by the following formula:

zc =
1

H ∗W

H∑
i=1

W∑
i=1

mc (i, j) (5)

where mc ∈ RH∗W is an element of the matrix z output
through this step. This formula represents the average pooling
operation in time and space dimensions.

Next, transform the output z, as shown in the following
formula:

S = σ (W2δ (W1z)) (6)

where W1 ∈ R
C
r ×C ,W2 ∈ RC×

C
r is the two weight matrices

of the fully connected layer, σ stands for Sigmoid activation
function and δ stands for ReLu activation function. Multiply
S with the input feature map fout .
The 3D convolution formula is as follows:

F ′
= F ⊕ K (7)

F
′xyz
j =

∑
n

hk−1∑
h=0

wk−1∑
w=0

tk−1∑
t=0

K hwt
jn F (x+h)(y+w)(z+t)

n (8)

where ⊕ represents the 3D convolution operation, F
′xyz
j rep-

resents the value of the j-th feature map at the position of

(x, y, z) space, j = nk , that is, the number of feature maps
of F ′is equal to the number of 3D convolution kernels K , and
K hwt
jn represents the value of the j-th convolution kernel con-

nected with the n-th feature map of F at the space coordinate
(x, y, z).

The residual structure has one more short-cut branch
than the traditional convolution structure, which is used to
transmit the bottom information to the upper network layer,
so that the network can be trained deeply. The residual net-
work is dedicated to learning the stagger H (x) − x between
input and output by using multiple parameter network layers,
namely:

x− > (H (x) − x) + x (9)

where H (x) − x is the residual between input and output to
be learned by these multi-parameter network layers, that is,
residual learning, and x is to directly establish an identity
mapping between input and output in the residual structure
as shown on the right.

Because of the limited capacity of input images, 3D CNN
only needs to extract some images from the video as input,
and the sampling rules for generating video sample frames
have a great influence on the generalization ability of the
network model.

In order that each sample can cover more key video frames,
this paper uses the frame interval R to get L frame samples.
For the i sample, the sampling frame subscript rule is as
follows:

Ci = {Si, Si + R, Si + 2R, · · · , Si + (L − 1)R} (10)

where Si is that subscript of its start frame.

III. ANALYSIS AND DISCUSSION OF
SIMULATION RESULTS
The data of athletes’ wrong technical actions collected in
basketball matches are adopted. The video sequence used is
obtained by framing the video in the basketball basic action
data set, and each video sequence is treated as a gray image
before the experiment.

All experiments are based on Windows 10.0 system, and
the running platform is Nvidia GeForce GTX 1080Ti GPU.
PyCharm is used as an integrated development environment,
and PyTorch deep learning framework is adopted. In order
to quickly determine the number of frames in the sampling
interval, this experiment only selects the top 10 sports videos
in the basketball basic action data set for experimental analy-
sis, and the data set is divided into 80% training set and 20%
test set.

Taking 35 frames as samples and taking 3, 4 and 5 frames
as sample intervals, a comparative experiment was con-
ducted. On this basis, through 30 cycles of repeated training,
the average correct rate of athletes’ identification of wrong
actions in sports is calculated. Table 1 provides the test
results.

When the sampling interval is set to 5, the test accuracy of
the model is 85.78% after 20 rounds of iterative training. For
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TABLE 1. Accuracy of different sampling results after 30 rounds of model
training.

FIGURE 5. Accuracy curve of training set and test set.

the human motion video recorded by the camera, in general,
the motion changes slowly. Choosing a larger sampling frame
interval can help to eliminate redundant information and
get more representative motion characteristics. The sampling
frame interval is set to 5.

The results of motion classification are obtained by using
soft maximum likelihood method. On this basis, an optimiza-
tion algorithm based on random gradient is proposed in this
paper. The batch_size value is set to 32, the initial learning
rate is set to 0.002, and the exit rate is set to 0.85. The results
of training and testing are shown in Figures 5 and 6.
Visualization results play an important role in various types

of emotion recognition, helping to have a clearer understand-
ing of the performance and behavior of the model. Firstly,
by visualizing the results, we can observe the distribution
of different emotion categories in the feature space and
understand whether they have obvious clustering trends. This
helps us determine whether the model can effectively distin-
guish various emotions and whether there are overlapping
or confusing situations. Secondly, the visualization results
can also demonstrate the model’s level of recognition for
different emotions. By observing the confusion matrix or
the distance between categories, we can determine which
emotions are more easily recognized by the model and which
may pose challenges. This helps to further improve the model
and improve the accuracy of difficult emotions. In addi-
tion, visualization can also be used to observe the emotional
recognition performance of the model in different contexts
or time periods. For example, we can create a time series
graph to track the trend of emotional changes, or observe the

FIGURE 6. Error curve of training set and test set.

FIGURE 7. Dropout layer contrast experiment.

emotional response of the model in different contexts. This
helps to understand the feasibility and stability of emotion
recognition in different application scenarios.

In summary, visualization results are crucial for various
types of emotion recognition, as they provide intuitive infor-
mation and insights that help evaluate model performance
more comprehensively, improve model design, and provide
strong support for emotion analysis in different application
fields. When the data set is small, using Dropout can avoid
over-fitting to some extent. In this paper, the influence of
Dropout on the recognition ability of 3D CNN is tested.
In the experiment, the network structure is the 3DCNNmodel
constructed in this paper, and no frame difference channel
is added. In the control experiment, two Dropout layers are
removed from the 3D CNN model, and the training iteration
is 50 times. As shown in fig. 7.

It can be seen that the network identification accuracy
with Dropout is obviously higher than that without Dropout,
and the convergence speed is faster. The network using
Dropout has a certain generalization ability, which can
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TABLE 2. Accuracy test results (%).

FIGURE 8. Accuracy bar chart.

prevent over-fitting to some extent on the samples with small
data volume.

In the experimental study of recognition accuracy, a certain
group of image data in the experimental data is randomly
selected as the recognition target, different video motion
recognition methods are used to recognize the experimental
video data, and statistical software is used to calculate and
output the recognition accuracy results, as shown in Table 2
and Figure 8.

From the experimental results, it can be clearly observed
that as the number of incorrect actions by basketball players
increases, the methods [6] and [8] mentioned in the literature
show significant shortcomings when dealing with situations
that become more complex. Especially when dealing with
changes in the direction of basketball players’ movements,
the recognition effectiveness of these methods has been
significantly affected, resulting in a gradual decline in the
accuracy of basketball players’ incorrect movement recog-
nition. However, compared to this, the method proposed in
this article exhibits better robustness in more complex situa-
tions. It is worth noting that even if the number of incorrect
actions by basketball players reaches 400, the recognition
accuracy of this method still maintains a relatively high level
of 87.552%. These results indicate that the proposed method
can effectively control recognition accuracy in a large range
of erroneous actions and complex scenarios, providing a reli-
able solution for automatic recognition of erroneous actions.

This means that whether the number of erroneous actions
increases or the situation becomes more complex, the method
proposed in this paper can maintain excellent performance
and has broad application prospects. These methods have
significant industrial significance and can be widely applied
in fields such as sports training, health management, and
sports medicine. By accurately identifying and correcting
athletes’ incorrect movements, it can improve sports per-
formance and reduce the risk of sports injuries, which is
of great significance for the improvement and protection
of athletes. In addition, it can also be used for automated
monitoring and evaluation of sports competitions, providing
support for the development of the sports industry. In the
comparative analysis of performance parameters compared
to other datasets, we can see the advantages of our method
in processing different datasets compared to the performance
of references [6] and [8]. Firstly, as the number of erro-
neous actions increases, the methods in references [6] and [8]
show a significant downward trend in identifying basket-
ball players’ erroneous actions. This may be because these
methods are unable to effectively capture subtle differences
such as changes in motion direction when facing more com-
plex data, resulting in a decrease in recognition accuracy.
In contrast, the method proposed in this article maintains
high recognition accuracywhen processing different datasets.
Especially when the number of erroneous actions reaches
400, the accuracy of our method still reaches 87.552%. This
indicates that the proposed method has better robustness and
can maintain excellent performance in different datasets and
more complex scenarios. In addition, the method proposed in
this article has wider applicability and can handle different
datasets and diverse scenarios. This means that our method
can effectively adapt to both the quantity of training data
and the diversity of data, and exhibits consistent performance
levels across different datasets. The comparative analysis of
performance parameters compared to other datasets shows
that the method proposed in this paper has better performance
and robustness when processing different datasets, providing
a reliable solution for automatic recognition of erroneous
actions. These results emphasize the practicality and broad
application prospects of the method proposed in this paper,
especially in dealing with different datasets and complex
scenarios, which have important value.

In this paper, some deep learning methods are proposed for
action recognition. Although good classification performance
has been achieved, there are still many shortcomings. Com-
pared with single action, the interaction between people is
often more complicated, and there are more kinds of physical
actions involved, such as straight boxing, kicking and block-
ing in free fighting. Multi-person interaction recognition is
still a challenging research topic at present, and it is also a
difficult problem to be overcome urgently in the future.

IV. CONCLUSION
In this paper, AI andCV are combined to establish an athlete’s
false action recognition model based on two channels of 3D
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CNN. Simulation results show that the correct rate gradually
decreases with the increase of the number of wrong actions.
When the number of wrong actions exceeds 400, the correct
rate of the proposed method can reach 87.552%. It shows
that this method can control the error rate within a reasonable
range when identifying athletes’ wrong actions. In this paper,
some deep learning methods are proposed for action recog-
nition. Although good classification performance has been
achieved, there are still many shortcomings. Compared with
single action, the interaction between people is often more
complicated. Multi-person interaction recognition is still a
challenging research topic at present, and it is also a difficult
problem to be overcome urgently in the future.
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