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ABSTRACT Many countries across the globe face the serious issue of traffic congestion. This paper
presents a low-cost graph-based traffic forecasting and congestion detection framework using online images
from multiple cameras. The advantage of using a graph neural network (GNN) for traffic forecasting and
detection is that it represents the traffic network in a natural way. This framework requires only images
from surveillance cameras without any other sensors. It converts the online images into two types of
data: traffic volume and image-based traffic occupancy. A clustering-based graph construction method is
proposed to build a graph based on the traffic network. For traffic forecasting, multiple models, including
statistical models and deep graph convolutional neural networks (GCNs), are used and compared using the
extracted data. The framework uses logistic regression to determine the threshold of traffic congestion. In the
experiment, we found that the Decoupled Dynamic Spatial-Temporal Graph Neural Network (D2STGNN)
model achieved the best performance on the collected dataset. We also propose a threshold-based method
for detecting traffic congestion using traffic volume and image-based traffic occupancy. This framework
provides a low-cost solution for traffic forecasting and congestion detection when only surveillance images
are available.

INDEX TERMS Traffic forecasting, traffic congestion detection, online images, graph convolutional neural
networks, logistic regression.

I. INTRODUCTION
Many countries across the globe face the serious issue of
traffic jams. They result in huge delays in transportation and
excessive consumption of fuel and money [1]. In the context
of a smart city, transportation produces a huge amount of data
that reflects the status of the city. In recent years, artificial
intelligence has rapidly developed and accomplished a lot of
tasks that could not be accomplished by traditional methods.
For example, the traffic flow can be predicted using the data
produced previously, thereby notifying people of the future
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traffic status and improving traffic efficiency. In addition,
based on the collected data, a method for detecting traffic
congestion can be developed, which can provide useful
information for people.

Currently, various types of data and approaches are used for
traffic forecasting and congestion detection. The types of data
include speed, travel time, delay, etc [2]. The data is usually
collected from various sensors or produced from video image
processors [3]. Different methods based on neural networks
have been developed for traffic forecasting and replaced
statistical methods [4], [5], [6]. In addition to determining
from sensor data, different approaches based on images were
developed for congestion detection [7], [8], [9], [10], [11].
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For the public to view traffic status conveniently, the
Macao government provides a website that offers instant
traffic stats in images or videos from approximately 100 cam-
eras in different traffic nodes [12]. These images or videos
show the real-time traffic status of their corresponding traffic
node, including the shape of the road and vehicles on the road.
Based on this website, useful information can be collected
and extracted from the images and videos provided by the
website. For example, the number of vehicles can be obtained
using off-the-shelf object detection techniques.

This paper proposes a graph-based framework to extract
useful information from real-time online traffic images for
predicting traffic status and detecting traffic congestion. This
framework is low-cost and off-the-shelf as it can be directly
deployed on the systemwith surveillance cameras. Compared
with our previous works on congestion detection [7], [8],
[9], [11], we propose to consider multiple camera sites
for congestion detection. Moreover, we consider traffic
forecasting in this paper. The contributions of this paper can
be summarized as follows:
• We propose a graph-based framework for traffic fore-
casting and congestion detection using online images
from multiple cameras, converting images to numerical
values;

• We build a dataset extracted from a period of collected
images from multiple cameras;

• We design an improved method that builds a graph
network from the traffic network;

• We evaluate and compare a number of models in traffic
forecasting using the extracted data from the online
images;

• We determine the numerical thresholds for detecting
traffic congestion for different traffic nodes.

The remaining of this paper is organized as follows.
Section II reviews the related works on traffic flow prediction
and congestion detection. Section III describes the process
of collecting and processing the data from the DSAT
website and a method for graph construction. Section IV
introduces the statistical and deep learning methods used for
traffic forecasting and an approach for congestion detection.
Section V shows the experimental results for both traffic
forecasting and congestion detection, and a discussion of the
results. Section VI concludes the paper.

II. LITERATURE REVIEW
The measures for traffic flow are necessary to estimate traffic
status and define traffic congestion for congestion detection.
There are many commonly used measures mentioned in [13],
such as traffic flow or volume, speed, and occupancy.
Afrin et al. [2] provided more measures with corresponding
traffic status. For example, the volume-to-capacity ratio
(V/C), which can be calculated as:

V/C = Nv/Nmax (1)

where Nv indicates the spatial mean volume, and Nmax
denotes the maximum number of vehicles of the road

segment. The Nmax can be further expanded as:

Nmax = (Ls/Lv)× Nl (2)

where Ls is the length of the road segment, Lv is the average
length occupied by a vehicle which includes the safety
distance between vehicles and vehicle length, and Nl denotes
the number of lanes. V/C < 0.6 indicates the traffic flow
is smooth and free. 0.6 < V/C < 1.0 indicates the speed
of traffic flow is affected. When V/C > 1.0, it indicates a
breakdown traffic flow.

Different approaches have been developed for traffic
congestion detection. Sun et al. [14] proposed an approach
to identify traffic congestion based on threshold values. The
threshold values are determined with mutual information
maximization theory between discrete traffic flow parameters
and traffic state. Then a decision tree is used to extract traffic
congestion identification rules. Wang et al. [15] proposed
an approach using surveillance images. It extracts texture
features as low-level features from images. Then, it uses the
proposed Locality Constraint Metric Learning to produce
a distance metric. Finally, it uses Kernel Regression to
predict the congestion level based on the learned metric.
Lam et al. [8] proposed a multiple IoU (mIOU) method
to evaluate traffic level, which is calculated by applying
intersection over union (IoU) to all vehicles on the image.
It also provides a set of thresholds for estimating traffic
congestion levels.

Neural networks are widely used in traffic congestion
detection aswell. Kurniawan et al. [16] proposed a congestion
detection method using an image classification approach.
It uses a set of CCTV monitoring images and processes them
through a sequence of operations, including resizing, gray-
scaling, and normalization. Then, it builds a convolutional
neural network (CNN) with a simple, basic structure to
detect traffic congestion. Ke et al. [17] also proposed a
CNN-based method. It extracts multiple features from traffic
images and then fuses them into multidimensional features.
Then it uses a CNN classifier to predict the congestion
level. Chakraborty et al. [10] compared the performance of
detecting traffic congestion from traffic images for YOLO,
deep convolution neural network (DCNN), and support
vector machine (SVM). As a result, YOLO achieved the best
accurancy. Cho et al. [18] proposed a method to classify
the density of road networks using an image generation
approach. The nodes in the traffic network are converted
to polygons whose shapes represent traffic conditions in
different directions.

There are various algorithms used for traffic flow forecast-
ing. Auto-regressive integrated moving average (ARIMA) is
a time series analysis model that can be used for traffic flow
forecasting [19], [20]. Kalman filtering is an algorithm that
predicts future states using a series of historical data with
noise, whichwere used in traffic flow forecasting aswell [21].
After deep learning techniques are widely used, many

related works based on this have been done for predicting
traffic information. Those works can be basically classified
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into two types: CNN-based and GNN-based. CNN-based
models usually convert the information into images for
further convolution operation. Ma et al. [22] proposed a
CNN-based method that converts spatio-temporal traffic
dynamics to two-dimensional time-space images. The space
dimension describes the detected values on a consecutive
section of road and the time dimension describes the detected
values of a certain section at different times. Then the
convolutional layer can extract features in coherent areas.
Chen et al. [23] proposed PCNN to process periodic data
using convolution operaton. PCNN first folds the time series
data to a two-dimensional matrix as the input, then a series of
convolutions is used to extract features.

CNN-based models require the data modeled in Euclidean
space. Considering the structure of the traffic network, the
graph is better at representing the network because the
traffic nodes and roads can be considered as nodes and
connections in a graph, respectively. Li et al. [24] intro-
duced Diffusion Convolutional Recurrent Neural Network
(DCRNN) for traffic forecasting considering diffusion inside
traffic networks. DCRNN models the traffic flow using
random walks in two directions. It uses the encoder-decoder
structure to extract temporal features. Yu et al. [25] proposed
a Spatio-Temporal Graph Convolutional Network (STGCN)
to apply convolution in both spatial and temporal dependency.
Using graphs to represent the traffic data, this model
enables much faster training speed with fewer parameters.
Li et al. [26] proposed a Dynamic Graph Convolutional
Recurrent Network (DGCRN). It contains a dynamic graph
generator to produce a dynamic graph based on node embed-
dings, and integrates the dynamic graph with the input static
graph. Then it uses graph convolutions and temporal decoder
to generate predictions. Jin et al. [27] proposed a method that
uses Wasserstein Generative Adversarial Nets (WGAN) for
traffic forecasting based on a generative adversarial network
(GAN). The generator predicts the link speeds. The model
consists of GCN, RNN, and attention mechanism to capture
the spatial-temporal relations. Shao et al. [28] proposed
Decoupled Dynamic Spatial-Temporal Graph Neural Net-
work (D2STGNN) for traffic prediction. It uses a decoupled
spatial-temporal framework to decouple the traffic signals
into diffusion signals and inherent signals. Then it uses two
networks to handle these two types of signals. It also contains
a dynamic graph learning model.

The related works mainly focus on improving performance
on a particular task. Our work in this paper focuses on
proposing a framework for traffic prediction and congestion
detection using real-time online images.

III. DATA COLLECTION AND PROCESSING
In this section, the whole process of data collection will be
introduced, including image collection, traffic information
extraction, and graph construction. Firstly, we will introduce
the process of collecting images from the DSAT official
website, followed by a description of the methods to convert
images into numeric data that reflects traffic information.

Finally, the method for constructing the graph among traffic
nodes will be proposed. In this paper, we use the real-time
images collected from the DSAT official website to illustrate
the effectiveness of the proposed approach. Note that the
proposed framework is applicable to the scenarios where
online or CCTV images for traffic monitoring are available.

A. IMAGE COLLECTION
The traffic instant images are collected from the DSAT
official website. Figure 1 shows an example of typical
traffic instant images. The DSAT provides instant traffic
surveillance images or videos of about 100 cameras. The
cameras are spread in traffic nodes in Macao Peninsula and
Taipa. Each camera is assigned a number which appears in
the link of this camera on the DSAT website. We use the
number as the identity of each camera. Before starting to
collect images, the image quality of each camera needs to
be verified to ensure that the extracted information in the
next step is useful. Therefore, cameras that produce blurry
images frequently or have a bad angle of view are filtered.
Similarly, the cameras on traffic nodes that have very little
traffic flow are also filtered because the traffic forecasting
for them is not useful. Finally, we select a set of cameras
that can produce quality images and cover most of the area
in Macao. As a result, 16 cameras were chosen as the sources
of image collection. The collection script is implemented in
Python. Considering network and server conditions and data
quality, the time interval between two collections is set to
2 minutes. This is reasonable for congestion detection and
traffic prediction because significant change of traffic flow
requires longer time interval.

FIGURE 1. Example of traffic instant images.

B. TRAFFIC INFORMATION EXTRACTION
Extracting useful information from images from different
cameras is a crucial and difficult task. The cameras may
have different angles and points of view. In addition, the
collected images may vary in size and resolution. The
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traditional method may not be able to produce stable results.
Fortunately, the deep learning-based method can detect
vehicles in the images directly, which provides a reasonable
foundation for extracting more commonly used measures in
traffic congestion estimation. Two types of relatively static
measures are extracted, which are instant traffic volume and
image-based traffic occupancy.

1) INSTANT TRAFFIC VOLUME
Traffic volume is usually defined as the number of vehicles
on a particular length of road. However, due to the variety
in properties of different cameras, it is difficult to estimate
unit length in images. In this work, we extract instant traffic
volume as a measure of traffic status. Instant traffic volume
is defined as the total number of vehicles on an image.
Compared to normal traffic volume, the instant traffic volume
is easier to extract as it only needs to know the number of
vehicles on a single frame without other prior knowledge.
For exchange, it cannot be used to estimate traffic congestion
directly because the lengths or areas of roads captured by
different cameras may vary.

Figure 2 illustrates the process of calculating instant traffic
volume for an image. YOLOv5 [29] is used as the object
detector because it is accurate, fast, and easy to deploy.
However, YOLOv5 may give one object two different labels.
To avoid duplicate labels, the intersection over union (IoU)
can be used to detect if any duplicates exist. Then the instant
traffic volume can be calculated by counting the number of
valid bounding boxes.

FIGURE 2. The process of calculating instant traffic volume.

2) IMAGE-BASED TRAFFIC OCCUPANCY
Similar to instant traffic volume, image-based traffic occu-
pancy is a variant of traffic occupancy. Traffic occupancy
is defined as the percentage of time that the detection zone
has been occupied by vehicles. With only one frame, we can
use the ratio of the area occupied by vehicles and the total
area of the road to estimate traffic occupancy. In this paper,
image-based traffic occupancy, which is defined as the ratio
of the total area of detected vehicle bounding boxes and the
total area of the road, is extracted as the second measure.
It has a limitation which is relatively unstable because it is
affected by the angle of the camera and the distance of the
detected vehicle. For example, a vehicle may cover more
area of the road when the angle between the camera and
the ground is closer to 90 degrees, or when the vehicle is
closer to the camera. We can use perspective transformation
to transform the image to an aerial view, which reduces

the impact of the inconsistent distance for vehicles. After
perspective transformation, vehicles far from the camera will
appear much larger. To avoid this, the transformation should
not include areas too far from the camera. An advantage of
the occupancy is that it is naturally between 0 and 1, which
is potentially capable of providing information for estimating
traffic congestion.

Figure 3 illustrates the process of calculating image-based
traffic occupancy. For each camera, we manually labeled a
mask for the region of interest which represents the area of the
road segment, and a set of corresponding points for 4-point
perspective transformation. First, when processing a traffic
image, it is detected by YOLOv5 to produce the bounding
boxes of objects. Objects other than cars, trucks, buses, and
motorcycles are removed. Secondly, the bounding boxes are
plotted on the region of interest (ROI), and the parts of the
boxes where not inside are cropped by the mask. Then, the
bounding boxes and the mask are projected onto a plane by
4-point perspective transformation. Finally, the image-based
traffic occupancy of this image can be calculated as the ratio
of the total valid area of bounding boxes and the total area of
the ROI.

C. DATA PROCESSING
The data generated from the previous steps are two sequences
of data where each value corresponds to an image. However,
due to network or website problems, the images at some
timestamps are lost. In addition, an instant value is not stable
for reflecting the traffic status over a time period. Therefore,
the raw data is processed by the following operations.

For better reflecting the traffic status of a period, more
samplings are needed for representing it, i.e., the traffic status
of a period should be extracted from a short sequence of
data. We use three consecutive data to represent the traffic
status over a time period. For each of the three consecutive
instant traffic volume and image-based traffic occupancy
data, we calculate their mean as the newly generated dataset.
If one data is missing, the mean of the left two data will
be used. After data aggregation, the size of the data is
approximately reduced to one-third. Note that in the newly
generated datasets, the time interval is increased to 6 minutes,
which can be changed by varying the original sampling
interval. For the newly generated dataset from instant traffic
volume, we will call it traffic volume directly in the following
sections.

D. GRAPH CONSTRUCTION
For graph neural networks, a graph of data is necessary for
capturing relations between nodes. A graph is input as an
adjacency matrix which is a square matrix including the
information of the graph. The size of an adjacency matrix is
N × N where N is the number of nodes. The value located
at (i, j) represents the weight or distance between the i-th and
j-th nodes in the graph.

The graph construction is based on the locations of the
cameras and the distances between them. In the relatedworks,
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FIGURE 3. The process of calculating image-based traffic occupancy.

an edge between two nodes is determined as existing if their
distance is less or equal to a threshold [24], [30]. However,
unlike sensors, the densities of cameras are not equal in
Macao Peninsula and Taipa. Only a threshold to determine the
existence of edges will cause too many edges in the area with
a high density of cameras and too few edges in the area with
a low density of cameras. On the other hand, the threshold
for distance cannot fully reflect the connections among the
traffic network. The higher density of cameras usually means
more intersections or traffic nodes in this area, which causes
a lower average speed. Therefore, the node in the low-density
area should be allowed to connect to other nodes at a farther
distance.

In real-world traffic networks, the density of traffic
nodes in a region changes moderately, i.e., the distances
between nodes are usually close. Based on this assumption,
we consider the blue node in Figure 4. Intuitively, the node
should connect to the green nodes because the distances
between the blue node and green nodes are similar and closer,
which indicates they may be directly connected in the real
world. The orange nodes are farther from the blue nodes but
close to the green nodes, which indicates they are directly
connected with the green nodes instead of the blue node. The
right part of Figure 4 shows the distances between the blue
node and other nodes. It is easy to find that the distances of the
green nodes form a cluster, and it is the same for the orange
nodes.

FIGURE 4. An example of a node in graph.

Therefore, a clustering algorithm can be used to group the
nodes. The K-means algorithm is a clustering algorithm that
divides data into K groups. It initially selects centroids for
K clusters and assigns data to the closest cluster. Then it
keeps updating the new centroids to minimize the distance

between data and centroids until they converge. Based on the
K-means algorithm, we design an algorithm to connect nodes
to their closest cluster, which is shown in Algorithm 1. This
algorithm takes 4 inputs: v0 is the node to be connected with
others, v is a list that contains all nodes except v0, σmax is
a value that provides a base maximum dispersion of clusters
by comparing with the standard deviation, nt is a value of
the expected number of edges, b is a value that controls the
effect of nt . TheKmeans function inside the algorithm applies
the K-means algorithm to the distances between v0 and other
nodes and divides other nodes into i groups. The return of the
Kmeans function is a nested list that contains lists of the result
clusters.

Algorithm 1 Algorithm for Connecting Node to the Closest
Cluster
1: procedure ConnectNodes(v0, v, σmax , nt , b)
2: for i in 1 to length of v do
3: c← Kmeans (v0, v, i)
4: for cj in c do
5: σj← standard deviation of distances between
v0 and each vk in cj

6: nj← size of cj
7: if σj > σmax/bnj−nt then
8: Skip to the next iteration of i
9: end if
10: end for
11: cclosest ← the cj with the smallest mean of

distances in c
12: Connect v0 with each vclose in cclosest
13: return
14: end for
15: end procedure

The idea of Algorithm 1 is to increase the number of
clusters for the K-means algorithm until the dispersion of
each cluster is less than a threshold. However, for the area
with a high density of cameras, the acceptable dispersion
should be smaller as the lengths of roads are shorter.
Therefore, nt and b are used to punish the node with
too many edges and allow more dispersion for the nodes
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with fewer edges by adjusting the acceptable dispersion.
In this algorithm, the dispersion limitation is defined by the
following equation,

σlim =
σmax

bnj−nt
(3)

where nj is the size of the current cluster. When b is larger, its
effect on σlim is bigger. When b = 1, we have σlim = σmax ,
which means the nt is disabled.

For example, we manually labeled the locations of
49 cameras on the DSAT website. We set σmax = 1.0,
which means the base standard deviation of clusters is
1 kilometer. That allows the node to connect to farther nodes
to ensure the connections on the bridges do not break. We set
nt = 3, b = 1.15 to reduce the number of connections.
For comparison, we constructed another graph based on
the locations of the cameras by thresholding the distance.
We set the threshold distance to the minimum distance which
ensures every node has at least one connection, which is
1.7 kilometers. Figure 5 shows the comparison of the two
constructed graphs. The nodes are represented by red dots
and the edges are represented by blue dashed lines. The graph
threshold by distance shows a mess in the high-density area,
whereas the graph constructed by the proposed method is
much clearer. Figure 6 shows the comparison of the graph
constructed by the proposed method and the real map. The
edges are basically reasonable and follow the roads.

After the edges are determined, the weights of the edges
should be calculated. We use a similar method as [24]
which uses a Gaussian kernel. The weights of edges can be
calculated as,

Wij = exp(−
dist(vi, vj)2

2σ 2 ) (4)

whereWij is the weight of node vi and node vj in the adjacency
matrix, dist(vi, vj) calculates the distance between vi and vj,
σ is the standard deviation of distances.

IV. TRAFFIC FORECASTING AND CONGESTION
DETECTION
In this section, the approaches for traffic forecasting and
traffic congestion detection will be presented. Firstly, the
models which will be evaluated for forecasting traffic
volume are introduced. Then the method for detecting traffic
congestion based on traffic volume and image-based traffic
occupancy will be proposed. Lastly, the performance metrics
for evaluating the models and the method will be introduced.

A. TRAFFIC FORECASTING
Time series forecasting uses the historical data sequence to
forecast the future data sequence. For traffic forecasting, the
graph structure of the traffic network can be also considered
as the input. The traffic forecasting problem using the graph
of the traffic network can be defined as,

[X(t−P), · · · ,Xt ;G]
f
−→ [X∗(t+1), · · · ,X

∗

(t+Q)] (5)

where Xt denotes the traffic signal at timestamp t , X∗ is
the predicted traffic signal, G is the graph structure, P is
the length of the input sequence, and Q is the length of the
predicted sequence. In this paper, the extracted dataset for
traffic volume is used as the traffic signal for forecasting.
We will evaluate several statistical models and state-of-the-
art deep learning models on this dataset

B. TRAFFIC CONGESTION DETECTION
The traffic volume is a goodmeasure for detecting congestion
because it is relatively stable and accurate. However, the
disadvantage is that the maximum capacities are different for
different road segments. That is caused by the inconsistent
lengths of the road segment captured by the camera and the
angles of view of the camera. Therefore, each node needs a
specific threshold to detect traffic congestion.

To determine the threshold that distinguishes congestion
and non-congestion, image-based traffic occupancy can be
used. One of the characteristics of the occupancy is that it
is naturally between 0 and 1, which means it can be used
as a consistent standard for all nodes. As we mentioned in
Section II, a relatedmeasure V/C and its corresponding traffic
status have been introduced by [2], where a V/C ratio over
0.80 indicates a high-density flow. Based on this standard,
we use 0.80 of V/C as the threshold to distinguish between
congestion and non-congestion.

The traffic occupancy can be modeled by,

Occupancy =
Areav
Arear

(6)

where Areav is the total area of vehicles, Arear is the area of
road segment. Equation (6) can be expanded as,

Occupancy =
Nv × Lv ×Wv

Nl × Lr ×Wl

=
Nv × (Lo − Ls)×Wv

Nl × Lr ×Wl
(7)

where Nv is the number of vehicles on the road segment, Lv
is the average length of vehicles, Wv is the average width of
vehicles,Nl is the number of lanes, Lr is the length of the road
segment, Wl is the width of a lane, Lo is the length occupied
by vehicles including vehicle length and safety distance, Ls is
the safety distance. According to [2], the vehicle length can
be assumed as 4.27m, and the safety distance is about 4.57m.
By observation, the ratio of the width of a vehicle and a road
lane Wv

Wl
is approximate 4

7 . Based on (1) and (2), the occupancy
can be further calculated as follows,

Occupancy =
14

14+ 15
×
Nv × Lo
Nl × Lr

×
4
7

≈ 0.28 V/C. (8)

When V/C > 0.8, we have Occupancy > 0.22. Hence,
the threshold determining congestion is 0.22. Although
image-based traffic occupancy is relatively unstable, it can
reflect the approximate distributions of ground truth. Based
on this, the occupancy can be used as a label that indicates
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FIGURE 5. Comparing the graphs constructed by proposed method and distance threshold.

FIGURE 6. Comparing constructed graph with the real map.

whether the current timestamp is encountering traffic conges-
tion or not.

With the labeled timestamp, the model for determining
congestion through traffic volume can be developed. We use
logistic regression to model the relationship between traffic
congestion and traffic volume. The probability of encounter-
ing traffic congestion can be represented by,

p(v) = P(Congested|v) =
1

1+ e−(θ0+θ1v)
(9)

where v denotes the traffic volume, θ0 and θ1 are the trainable
parameters. Because the number of congested samples is
much less than not congested samples, the weight of the
congested class needs to be balanced. Therefore, the weighted
loss function can be calculated as follows,

C(p(v), y) = −
n∑
i=1

(
n1
n0
yi ln p(vi)+ (1− yi) ln(1− p(vi)))

(10)

where n1 is the number of congested samples, n0 is the
number of not congested samples, yi is the label of the i -th
sample.

Due to the instability of the image-based traffic occupancy,
the timestamp labeled as congested should contain several
false positive samples that are not congested but labeled as
congested. To determine traffic congestion more accurately,

3762 VOLUME 12, 2024



B. Liu et al.: Graph-Based Framework for Traffic Forecasting and Congestion Detection

FIGURE 7. The locations of the 16 cameras and the constructed graph.

we set a threshold that is greater than 0.5 as the probability
threshold of the congestion, which can be expressed as,

Congested(v) =

{
1 p(v) ≥ α

0 p(v) < α
(11)

where α denotes the threshold, 1 indicates the traffic status is
congested, and 0 indicates the traffic status is not congested.

After the model is fitted to the data, a threshold for traffic
volume that can determine the traffic congestion directly can
be extracted. When the probability of congestion is α, it can
be expressed as,

1
1+ e−(θ0+θ1v∗)

= α (12)

which can be transformed to,

v∗ = −
ln( 1

α
− 1)+ θ0

θ1
. (13)

Therefore, v∗ can be used as the threshold.

C. PERFORMANCE METRICS
In the following metrics, yi denotes the i -th ground truth,
y∗i denotes the i -th predicted value, and n is the number of
forecasting time steps.

FIGURE 8. Examples of prediction of statistical models for Cam#96.

Mean Absolute Error (MAE) measures the average
absolute error in a set of predictions. Its formula can be
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FIGURE 9. Examples of prediction of deep learning models for Cam#96.

FIGURE 10. Examples of prediction of statistical models for Cam#98.

expressed as,

MAE =
1
n

n∑
i=1

|y∗i − yi|. (14)

Root Mean Square Error (RMSE) measures the average
square root error in the predictions. Compared to MAE,
it gives more weight to large errors. It can be expressed as,

RMSE =

√√√√1
n

n∑
i=1

(y∗i − yi)
2. (15)

FIGURE 11. Examples of prediction of deep learning models for Cam#98.

FIGURE 12. An example of the calculated threshold for Cam#107.

Mean Absolute Percentage Error (MAPE) measures the
average percentage error in the predictions. It is a relative
measure and is useful when the magnitude of the errors is
important. It can be expressed as,

MAPE =
100%
n

n∑
i=1

∣∣∣∣y∗i − yiyi

∣∣∣∣ . (16)

V. EXPERIMENTAL RESULTS AND DISCUSSIONS
We use the data set collected in Macao to demonstrate the
effectiveness of the proposed framework, which is applicable
to images collected from multiple monitoring cameras where
traffic is correlated.

A. TRAFFIC FORECASTING
1) GRAPH CONSTRUCTION
Based on the image quality and camera pose, the locations
of 16 chosen cameras are manually labeled and the graph
is constructed by the proposed method. The locations of the
cameras are shown in Figure 7. The cameras are basically
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FIGURE 13. A comparison of congested and not congested images.

spread throughout most of the area in Macao. To construct
the graph, we set σmax = 0.5, nt = 4, b = 1.3 as
we expect that a node has around 4 neighbors, and their
distances from the node differ no more than 0.5 kilometers.
The constructed graph and their identification numbers are
shown in Figure 7b. The red points indicate the locations of
the cameras and the blue dashed lines are the edges.

2) EXPERIMENTAL SETTINGS
We conducted the experiments through 2 statistical models
Historical Average (HA), ARIMA, and 2 state-of-the-art deep
learning models: DGCRN [26] and D2STGNN [28]. All
experiments are implemented through Python. The ARIMA
model is implemented based on the Statsmodels [31] library.
The deep learning models are implemented based on PyTorch
[32] and the BasicTS [33] project. The collection script is
implemented in Python. The forecasting time step is set to
12. The dataset is divided into training, validation, and testing
sets, with a ratio of 7:1:2. For the deep learning models, the
input is the previous 12 steps of data and the adjacency matrix
of the graph of the traffic network. The time information,
such as the time of day and the day of the week, is also
used as input. The collection started on November 30th, 2022,
and ended on February 1st, 2023. Totally 567,012 images
were collected from the 16 cameras. After removing the
data sequences containing unavailable data, the lengths of
training, validation, and testing sets are 6661, 951, and 1904,
respectively, where each element is a 16× 12 matrix.

3) PERFORMANCE COMPARISON
Table 1 shows the performance of the models. The
D2STGNN model achieves the best performance in almost
all performance metrics. The performance of deep learning
models is better than the performance of statistical models.

Figure 8 and Figure 9 show the illustrations of sequences of
prediction from statistical models and deep learning models,
respectively. In these two figures, the forecasting time step
is 6, and the identification number of the camera holding

TABLE 1. The performance of evaluated models.

this sequence is 96. The blue line in each figure is the
predicted sequence and the gray line is the ground truth.
The deep learning models can basically produce reasonable
predictions. The ARIMA model shows a slight trend of
replicating the past value, so the result seems to lag a little
behind the ground truth. The HA model has a significant
difference from the ground truth at 08:00 on January 22nd,
which is because it does not consider the short-term data.

Figure 10 and Figure 11 show the illustrations of
predictions for another camera with an identification number
of 98. The difference between camera 98 and camera 96 is
that camera 98 is monitoring a road intersection. It is obvious
that strong but regular shaking occurred from 8:00 to 16:00
on January 21st, which was caused by the traffic light.
The statistical models cannot handle this sequence properly,
but the deep learning models basically made successful
predictions.

B. TRAFFIC CONGESTION DETECTION
1) EXPERIMENTAL SETTINGS
The experiment is implemented through Python. The logistic
regression model is implemented using scikit-learn [34]
library. The L2 regularization is used in the model. The L-
BFGS [35] is used to optimize the model. For each node, the
probability threshold is set to 0.7.
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FIGURE 14. An example of the calculated threshold for Cam#98.

2) EXPERIMENTAL RESULTS
Figure 12 shows the calculated threshold for the camera
monitoring one of the bridges in Macao. and an example
of the traffic volume sequence from January 26, 2023,
to January 27, 2023. The blue curve is the traffic volume and
the black dashed line is the threshold of 13.67. The threshold
reasonably divides the curve into two parts.

Figure 13 shows two masked images on January 26, 2023,
where the image on the left is captured at 17:26 which is
around the peak before 18:00 on January 26, and the image
on the right is captured at 11:02 which is after the peak at
10:00 on January 26. It is obvious that the traffic congestion
happened in the first image, and the traffic flow is free in
the second image. The threshold can successfully distinguish
congested and not congested traffic status.

However, for the camera capturing road segments with a
traffic light, the traffic volume cannot distinguish the real
traffic congestion and congested traffic flow caused by red
light. Figure 14 illustrates an example of the data sequence
of Cam#98 with its calculated threshold. In the illustration,
the threshold crosses from a sequence of continuous peaks
and valleys of the curve which is caused by the traffic light
turning. Due to the static data and the relatively long interval,
it is difficult to handle this situation.

VI. CONCLUSION
This paper has proposed a low-cost graph-based framework
for traffic forecasting and congestion detection by converting
online images to numerical values. A set of images was
collected from the DSAT website to construct a dataset
to demonstrate the effectiveness of the proposed frame-
work. Two types of data: traffic volume and image-based
traffic occupancy are introduced and extracted from the
images. A graph construction method based on distance
clustering was proposed and used to build a graph from
the locations of nodes in the traffic network. To evaluate
the effectiveness of the proposed framework, we evaluated
4 models, including historical average, ARIMA, DGCRN,
and D2STGNN, on the extracted traffic volume. It was
found that the D2STGNN achieved the best performance in
traffic forecasting. A threshold-based method for detecting
traffic congestion using the two types of extracted data
was proposed. The proposed unique framework provides a

solution for traffic forecasting and congestion detection when
only surveillance images frommultiple cameras are available.
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