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ABSTRACT Recently, Siamese-based trackers have emerged as the predominant focus in single object
tracking research. However, the majority of these works concentrate on improving the backbone network
of the tracker to enhance its performance, thereby overlooking the significant impact that the template
and search region of the input to the tracker have on tracking accuracy. To address the aforementioned
issues, we propose an Asymmetrical Transformer Tracker with Prior Templates (AtptTrack), consisting of
a tracking branch and a template update branch. The function of the tracking branch is to receive input
image pairs and tracking results to complete the tracking task. In the template update branch, an updating
strategy is employed to compute the cosine similarity between the template and the tracking result. Based
on this, four prior templates are generated, serving as essential supplementary features for the template.
These prior templates are concatenated with the tracking results to create a hybrid template for subsequent
tracking, enhancing the richness and accuracy of the template features. To further enrich the information
content of the template and search region, we propose multi-scale patch embeddings to process input image
pairs, which can enhance the completeness and continuity of the object features. Our tracker has been
extensively tested on five benchmarks. The experiments demonstrate that our tracker achieves the state-
of-the-art performance. Particularly on the OTB100 dataset, our tracker AtptTrack achieves an AUC score
of 0.709, and it outperformed the second-place tracker in the deformation and occlusion challenges by 2.99%
and 0.5%, respectively.

INDEX TERMS Visual tracking, transformer, Siamese network, template update.

I. INTRODUCTION
Visual Object Tracking (VOT), which involves accurately
locating a specified target within successive video frames,
stands as one of the significant research directions in the
field of computer vision [1], [2], [3]. Recently, owing to the
outstanding performance of Siamese-based trackers [4], [5],
[6], [7], [8], they have gradually become the mainstream
model for single object tracking research. The tracker is
designed based on a parallel architecture of the Siamese
network, which initially provides a template, and then
specifies an area in the subsequent videos as the search
region. Ultimately, the target is located by matching the
features of the template in the search region.

The associate editor coordinating the review of this manuscript and

approving it for publication was Shovan Barma .

SiamFC [4] represents the pioneering work in Siamese-
based trackers, with several studies focusing on enhancing the
tracker’s performance by improving the backbone network
of SiamFC. Trackers such as SiamRPN++ [5], SiamFC++

[6], and SiamGAT [7] have adopted ResNet50 [9] or
GoogleNet [10] in place of AlexNet [11], which was used
in SiamFC. It is worth mentioning that ViT [12] designed
a target detector using Transformer [13] and demonstrated
excellent performance in the field of computer vision.
Therefore, some advanced trackers [14], [15], [16], [17],
[18], adopting ViT as the backbone network are called
Transformer-based tracker.

However, we believe that the accuracy of the trackers
not only depends on the choice of the backbone network,
but more importantly, on how to provide richer template
features to the tracker. Some existing works have designed
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FIGURE 1. MAE-based reconfiguration experiments. (a) and (b) represent
the original images, (c) is the image simulating the target occlusion, and
(d) is the reconstructed image.

the template update network for the tracker [16], [17], [18],
to enhance the information content of template features.

These works merely utilize information from the temporal
dimension, employing different strategies to use the tracking
result of a certain frame as the new template. Nevertheless,
when the tracking results are not sufficiently accurate,
a discrepancy can arise between the new template image
and the initial template, leading to tracking failure. In other
words, these works essentially employ a replacement strategy
for altering the template, without truly enriching the feature
information of the template.

In this paper, we design a separate template update branch
for the tracker, which can provide templates with prior
knowledge. The inspiration for the design of the template
update branch is drawn from MAE [52], which stands as
one of the pivotal contributions in self-supervised learning.
MAE designs an asymmetric encoder-decoder architecture.
The input and output of MAE are a masked image and a
reconstructed image respectively. The goal is to achieve high
similarity between the input image and the reconstructed
image. As shown in FIGURE 1, we observed that MAE’s
capability to reconstruct input images can effectively fade
out obstacles. We selectively mask a region in (a) to emulate
the occlusion seen on the girl’s face in (b), producing the
result shown in (c). Subsequently, when (c) is input into
the MAE, we obtain the reconstructed image (d). Notably,
(d) not only reconstructs the obscured section of the girl’s
face but also eliminates the obstructions. Based on our
above experiments and discussions, we believe that the
reconstructed image serves as an additional source of a priori
information. In tracking tasks, merging the template with
the reconstructed image yields a template enhanced with
prior knowledge, providing richer features than the original
template alone.

On the other hand, the input for the Transformer-based
tracker comprises two images of different sizes: the template

and the search region. As the appearance of the tracking
target can change, relying on a single patch size for
patch embeddings may not ensure the integrity of the
target’s features. Consequently, we propose multi-scale patch
embeddings to process the input image pairs, ensuring a
more comprehensive representation of the target features.
We designed patches of two distinct sizes to split the images.
The smaller patches capture more intricate details, while the
larger patches ensure the continuity of feature information.
By combining these, we can obtain a more complete feature
representation.

In summary, the main contributions of this paper are:
• We design an individual template update branch for our

tracker, which leverages asymmetric encoder-decoder
architecture to generate the priori templates. This
approach effectively fades out obstacles and represents
the features of the occluded target. Subsequently, the
input template and the priori templates are concate-
nated to obtain the hybrid template. In comparison
with existing trackers that provide a single template,
our approach furnishes enriched template information,
thereby bolstering tracking precision and robustness.

• We propose a multi-scale patch embeddings for pro-
cessing input image pairs, which provides the tracker
with a more detailed input representation. Both the
template and the search region are split into patches
of varied sizes. By leveraging complementary features,
our approach ensures continuous and comprehensive
representation of target features.

• Our tracker achieves state-of-the-art performance on
several challenging benchmarks. Notably, it achieves
an AUC score of 0.703 on the LaSOT [19] dataset.

II. RELATED WORKS
In single object tracking tasks, mainstream trackers can be
broadly categorized into three classes: DCF-based trackers,
Siamese-based trackers and Transformer-based trackers.
Notably, Transformer-based trackers represent the latest
research direction, as a result, generally outperform other
trackers in performance.

A. DCF-BASED TRACKER
DCF-based trackers operate by online training of a high-
performance correlation filter to accomplish target tracking.
SRDCF [20] introduces spatially regularized discriminative
correlation filters, allowing it to accept more negative
samples for training, thereby enhancing the discriminative
capability of the tracker. BACF [21] proposes a background-
aware correlation filter based on hand-crafted features.
It can simulate the variations in the target foreground and
background over time, enabling it to effectively utilize
negative samples for filter updates. CFNet [22] combines
correlation filters with Siamese networks to design an
asymmetric correlation filter tracker. Differing from other
DCF-based trackers, it employs training images to update the
correlation filter, enriching the positive and negative samples
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used for filter updates, thereby enhancing the tracker’s
robustness.

Although DCF-based trackers have shown excellent
performance, they come with an inherent limitation that
cannot be overlooked. Their heavy reliance on manually
designed correlation filters and the number of positive and
negative samples used for filter updates compromises the
generalization ability of DCF-based trackers.

B. SIAMESE-BASED TRACKER
In contrast to DCF-based trackers, the performance of
Siamese-based trackers primarily relies on the backbone
network. With the rapid advancements in convolutional
neural networks, the design of Siamese-based trackers
has become more concise and stable, resulting in better
performance. Consequently, Siamese-based trackers have
emerged as the prevailing research direction in current single-
object tracking.

In recent years, researchers have employed methods
such as reinforcement learning [26], [27], unsupervised
learning [28], [29], and graph convolution [30] to enhance
trackers, achieving commendable performance. Other works
have focused on modifying the backbone network of the
tracker to enhance performance. SiamFC is the pioneering
work on Siamese-based trackers. The tracker primarily
receives two inputs: the template, specified from the object
of interest in the initial frame of the video, and the
search region extracted from subsequent frames of the video
sequence. Then, the input image pairs are fed into the
modified AlexNet for feature extraction to obtain two feature
maps. Finally, the feature maps are used to perform a
cross-correlation computation, producing a score map that
indicates the location of the target. Inspired by the region
proposal network (RPN) [31], SiamRPN [32] introduces
a region proposal sub-network into the tracker. This sub-
network encompasses both classification and regression
branches, enabling foreground-background differentiation
and refined target proposal suggestions. Building upon this,
DaSiamRPN [33] introduces a disturbance-aware module
to address interference from semantic backgrounds to the
foreground, and SiamFC++ proposes guidelines for target
state estimation, which meticulously classifies different
states of the target, achieving more precise localization.
SiamBAN [34] and SiamCAR [35] refine the bounding
box regression method for SiamRPN, leading to more
accurate and authentic bounding box outputs from the
regression branch. SiamRPN++ addresses the limitation
of Siamese-based trackers being unable to leverage deeper
backbone networks through a simple spatial aware sampling
strategy. It replaces the AlexNet in SiamRPN with a deeper
ResNet50, resulting in a significant enhancement in the
tracker’s feature extraction capabilities. Owing to the more
tangible performance enhancements achieved by improving
the backbone networks of trackers, many studies have delved
deeply into this direction. For instance, ATOM [36] and

DIMP [37] employ ResNet18 [9] as their backbone network,
while SiamGAT [7] adopts GoogleNet for feature extraction.
These trackers have also achieved commendable evaluation
results.

C. TRANSFORMER-BASED TRACKERS
As Transformers have exhibited impressive performance in
the realm of natural language processing [40], [41], ViT
has expanded its applications to include object detection.
Consequently, many excellent ViT-based detectors [42],
[48], [49], were proposed. In the Swin Transformer [42],
a shifted window strategy is introduced to address the issue of
unfolding non-overlapping patches. This innovation not only
enhances computational efficiency but also offers higher-
resolution feature information for downstream tasks. MAE
combines a self-supervised training method with ViT to
complete the pixel-level image reconstruction task. It begins
by applying a mask to a certain portion of the input image
and subsequently reconstructs the masked image through an
asymmetric encoder-decoder architecture. Specifically, the
encoder facilitates feature interactions among the masked
patches, with ‘‘masked’’ referring to the random dropping
of a specific proportion of patches. On the other hand,
the decoder’s role is to realign these masked patches
to their original sequence and then perform pixel-level
reconstruction, aiming to obtain a reconstructed image that
closely mirrors the input.

Given the notable efficacy of these frameworks, several
studies [14], [15], [43], [44], [45], have incorporated them
into trackers to enhance feature extraction capabilities.
TranT [14] combines ResNet50 and Transformer to design
a hybrid backbone network, introducing the ego-context
augment module and the cross-feature augment module to
enhance the semantic feature extraction capability of the
tracker. TrSiam [43] combines ResNet50 with the encoder
and decoder of Transformer, establishing distinct and parallel
pipelines. In these pipelines, the encoder branch handles
multiple frames of the tracking template to reinforce the
temporal context of the template features, while the branch
with the decoder carries out feature matching for target
localization.

SwinTrack [15] employs the Swin-transformer as the
backbone network of the tracker and utilizes the encoder-
decoder architecture of Transformer to achieve feature fusion.
Distinctly different from TransT and TrSiam, SwinTrack
does not adopt a hybrid backbone framework but instead
designs a pure Transformer-based tracker. OSTrack [44] and
SimTrack [45] propose a more concise and intuitive one-
stream framework. Following embedding processing, the
template and search region are concatenated and passed
through a pre-trained model based on MAE/ViT for feature
extraction. The resulting output is then fed to the prediction
head. On the other hand, some studies [16], [17], [18], [46],
[47], have introduced template update networks. For instance,
TrTr [18] introduces a convolution-based online update
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module to address the challenges of target deformation.
STARK [16] proposes a spatio-temporal feature fusion
approach to dynamically selecting tracking results as new
templates.

Based on the aforementioned and discussions, we believe
that refining the backbone network of the tracker can lead to
significant performance enhancement. However, the impact
of the template and search area on the performance the tracker
should not be overlooked. When the backbone network of
the tracker is sufficiently robust, the more comprehensive
the information contained in the input image, the more
precise the tracking becomes. Therefore, we propose the
AtptTrack, which comprises a localization branch dedicated
to the tracking task and a template update branch designed to
provide enriched template features.

III. PROPOSED METHOD
In this section, we introduce the proposed tracker AtptTrack,
which encompasses both a tracking branch and a template
update branch. Specifically, the tracking branch is primarily
responsible for the classification and regression of objects,
while the template update branch provides richer prior
knowledge to the template.

A. OVERVIEW OF THE TRACKER
As shown in FIGURE 2, the tracker utilizes the Transformer
to design two distinct branches with an asymmetric parallel
architecture. The input of the tracker aligns with that of
typical Transformer-based trackers, encompassing both a
template and a search region. In the tracking branch, a multi-
scale patch embeddings method is employed to project the
input image pairs into embedded tokens, which are then
passed to the backbone network based on the MAE pre-
trained Transformer encoder. Subsequently, the template
tokens and search region tokens output from the backbone
are concatenated and subjected to dimension reduction. These
refined tokens are then fed into the feature interaction module
to execute feature matching and information interaction.
Ultimately, the outputs from this module are directed to the
prediction head to perform regression and classification.

On the other hand, in the template update branch, the
tracker updates the template at specified frames according
to the template update strategy. Initially, the tracking results
from the tracking branch are fed into the template update
branch and undergo a linear projection, generating new target
template tokens. Then, a certain proportion of these tokens
is masked and passed through a Transformer encoder for
feature encoding. Notably, this encoder shares weights with
the backbone network in the tracking branch. The output from
the encoder is then fed to a Transformer decoder to retrieve
prior template tokens. Finally, tokens from both components
are concatenated to produce hybrid template tokens enriched
with prior knowledge. These hybrid template tokens are
reintroduced into the tracking branch as the updated template
for object tracking.

B. TRACKING BRANCH
Patch Embeddings: Firstly, we split and unfold the input
image pairs z ∈ R3×Hz×Wz and x ∈ R3×Hx×Wx into 2D
patches z ∈ RNz×

(
P2×3

)
and x ∈ RNx×

(
P2×3

)
. This unfolding

operation is accomplished through a convolutional layer,
where (P,P) represents the size of the convolution kernel,P is
the stride of the convolutional layer, whileNz = Hz ×Wz

/
P2

and Nx = Hx ×Wx
/
P2 denote the number of patches for the

template image and search region image respectively. After
that, a trainable linear projection layer is employed to map
the 2D patches into 1D patch embeddings with a dimension
of C . Finally, to ensure the ordered nature of the patch
embeddings, learnable 1D position embeddings are used to
supplement both template patches and search region patches.
The resulting template tokens Z ∈ RNz×C and search region
tokens X ∈ RNx×C serve as inputs to the backbone network.
Pipeline of Tracking Branch: The tracking branch primar-

ily consists of three components: the backbone network, the
feature interaction module and the prediction head. Previous
studies [44], [45] have demonstrated that pre-trained models
offer superior initialization parameters for the tracker’s
backbone network, facilitating easier convergence during
training and significantly reducing development time. Con-
sequently, we adopt the MAE-based pre-trained Transformer
encoder as the backbone network of our tracker, whose
function is to generate feature representations for both the
template and search region. It’s worth noting that designing
pipelines for tracking tasks requires a balance between real-
time and performance considerations. In MAE experiments,
the best performing network is the ViT-Large, encompass-
ing 24 Transformer blocks with parameters of about 300M.
Despite its exceptional performance, it undeniably demands
substantial computational resources. Therefore, we employ
the ViT-base, which is more suitable for tracking tasks.
The ViT-Base consists of 12 Transformer blocks. Each
block contains multi-head self-attention (MHSA), multi-
layer perceptron (MLP) and layer normalization (LN),
interconnected with residual connections. After processing
through l-th Transformer block, the template tokens and
search region tokens are denoted as Z l and X l respectively:

Z l
′

,X l
′

= MHSA
(
LN

(
Z l,X l

))
+

(
Z l,X l

)
,

Z l+1,X l+1
= MLP

(
LN

(
Z l

′

,X l
′
))

+

(
Z l

′

,X l
′
)

, (1)

where, Z l+1 and X l+1 are denoted as the outputs of l-th
Transformer block.

The multi-head attention (MHA) is critical for implement-
ing the Transformer block, taking in three inputs: Query
(Q), Key (K ), and Value (V ). Notably, when Q, K , and V
originate from the same source, it is referred to as MHSA.
The mathematical representation of attention is as follows:

Attention (Q,K ,V ) = softmax
(
QKT
√
dk

)
V , (2)

where, 1
/√

dk is the scaling factor.
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FIGURE 2. Overview of the tracker architecture, including a tracking branch, a template update branch and a template update strategy.

The MHA maps the input vector into N matrices of
dimension D, where N denotes the number of heads in the
MHA. The specific mathematical expression is as follows:

MHA (Q,K ,V ) = Concat (H1,H2, . . . ,HN )WO,

where Hi = Attention
(
QWQ

i ,KWK
i ,VWV

i

)
, (3)

where,WQ
i ∈ Rdmodel×dk ,WK

i ∈ Rdmodel×dk ,WV
i ∈ Rdmodel×dv

and WO
∈ RN×dv×d mod el represent parameter matrices.

In our experiments, L = 12, N = 16 and dmodel = 768.

C. FEATURE INTERACTION MODULE
As shown in FIGURE 3, the feature interaction module
consists of three Transformer blocks and a linear projection

layer. We concatenate the outputs of the three blocks into a
prediction vector, which serves as the input to the prediction
head. Distinct from prior works [14], [44], we employ
residual connections to fuse the outputs of the Transformer
blocks, thereby enhancing the information content of the
feature interaction module.

The feature interaction module partially receives outputs
Zout ∈ RNz×C and Xout ∈ RNx×C from the template
and search region processed by the backbone network,
while another part receives outputs Ztb from the tracking
results processed through the template update branch. First,
we concatenate Zout and Xout to obtain the feature interaction
tokens, and then, a 1 × 1 convolutional layer ϕ1 is
utilized to map its dimensions to C1. The mathematical
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FIGURE 3. Overview of the feature interaction module. It is worth noting
that the prior template tokens are concatenated only during the template
update process.

expression is:

Tout = Concat (Zout ,Xout)

T c1out = φ1 (Tout) (4)

where Tout ∈ R(Nz+Nx )×C and T c1out ∈ R(Nz+Nx )×C1 . In our
experiments, C = 768 and C1 = 512.
Secondly, Tout and Ztb are concatenated in the 0-th

dimension to produce T c1concat :

T c1concat = Concat
(
T c1out ,Ztb

)
(5)

where Ztb = Concat (Zt ,Zb,Zl,Zr ) and T c1concat ∈

R(5×Nz+Nx )×C1 .
Finally, T c1concat are fed into the feature interaction module.

The outputs from each Transformer block within the module
are concatenated along 2-th dimension, producing feature
interaction tokens used for prediction head.

Tconcat = Concat
(
ϕ1

(
T c1concat

)
, ϕ2

(
ϕ1

(
T c1concat

))
,

ϕ3
(
ϕ2

(
ϕ1

(
T c1concat

))))
(6)

where Tconcat ∈ R(5×Nz+Nx )×(C1×3), and ϕ1 (), ϕ2 () and ϕ3 ()

represent each Transformer block respectively. Specifically,
in our experiments, the number of heads for the MHSA
in these Transformer blocks is 16, with an intermediate
dimension of 512.

D. PREDICTION HEAD AND LOSS FUNCTION
The prediction head is a feedforward neural network (FNN)
consisting of L blocks, where each block comprises a
convolutional layer, layer normalization and an activation
layer (GELU). The input to the prediction head is the

prediction feature map Tpfm ∈ R
(
Nx
P ×

Nx
P

)
×256

, which is
a reshaped vector of Tconcat. The classification sub-branch
of the prediction head is responsible for predicting the
foreground or background, while the regression sub-branch
is employed to estimate the probabilities of the top-left and
bottom-right corners of the bounding box.

During training, the input consists of two randomly
selected frames within a specified range. The pair of input
images is processed through the tracker to perform feature
extraction and interaction, after which it is fed into the
prediction head. We employ a weighted focal loss for
foreground and background classification. For bounding box
regression, we use the L1 loss combined with the GIoU
loss [50]. The loss function is as follows:

L = Lcls + λiouLiou + λL1L1 (7)

where λiou = 2 and λL1 = 5 are hyper-parameters for the loss
function. The setting of the hyper-parameters follows [16]
and [44]. This configuration has been proven effective in our
experiments, hence we retained this setup.

E. TEMPLATE UPDATE BRANCH
We design a template update branch to generate the
priori templates for the tracker, which can provide richer
complementary features to the template by simulating target
occlusion. The architecture of the template update branch is
illustrated in FIGURE 1. It consists of an encoder for feature
representation, a decoder for pixel-level reconstruction and a
template update strategy.

The input to the template update branch is either the given
initial template Z0 or the tracking result of a specific frame
Zn. First, we process the input image into tokens using patch
embeddings. After that, we selectively mask the top, bottom,
left and right corners of the input image, simulating four sce-
narios of target occlusion. Specifically, taking the simulation
of the upper half of the target being occluded as an example,
we assume the input image is I ∈ RHi×Wi×3 and the patch size
is Pi. Thus, the input image is mapped into embedding tokens
Ti ∈ RNi×Ci , where Ni =

Hi
Pi

×
Wi
Pi
. The tokens in the interval

[0, Ni2 ] are masked, resulting in the prior template tokens
representing the scenario where the upper half is occluded.
The process for other occlusion simulations follows a similar
pattern. Finally, the four prior template tokens are fed
into the template update branch for encoding and decoding
to reconstruct the occluded tokens. Notably, the encoder
shares weights with the backbone network of the localization
branch. The decoder employs eight Transformer blocks, each
with 16 heads and an intermediate dimension of 512.

As shown in FIGURE 4 , we visualize the templates and
the prior templates. We selected four templates and generated
a prior template for each of them. On the one hand, when
the updated template contains obstructions, the prior template
can effectively supplement pure target features.

As can be seen from (11) and (12), obstacles such as
the car and trees obstructing the bus are attenuated in the
reconstruction process, which is crucial for presenting the
complete features of the template. On the other hand, when
there are no obstacles in the template, yet obstacles are
encountered in subsequent tracking.

As shown in FIGURE 5, we input the template, search
region and prior template into the pretrained backbone net-
work of our tracker and visualize the feature maps output by
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FIGURE 4. Visualization of templates and a priori templates.

the last layer. By comparing (G) with (H) and (J) with (K),
it is evident that the template and the prior template display
inconsistent target feature information. In other words, the
features extracted in the presence of target obstruction closely
resemble those displayed by the prior template. Specifically,
as shown in (H) and (I), when the car is unobstructed, the
backbone network focuses more on the car’s headlights.
When the car is obscured, the attention is predominantly
directed towards the car’s body, closely resembling the target
feature presented in the prior template. Likewise, when the
tiger’s tail is obscured, the network focuses more on the
tiger’s head, which is closer to the target feature presented
in (K). In summary, we believe that the prior template plays
a pivotal role when the target is obscured. It serves as crucial
supplementary information for the template, contributing to
the enhancement of continuity and accuracy in tracking.
Template Update Strategy: In tracking tasks, the object

does not exhibit significant changes across consecutive video
frames. Therefore, we refrain from updating the template in
every frame. Instead, we introduce a template update strategy
to ensure both the accuracy and efficiency of the tracker,
as shown in FIGURE 1.
During the tracking process, the template zn−1 ∈

RHz×Wz×3 and the search region xn−1 ∈ RHx×Wx×3 are
processed using the patch embeddings method E (), resulting
in Zn−1 ∈ RNz×C and Xn−1 ∈ RNx×C . These are then fed
into the tracking branch τtracking () to obtain the tracking result
on ∈ RHo×Wo×3, which is scaled to match the same size as the
Zn−1 andmapped byE () to tracking result tokensOn. Finally,
the cosine similarity between the template and the tracking
result tokens is calculated. The mathematical expression is as
follows:

on = τtracking (zn−1, xn−1)

Zn−1 = E (zn−1) ,On = E (on)

C = cos (Zn−1,On)

where cos (Zn−1,On) =
Zn−1 · On

∥ Zn−1 ∥∥ On ∥
(8)

where C ∈ [0, 1] represents the similarity between the
template and the tracking result.

When the cosine similarity is small, we believe that the
target may be heavily occluded; therefore, we do not update
the template. Conversely, when the cosine similarity is large,
we believe that the current template is accurate and, again,
do not update the template. However, when C ∈ [0.3, 0.5],
indicating that the target may undergo deformation or is
largely occluded, we update the template in this interval to
ensure the accuracy of the template.

We use the tracking result on as the new template, and it
is fed into both the template update branch and the backbone
network of the tracking branch to generate hybrid template
tokens. Firstly, in the tracking branch, the tracking result is
processed by the backbone network φb () to produce new
template tokens On ∈ RNc×C . A 1 × 1 convolutional layer
ϕ1 () is then employed to map the dimensionality of On
to O′

∈ RNz×C1 . Meanwhile, the template update branch
τupdata () processes the tracking result to get prior template
tokens Zu,Zd ,Zr ,Zl from four angles. These four prior
template tokens are then concatenated with the new template
tokens to create hybrid template tokens Zh. Finally, the search
region xn is processed through the backbone network of the
tracker φb () to produce the search tokens Xn. These search
tokens are concatenated with the hybrid template tokens
and fed to the feature interaction module to accomplish
the object tracking task. The mathematical expression is
as follows:

Zu,Zd ,Zl,Zr = τupdata (on)

O′
n = ϕlinear (φb (on))

Zh = Concat
([
O′
n,Zu,Zd ,Zl,Zr

])
Tout = Concat ([Zh,Xn]) (9)

where Zh ∈ R(5×Nz)×C1 and Tout ∈ R(5×Nz+Nx )×C1 .

IV. MULTI-SCALE PATCH EMBEDDINGS
While ViT employs a single patch size for patch embeddings,
this approach is suitable for object detection. The majority
of images in the ImageNet-1K dataset [51] are static with
distinct target, allowing a single size to sufficiently extract
target features. Many Transformer-based trackers [42], [44],
[45] have adopted this methodology. However, the size
and shape of targets in tracking tasks are unpredictable.
To address the aforementioned issue, we propose a multi-
scale patch embeddings approach designed to better align
with the diverse characteristics of targets in tracking tasks.
This method aims to optimize the input preprocessing of the
tracking branch.

We employ the serialization method from Section III-B
to preprocess the input template xn ∈ RWx×Hx×3 and search
region z ∈ RWz×Hz×3 to obtain X ∈ R

Wx
P ×

Hx
P ×C and

Z ∈ R
Wz
P ×

Hz
P ×C . In our approach, P has two sizes, P1 =

16 and P2 = 32. Therefore, the outputs of the multi-

scale patch embeddings are X ′
∈ R

(
Wx
P1

×
Hx
P1

+
Wx
P2

×
Hx
P2

)
×C

and
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FIGURE 5. Visualization of feature maps. The feature maps are extracted from the last layer of the backbone network.

FIGURE 6. Multi-scale patch embeddings method, which divides input
image of the tracking branch into patches using various sizes.

Z ′
∈ R

(
Wz
P1

×
Hz
P1

+
Wz
P2

×
Hz
P2

)
×C

, where C = 768. As shown
in FIGURE 6, our approach excels in extracting intricate
features of the target while simultaneously preserving feature
integrity.Within the smaller patch size, distinct features of the
rider and the motorcycle are clearly delineated. Meanwhile,
in the larger patch size, there is enhanced coherence in
representing the target’s features. The wheels of a motorcycle
are extracted more comprehensively.

V. EXPERIMENTS
A. IMPLEMENTATION DETAILS
Our approach is implemented using Python and PyTorch. The
models are trained on 4 NVIDIA 3090 GPUs and inference
speed is evaluated on single NVIDIA 3090 GPU. First, the
vanilla ViT-Base [12] pre-trained with MAE as the backbone
network of the tracker. Subsequently, the decoder and multi-
scale patch embeddings are trained using the methods in
MAE. It is important to note that we freeze the decoder’s
parameters in subsequent tracking training. For tracking
training, we utilize diverse datasets, including LaSOT [19],
GOT-10K [53], TrackingNet [54] and COCO [55]. The
template and search region are set to 128 × 128 and 256 ×

256 respectively. Themodel is trained using theAdamW [56].
Specifically, the learning rate for the backbone network is set

at 5e−5, while other components are set at 5e−4. Our training
epoch is 600 with a batch size of 128. And the learning rate
undergoes a reduction by a factor of ten at the 200 − th and
400 − th epochs.

B. COMPARISON WITH TRACKERS
Comparative experiments between our tracker and a number
of representative trackers in five benchmark challenges show
that our tracker achieves state-of-the-art results.
Results on OTB100: The OTB100 dataset contains

100 video sequences, encompassing 11 different categories
of tracking challenges, including occlusion, deformation,
motion blur, fast motion, scale variations, background
clutters, low resolution, in-plane rotation, illumination vari-
ations, out-of-view, and out-of-plane rotation. Additionally,
it evaluates tracker performance based on precision and
success rate. Specifically, the center distance between the
predicted tracking results and the ground truth is determined
and compared against a predefined threshold to ascertain
accuracy. Also, the intersection over union (IoU) between
the tracking predictions and the ground truth is computed;
an IoU exceeding a particular threshold signifies successful
tracking.

The area under the curve (AUC) of the success plot serves
as an indicator of the overall tracking efficacy.

As shown in FIGURE 7, our tracker AtptTrack achieves
state-of-the-art performance in the OTB100 dataset. Atpt-
Track obtains an AUC score of 0.709, marking a 1.14%
improvement over the second-ranked method. Furthermore,
AtptTrack demonstrated excellent results in the occlusion
and deformation challenges of the OTB100 dataset. In the
deformation challenge, AtptTrack’s AUC score surpasses the
second-place result by 2.99%. Similarly, in the occlusion
challenge, there is a performance enhancement of 0.5%.
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FIGURE 7. We conduct comparative experiments on the OTB100 dataset and visualize the AUC
and accuracy curves.

FIGURE 8. Comparison results of our tracker with several excellent trackers on the LaSOT dataset.

Results on LaTOT: The LaSOT dataset is a large-scale
and long-term tracking dataset consisting of 1,400 video
sequences across 70 categories. The video sequences in the
LaSOT dataset have a maximum length of 11,397 frames,
a minimum of 1,000 frames, and an average length exceeding

2,500 frames. Evaluation criteria of the LaSOT dataset
include AUC, precision, and normalized precision. As shown
in FIGURE 8, our tracker AtptTrack achieves an AUC score
of 0.703 on the LaSOT dataset, surpassing Transformer-based
SimTrack and Siamese-based SiamRCNN [57] by 1.4% and
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FIGURE 9. Qualitative experiments. Our tracker AtptTrcker is compared with trackers STARK, TransT, ECO, SiamFC, Ocean, SiamCAR, and
SiamRPN on four video sequences from the OTB100 dataset, and the tracking results are visualized.

8.4% respectively. It is noteworthy that our tracker with 125M
parameters run at 36fps on the LaSOT dataset, while the

top-performing Siamese-based SimRCNN runs at 5fps. This
demonstrates the strong competitiveness of our tracker.
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Results on GOT-10k: GOT-10K is a large-scale dataset
comprising 10K videos for training and 180 videos for
testing. We exclusively utilize the GOT-10K dataset for
both training and evaluation of our tracker. As shown in
Table 1, our tracker AtptTrack achieves the best perfor-
mance across all three evaluation metrics on the GOT-10K
dataset.

TABLE 1. Experiment results on GOT-10K.

Results on VOT2018: The VOT2018 dataset, composed
of 60 video sequences totaling 21,356 frames, is a widely
used benchmark. This dataset introduces a reset mechanism
that allows for the re-initialization of trackers after five
frames of tracking failure, thereby enhancing the efficiency
of its utilization. To evaluate tracker performance, the
VOT2018 dataset employs the accuracy (A), robustness
(R), and expected average overlap (EAO) metrics. Accuracy
measures the IoU between the tracking results and the
ground truth, while robustness quantifies the percentage of
tracking failure frames. EAO is derived based on the overlap
between tracking results and ground truth, serving as an
estimation of the tracker’s average precision. As shown in
Table 2, our tracker achieves the top results in both the
A and EAO evaluation metrics on the VOT2018 dataset,
improving by at least 1.5% and 1.8% compared to other
trackers.
Results on UAV123: The UAV123 dataset consists of

123 video sequences captured by unmanned aerial vehicles at
low altitudes. A distinguishing feature of the UAV123 dataset
is its aerial viewpoint of tracking targets. Such perspectives
present targets that are not only smaller in size but also
prone to frequent changes, thereby escalating the challenge of
tracking. To evaluate tracker performance, theAUC is utilized
by UAV123. As shown in Table 3, our tracker AtptTrack
achieves an AUC score of 68.5, the second highest among
all trackers.

TABLE 2. Experiment results on VOT2018.

TABLE 3. Experiment results on UAV123.

TABLE 4. Ablation experiments on the effect of different components on
our tracker.

C. ABLATION EXPERIMENTS
We conduct ablation experiments and analysis on the LaSOT
dataset. The performance gains resulting from different
components being added to the tracker are shown in Table 4.
Ablation experiments use ① as a benchmark, representing

the tracking branch of our tracker. The architecture of ①
is a regular Transformer-based tracker, similar to SimTrack
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and OSTrack. Therefore, it serves as an effective baseline
to highlight the improvements brought about by various
components. First, by incorporating the template updating
branch into ①, we derive ②. Comparing the AUC scores
between ① and ②, we observe a performance improvement
of 3.6%, attributed to the richer prior features provided by the
template updating branch. This suggests that as the backbone
network reaches its optimal performance, introducing more
input information can enhance performance. Subsequently,
in ②, we incorporate multi-scale parch embeddings for input
preprocessing, resulting in the AtptTrack, referred to as ③.
Comparing ② and ③, it’s evident that patches of varying sizes
can achieve a performance gain of 1.2%, consistent with the
insights from the comparison between ① and ②.

TABLE 5. Ablation experiments on template update strategy. C represents
the cosine similarity computed using the template and the tracking
result.

Table 5. illustrates the impact of employing different
thresholds for cosine similarity in the template updating
strategy. Upon comparing ④ and ⑤, it is apparent that as the
threshold for C increases, both the speed and performance
of the tracker decline. We believe that this decline stems
from the redundant updating of the template during the
tracking process. In other words, when the template and the
tracking result are similar, yet the template still undergoes
an update, it affects not only the tracker’s speed but also
fails to boost its performance. Similarly, as the range of C
expands, while there might be a slight growth in performance,
the tracker can no longer operate in real-time. We regard
such gains as counterproductive. In summary, by comparing
④, ⑤ and ⑥, it’s evident that at C ∈ [0.3, 0.5], the tem-
plate undergoes updates under more justifiable conditions,
achieving a balance between the performance and speed of
AtptTrack.

D. QUALITATIVE COMPARISIONS
As shown in FIGURE 9, we present a qualitative comparison
of our tracker with other trackers on the OTB100 dataset.
Each row in the figure demonstrates the prediction results
of different trackers for a given video sequence, including
AtptTrack, STARK, TransT, ECO, SiamFC, Ocean, Siam-
CAR, and SiamRPN. Specifically, we purposely provide
several sequences where the target has different challenges.
For instance, the sequences displayed in the second and
fourth rows showcase target deformation and occlusion,
respectively. The outcomes demonstrate that our tracker
consistently provides precise predictions across diverse

scenarios, such as standard conditions, occlusions, and
deformations. At the same time, the predicted bounding boxes
closely mirror the ground truth.

VI. CONCLUSION
In this paper, we improve both the input preprocessing and
the backbone network of the tracker. We propose AtptTrack,
which encompasses a tracking branch, a template update
branch and a prediction head. Notably, the multi-scale patch
embeddings and the template update branch enrich the
feature information of the template and search region, thereby
bolstering the tracker’s performance. In addition, the prior
templates provided by the template update branch simulate
target occlusion scenarios, serving as prior knowledge to
effectively mitigate the adverse effects of occlusions on
tracking accuracy. However, the tracker’s performance is less
than optimal in scenarios with small target tracking or fast
motion. Our future research will focus on refining the tracker
to address these challenges.
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