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ABSTRACT Periodontitis is a high prevalence dental disease caused by bacterial infection of the bone that
surrounds the tooth. Early detection and precision treatment can prevent more severe symptoms such as tooth
loss. Traditionally, periodontal disease is identified and labeled manually by dental professionals. The task
requires expertise and extensive experience, and it is highly repetitive and time-consuming. The aim of this
study is to explore the application of AI in the field of dental medicine.With the inherent learning capabilities,
AI exhibits remarkable proficiency in processing extensive datasets and effectively managing repetitive
tasks. This is particularly advantageous in professions demanding extensive experiential knowledge, such as
dentistry. By harnessing AI, the potential arises to amplify process efficiency and velocity. In this study,
bitewing radiographs are used as the image source, and there are two major steps to detect the dental
symptoms including 1) tooth position identification; and 2) symptom identification. The study combines
image enhancement techniques and tooth position identification using Gaussian filtering and adaptive
binarization for data preprocessing, facilitated by the YOLOv4 model to precisely mark tooth positions.
The subsequent step enhances symptom area visibility via contrast enhancement, utilizing a CNN model,
particularly the AlexNet model, with significant improvements in caries recognition accuracy (92.85%)
and restorations recognition accuracy (96.55%) compared to prior research. Moreover, the inclusion of
periodontal disease symptoms achieves an accuracy of 91.13%. By harnessing deep learning techniques
based on CNN models, this research enhances diagnostic precision, reduces errors, and increases efficiency
for dentists, thereby providing meticulous and swift patient care. This innovation not only saves time but
also has the potential for widespread implementation in remote and preventive medicine, aligning with the
aspiration of universal health care accessibility.

INDEX TERMS Biomedical image, bitewing radiographic, contrast limited adaptive histogram equalization,
tooth segmentation, tooth position, YOLO, CNN.
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I. INTRODUCTION
Oral illnesses are the most prevalent of 300 common dis-
eases, according to the WHO’s worldwide oral health status

11822

 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ VOLUME 12, 2024

https://orcid.org/0000-0002-7605-5214
https://orcid.org/0009-0003-5964-6084
https://orcid.org/0000-0002-8848-6644
https://orcid.org/0000-0002-2334-7280


K.-C. Li et al.: Detection of Tooth Position by YOLOv4 and Various Dental Problems

report. Over 3.5 billion people worldwide suffer from oral
diseases [1]. One of the most prevalent dental illnesses, dental
caries affects almost 2 billion individuals worldwide. The
severe periodontal disease affects 1 billion people, accounting
for about 30% of total population. Therefore, dental caries
and periodontal disease are the major issues in dentistry
nowadays. Periodontal disease is a severe dental disease usu-
ally caused by bacterial infection in the periodontal tissues.
Poor oral hygiene habits and smoking are the main causes.
Common symptoms of periodontal disease include bleeding
or gingivitis, bad breath, sensitive teeth, gum recession, and
severe periodontal disease can lead to tooth loss. The first
step in diagnosing periodontal disease is to visually inspect
the color and shape of the gums to check if there is redness
or inflammation. Next, a periodontal probe is used to detect
the depth of the periodontal pocket to assess the extent of
periodontal damage. An X-ray examination is performed to
assess the shape of the bone surrounding the teeth, diagnose
whether the tooth gap is normal, and confirm the presence of
gum recession. The process of identifying symptoms is quite
time-consuming. In recent years, AI has drawn attention in
solving these problems. Some researchers have utilized deep
learning technology in the field of dental medicine to assist
dentists in quickly determining the presence of dental disease.
Most previous studies used panoramic X-ray for diagnosis,
with fewer researchers utilizing bitewing radiographs as the
image source. According to a market research, the demand
for periodontal disease surgery services is rapidly increasing
at a Compound Annual Growth Rate (CAGR) of 11%. The
market size is projected to reach a value of $6.6 billion [2].
Early exploration of this market is expected to exert a signif-
icant impact on the future development of medicine.

At the 5th World Health Assembly in 2005, the World
Health Organization (WHO) adopted Resolution WHA28
[3], which urged member states to develop various types of
eHealth-related services. In the same year, the WHO estab-
lished the Global Observatory for eHealth (GOe), which is
studying the development and impact of eHealth on countries
around the world. Research has found that eHealth is rapidly
changing medical services and systems worldwide, particu-
larly in underdeveloped and developing countries.

Artificial Intelligence (AI) is widely used in the medical
field, including mechanical arm in precision surgery to aid
doctors in performing high-precision operations. There is
also object detection software used to diagnose symptoms
and most symptoms can be identified through AI learning.
Additionally, intelligent medical auxiliary equipment that
assists in mobility is also quite promising. Real-time, large-
scale calculations using AI can simplify the operation of
auxiliary equipment. Object Detection is particularly com-
mon and is mainly applied in diagnosing symptoms because
AI can perform repetitive administrative tasks or diagnos-
tic tasks that demand extensive experience. In radiology,
ophthalmology, dentistry, and other fields, there exists a sig-
nificant amount of medical image data that requires manual

processing. For example, in ophthalmology, Fundus Fluo-
rescein Angiography (FFA) is used to locate bleeding and
ascertain the presence of diabetic retinopathy [4]. Cardiology
uses electrocardiogram simulations [5] to predict potential
causes of sudden death and can initially identify high-risk
individuals for doctors to focus their attention on them.
In neurology, AI can automatically analyze the MRI image
data [6], label, and record the location, size, and number of
brain tumors. In dentistry, X-rays can be used to confirm peri-
odontal conditions and detect diseases such as tooth decay
and periodontitis. Utilizing deep learning technology in the
field of medicine has the potential to address the issue of
inadequate doctor availability, decrease diagnosis time, and
enhance treatment efficiency.

Over the recent years, researches of using deep learn-
ing for image recognition have been growing rapidly This
advancement holds the potential to aid dentists in diagnosing
symptoms during clinical practice. AI models can be used
to detect tooth position, periodontal disease, dental caries,
and restorations. Such developments can reduce the time
on diagnosis and enable dentists to focus more on complex
conditions or treatments. Tooth position identification is one
of the most fundamental works in the dental field. Tooth
detection using panoramic X-ray images as the source of the
model successfully located the teeth, including missing teeth,
with an accuracy of 99.7% [7]. The results demonstrate that
using CNN models to locate tooth positions stands out as
a remarkably efficient approach. For another tooth localiza-
tion method using YOLOv3, image enhancement techniques
were utilized, reaching 95.58% and 94.90% for precision
and recall [8]. This indicates the beneficial impact of this
approach on tooth positioning and suggests its viability for
continued refinement. Moreover, the YOLO model demon-
strates a high degree of accuracy in object detection. The
research of dental caries detection [9] combined an iPhone7
camera with YOLOv3, RetinaNet, and other models to con-
struct a caries detection system during the treatment of dental
caries. However, the accuracy is compromised by the low
image quality. The research also noted that the performance
of YOLO models is excellent and worth developing in the
future. The other study [10] found that the neural network
built upon deep learning technologies has similar perfor-
mance to experienced dental experts, which can be used for
treatment decisions and symptom diagnosis.

In the field of dental restorations, the study of dental
restorations detection [11] noted that errors often occur when
teeth are mispositioned, but the model based on artificial
intelligence demonstrates strong ability to locate restora-
tions. In the research of detecting different restorations,
the study [12] investigated how to distinguish restorations
composed of different materials. The accuracy of detect-
ing restorations with amalgam material was 0.82, composite
materials were 0.75, and metal ceramics were 0.73. The study
demonstrated that using bitewing radiographs to develop a
CNNmodel based on deep learning is a promising technique.
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In previous research on periodontal disease, the study [13]
used panoramic X-rays to detect period bone loss and
achieved an accuracy of 84% in diagnosing periodontal dis-
ease. However, the accuracy of diagnosis is affected by the
imaging characteristics of panoramic X-rays, primarily due
to the inherent deficiency in image clarity. Using different
X-rays could potentially obtain a better result on diagnosis
of periodontal disease. In the research of detecting peri-
odontitis by CNN model [14], the accuracy of using ResNet
was only 77.12%, indicating that ResNet’s performance is
suboptimal and a more proficient CNN model should be
suggested.

In summary, this study used the YOLOv4 model to
crop images of individual teeth. Previous studies find that
manually cropping images of teeth is a complex process
prone to exceptions. Therefore, marking the position of
teeth and training the model to learn automatically can
improve the accuracy of tooth position identification. In tooth
position identification, image processing techniques such
as Gaussian filtering and adaptive binarization algorithms
can make bitewings radiographs more easily recognizable
to the model, significantly reducing the processing time
of tooth localization. This study also proposed a technique
for using bitewings radiographs to identify symptoms of
periodontal disease based on a CNN model, providing den-
tists with faster and more accurate reference information
to assist with diagnosis. After testing multiple models, this
study chose to use AlexNet as a basis model and modified
related parameters to achieve the desired results. In addi-
tion, contrast enhancement techniques were used to make
the symptoms more distinct, effectively improving the accu-
racy of detecting caries and dental restorations compared to
the previous studies. The contributions of this study are as
follows:

1. This study spearheads the incorporation of Convolu-
tional Neural Network (CNN) models in automating
periodontal disease identification in dentistry, simpli-
fying diagnostics, and enhancing precision.

2. By employing cutting-edge image preprocessing tech-
niques, Gaussian filtering, and adaptive binarization
coupled with YOLOV4, our research achieves a
remarkable 98.01% accuracy in tooth position recog-
nition in dental radiographs, concurrently reducing
processing time by 61.2%. This substantial improve-
ment establishes a robust foundation for AI-driven
diagnostic tools.

3. Progressing beyond traditional diagnostic approaches,
our comprehensive framework integrates periodontal
disease symptoms using CNN-based deep learn-
ing techniques. Comparative analysis demonstrates
enhanced disease identification accuracy, with Caries,
Periodontitis, and Restorations reaching 92.86%,
92.10%, and 96.51% respectively. This represents a
noteworthy improvement of 2.5% to 7% over existing
methods, signifying a significant stride in diagnostic
precision.

Following the introduction of this study, the second section
introduces the method of using YOLO model with bitew-
ing radiographs to predict tooth positions and the materials
required for the prediction of caries, restorations, and peri-
odontal diseases by using convolutional neural network
(CNN). After introducing the theory and the materials used,
the third section exhibits the results of analyzing the experi-
mental data. In the fourth section, the findings of this study
and the evaluation are discussed. The final segment concludes
by presenting the findings and outlook for the future.

II. METHOD
The procedures of the proposed method can be primarily
divided into four parts as shown in Figure 1: (1) Image
processing for bitewing images, (2) Tooth detection and
cropping using one-stage object detection method, (3) Image
processing for the cropped images, and (4) Identification
of dental caries, periodontal disease, and dental restorations
using CNN-based pattern recognition method. In addition,
these procedures are also shown in Figure 2 in the way of
pseudocode.

FIGURE 1. The flowchart for the procedure of methods in this study.

The primary aims of this research are to integrate
object identification with pattern recognition, as well as to
improve pixel-level methods. Image processing techniques
are employed as supplementary steps to enhance the per-
formance of detection and recognition. This study presents
results of disease recognition using four CNN models and
compares them with results of other studies that utilize dif-
ferent image processing techniques.

A. IMAGE ENHANCEMENT
This step of image processing includes noise reduction and
binarization of the bitewing images. After the processing, the
contours of teeth in the image will be highlighted, which are
the regions of interest teeth that need to be localized during
tooth detection. The processed bitewing images then can be
used for model training.
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FIGURE 2. The pseudocode for the procedure of methods in this study.

1) BILATERAL FILTER
Low-pass filtering is commonly used to achieve blurring and
noise reduction effects. Common low-pass filtering methods
include Gaussian filtering and bilateral filtering [15]. The
study applies weighted filtering based on the spatial distances
between pixels, while the latter is a weighted filtering method
that takes into account both the spatial distances and the
intensity similarity between pixels, allowing for blurring,
denoising, while preserving edge features of the image at the
same time.

Therefore, applying bilateral filtering before image bina-
rization can result in a cleaner binary image because the
filtering suppresses excessive noise from being converted to
small black or white dots while preserving edge features.
Bilateral filtering can be expressed as Equation (2) with the
weights from Equation (1), where I(x, y) is the pixel that has
undergone the noise reduction process.

w (x, y, i, j)

= exp

(
−

(x − i)2 + (y− j)2

2σ 2
s

−
I (x, y) − I (i, j)2

2σ 2
r

)
(1)

I (x, y)

=

∑
i,j I (i, j)w (x, y, i, j)∑

i,j w (x, y, i, j)
(2)

The parameters of bilateral filtering include the size of the
kernel, as well as the spatial parameter and range param-
eter. The kernel size represents the range of neighboring
pixels considered during filtering. The spatial parameter
affects the weight of pixels based on their spatial distance.
A higher value gives greater weights to pixels with larger
spatial distance differences, resulting in a stronger blurring
effect. Similarly, the range parameter affects the weight of
pixels based on their intensity similarity. A higher value
gives greater weights to pixels with larger intensity similarity
differences, resulting in a greater blurring effect on edges.
Consequently, the filtering effect becomes closer to that of
Gaussian filtering.

2) ADAPTIVE GAUSSIAN THRESHOLDING
The binarization method converts an image into a binary
image with only black and white colors. Global thresholding
employs a single threshold value that is applied to the whole
picture. On the other hand, further considering the varying
brightness of the image, the adaptive thresholding method
is able to apply different thresholds based on the pixels in
different regions.

In this study, the adaptive binarizationmethodwas used not
only for the purpose of obtaining dental contours, but also for
the purpose of considering the non-original objects overlaid
on the bitewing radiographs, and using global thresholds such
as Otsu’s global threshold method [16] may introduce bias
and affect the accuracy of the binarization. The adaptive
thresholding method is able to adapt local features to mitigate
the interference of external objects and improve the accuracy
of binarization.

In this study, the adaptive Gaussian thresholding
method [17] is used, which considers the spatial distance
between pixels like Gaussian filtering and applies weighted
thresholds with weights from Equation (3). As shown in
Equations (4) and (5), each pixel is binarized based on its
corresponding threshold value. There are several parameters
that need to be set, including the kernel size, standard devi-
ation, and a constant value of C. While the constant value C
is a manual parameter used to alter the threshold value and
is normally a positive integer, its function is analogous to
that of the kernel size and standard deviation as indicated in
the filtering stage. Following this step, an example of picture
preparation is shown in Figure 3.

g (x, y, i, j) =
1

2πσ 2 exp

(
−

(x − i)2 + (y− j)2

2σ 2

)
(3)

T (x, y) =

∑
i,j I (i, j) g (x, y, i, j)∑

i,j g (x, y, i, j)
− C (4)

I (x, y) = {255, I (x, y) > T (x, y) 0, otherwise (5)
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FIGURE 3. Results of the image processing (1).

B. ONE-STAGE OBJECT DETECTION
Object detection methods can directly locate and classify
teeth. There are two basic methods for object detection in the
present technology: one-stage object detection and two-stage
object detection. Region proposal and object recognition are
the first two phases of a two-stage object detection process.
Common models include the R-CNN series. In this approach,
the region proposal step generates potential bounding box
proposals, and then the object recognition step classifies these
proposals. As opposed to two-stage approaches, one-stage
object detection employs a single deep neural network to
concurrently identify and categorize items, which speeds up
inference. However, in terms of detection accuracy, one-stage
methods may not necessarily surpass two-stage methods.
Common models include the YOLO series.

Considering the goal of achieving real-time performance,
this study adopts the YOLOv4 architecture [18] in the
one-stage object detection method. This model replaces
pixel-level algorithms and performs the task of detecting
teeth. In this study, the training steps for the first-stage object
detection model is similar to the pattern recognition model.
Both involve data pre-processing, model constructing and
training.

1) DATA PREPROCESSING
In this study, the data preprocessing phase encompasses
activities such as dataset allocation, image resizing, and data
augmentation. In this study, the images are first randomly
assigned to the training set, validation set, and test sets in
a ratio of 60%, 20%, and 20%, respectively. Additionally,
before training themodel, the data order is shuffled randomly.

Next, the bitewing images (along with the marked bounding
boxes used for training) are resized and padded according to
the input size of the model. Finally, the images in the training
set are randomly subjected to data augmentation techniques
including vertical and horizontal flipping and adding mosaic
effects.

2) YOLOv4 MODEL TRAINING
As described in [18], with the One-Stage Detector portion
shown in Figure 4, this study built a YOLOv4 model with
416 × 416 input size, CSPDarknet53 [19] as the backbone,
SPP [20] and PAN [21] as neck, and YOLO [22] as the head.
As stated in Table 1, the hyperparameters were as follows:
the batch size was set to 4, the quantity of training epochs
was set to 400, and the Adam algorithm [23] was employed
as the model optimizer with learning rates of 0.001 and 0.9.
The effectiveness was observed, and various parameters were
adjusted accordingly.

FIGURE 4. Object detection architecture [18].

TABLE 1. YOLOv4 model parameters.

3) IMAGE SEGMENTATION AND TOOTH LOCALIZATION
Since the half side of the tooth is often used as the unit for
examining bitewings in clinical practice, the detected teeth
are cropped according to the localization boundary, verti-
cally divided into halves, and distinguished into upper and
lower, left and right positions based on the relative X and
Y-axis coordinates. The cropped images are then numbered
in sequence and automatically built into a medical image
database.

C. IMAGE ENHANCEMENT (2)
This step of image processing includes contrast enhancement
of the half-tooth images and geometric transformation pro-
cessing. After the processing, the symptoms in the images
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can be emphasized, allowing the CNN model to learn these
features correctly and improve the accuracy of illness recog-
nition.

1) CLAHE
Based on the experience, caries can cause a darkened tooth
surface and a discontinuous tooth margin, and periodontal
disease may present with darkened and sunken gums. If the
visibility of these symptoms can be improved through image
enhancement, it may be helpful in identifying small dental
abnormalities in the image.

Contrast enhancement is an image enhancement method
that enhances the visibility of an image to display the fine
details by the way of histogram processing. It is usually
achieved by the histogram equalization (HE) algorithm,
which linearizes the cumulative distribution function (CDF)
of the histogram and redistributes histogram bins on
the histogram to effectively utilize the brightness range,
thereby achieving the above goals. HE can be expressed as
Equation (7), the Equation (6) is CDF of a pixel value I, and
the p(I) is the probability of a pixel value I, which is within
the range of 0 to 255.

cdf (I ) =

I∑
j=0

p (I ) (6)

h (I ) = floor(
cdf (I ) − cdf min
cdf max − cdf min

× 255 + 0.5) (7)

The adaptive histogram equalization (AHE) algorithm
individually calculates the HE function based on a specific
range for each pixel. The algorithm also uses bilinear inter-
polation to calculate the transformation values for pixels
located at the image edges. This approach ensures that each
local area of the image is sufficiently enhanced, avoiding the
overexposure or underexposure effects that may be caused
by global histogram equalization. Contrast Limited Adaptive
Histogram Equalization (CLAHE) inherits the benefits of
AHE and adds a contrast limiting to lessen the likelihood of
amplifying sounds, according to the source [24]. By setting
a contrast limit value, the excess pixels are redistributed
equally among the other bins of the histogram if there are
histogram bins with counts exceeding the clipping limit in a
grid, ensuring that the final histogram has equal pixel counts.

The CLAHE algorithm process is: (1) Select a target pixel,
and consider the neighboring region of the target pixel as
a sub-image based on kernel size with the target pixel at
its center. (2) Choose a clipping limit, and redistribute the
portion of histogram bins in the image histogram that exceeds
the clipping limit to other bars (repeat step 2 until no excess
pixels are clipped). (3) Perform histogram equalization on
the sub-image (i.e., compute Equation (7)). (4) Transform
the pixel value of the target pixel (repeat steps 1 to 4 for
each pixel). (5) Use bilinear interpolation to calculate the
transformation values for pixels located at the image edges.

In this study, an 8 × 8 kernel size was used and the
clipping limit was set to 4. The half-tooth image’s contrast

was improved using the CLAHE technique to bring out the
details. A sample of photos applied to CLAHE is shown in
Figure 5.

FIGURE 5. A caries half-tooth image (a) after applied CLAHE (b) and a
periodontitis half-tooth image (c) after applied CLAHE (d).

2) GEOMETRIC TRANSFORMATION
The four varieties of half-tooth pictures in different orienta-
tions are upper-left, upper-right, lower-left, and lower-right
when using half-tooth images as the unit. Since the relative
position of teeth in the upper-lower and left-right directions
is known, this study uses the right part of half-tooth facing
upwards as the reference orientation and horizontally or ver-
tically flips all images to present the image features in similar
positions.

D. CNN PATTERN RECOGNITION
Deep Neural Networks (DNN), Recurrent Neural Networks
(RNN), and Convolutional Neural Networks (CNN) are three
of the most widely used artificial neural network designs
in deep learning. These networks are used for pattern iden-
tification, speech recognition, natural language processing,
and other tasks. Among these, CNN structures were chosen
for this investigation because they have demonstrated excep-
tional performance in pattern recognition applications.

Image recognition is usually regarded as a classification
problem, and the output of the CNN model is the predicted
probability of the image belonging to each category, with the
sum of the predicted values equaling 1. Therefore, an image
can only be classified into one category. However, the three
characteristics of dental caries, restorations, and periodontal
disease are not mutually exclusive, which means that a tooth
may have multiple features simultaneously and cannot be
directly processed by a multi-classifier model. Therefore, it is
necessary to establish three CNNmodels in the form of binary
classifiers to independently recognize each disease feature.

1) DATA PREPROCESSING
To obtain better recognition, data preprocessing is employed.
Image resizing is performed to ensure that the image size
matches the input shape of the model. The image is scaled
proportionally and then padded with pixels to match the spec-
ified size of the model input shape. Typically, the input shape
of the model is smaller than the original image. Properly
scaling down the image and input shape, without causing
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significant loss of features, can help the model converge
correctly.

Considering that three separate CNN models are used to
individually identify the three dental features, the system
is simplified to only distinguish between the presence and
absence of a feature each time. Therefore, a label of 0 or
1 will be assigned to each half-tooth image using Ordinal
Encoding (also known as Label Encoding), which maps N
categories to decimal value labels ranging from 0 to N-1.
Next, the images and labels were used to create a dataset by
taking an average sample from each class, and the samples
were divided into a training set of 60%, a validation set of
20%, and a testing set of 20% based on the percentage of
the total number of samples. This means that 80% of the
data is used for model training, with a 3:1 ratio of training
to validation data, and 20% of the data is used for final
evaluation. The ratio of the dataset can be adjusted according
to the number of samples, and the ratio of the validation and
testing datasets can be appropriately reduced as the number
of samples increases. Due to the limited number of original
data samples in this study, a certain level of testing set needs
to be maintained to test whether the model has generalization
ability. Additionally, random image rotation, contrast adjust-
ment and brightness adjustment were made to augment the
image data in this study. The augmented dataset contains four
times the amount of data present in the preceding dataset.
Moreover, the data augmentation process was only applied
to the training dataset to improve the generalization capacity
of the model and avoid overfitting. By increasing the quan-
tity of original samples, data augmentation can also address
the issue of insufficient picture sample size, enhancing the
model’s training efficiency.

According to the records provided by the dentists, the
number of half-tooth images which were classified and used
in this study is shown in Table 2. For single symptom recogni-
tion, the amount of images with and without symptoms was
controlled to be the same, which also means the number of
total used images will be two times of the number of images
that contain certain symptoms as shown in Table 2. Table 3
provides the amount of images used in each dataset. The
data in the training set is expanded by the data augmentation
process, as shown in Table 3 as well.

TABLE 2. Quantity of half-tooth images with each dental symptom.

Before training the CNNmodel with the datasets, the order
of the data is shuffled to avoid an uneven distribution of data
from different classes, which may lead to the model learning
irrelevant features. Additionally, the pixel values of all images

TABLE 3. Quantity of used half-tooth images in each of datasets.

are normalized to be within the range of 0 to 1, improving the
computational efficiency and accuracy of the model.

2) CNN MODEL TRAINING
Considering that the number of samples and image size,
overly sophisticated models may not perform as expected.
Therefore, in this study, we referred to [25] and attempted
to use the AlexNet model structure, as shown in Figure 6.

FIGURE 6. AlexNet model structure [25].

The model and hyperparameters shown in Table 4 are set
for this study with the hardware and software configuration
shown in Table 5. The input port specification of the model is
set to 200 × 100 (vertical length x horizontal width), slightly
smaller than the original image size, to reduce its size without
losing too many features, allowing the model to converge
correctly.

TABLE 4. AlexNet model parameters.

Images and ports can use either a single channel or three
channels, and in theory, the training results of the two models
are the same, because converting a grayscale image to an
RGB image means that the pixel value of a single channel is
transformed into three repeated sub-pixel values on the same
pixel grid. This may only affect the amount of computation
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TABLE 5. Hardware and software applied in this study.

and hardware space, and there is no specific notation in this
study.

The following hyperparameters are set: The batch size
is 64 and is changed based on the hardware load. Its pur-
pose is to divide the dataset into batches for inputting into
the model, reducing hardware load and avoiding exceeding
hardware computing and access capacity from inputting data
at once. The number of the training cycle (epoch) is set to
200, which is sufficient to ensure that the model’s accuracy
and loss values tend towards saturation. With a learning
rate of 0.001 and momentum of 0.99, the model optimizer
employs the Adamax algorithm [23], a variation of the Adam
algorithm based on the infinite boundary range. The activa-
tion function is the Softmax function, which is suitable for
both binary and multiclass classifier structure models.

After completing the data preprocessing process and set-
ting the necessary parameters, the model can be trained by
inputting the training and validation sets and executing the
training and self-validation processes. The best metric of
the model’s success is the accuracy attained when using the
trained model to predict the data from the test set. By observ-
ing the model’s fitting curve and various evaluation metrics,
we can use a trial and error approach to iteratively adjust the
parameters, train the model, and test its performance.

III. RESULTS
A. TOOTH DETECTION RESULTS
A confusion matrix is used to examine a model’s per-
formance and assess the outcomes. The confusion matrix,
shown in Table 6, assesses the YOLOv4 model’s mean
average precision (mAP), precision, recall, and F1-score.
Equations (8)-(10) outline the calculation methods for these
indicators. Figure 7 shows the training process of the
YOLOv4 loss function. Additionally, Table 7 displays the

TABLE 6. Confusion matrix.

FIGURE 7. Training Process for the YOLOv4 loss function.

TABLE 7. Comparison of different YOLO models.

comparison of three different YOLO models.

Accuracy :
(TP+ TN )

(TP+ TN + FP+ FN )
(8)

Precision :
TP

(TP+ FP)
(9)

Recall :
TP

(TP+ FN )
(10)

F1-score :
2 × (Precision× Recall)
(Precision+ Recall)

(11)

In this study, the model was trained by a total of
210 untrained images, which was split into a 9:1 ratio for
training and validation sets. Figure 8 shows that YOLOv4 per-
formed better results when the training epoch was set to 100.
However, YOLOv5 has the smallest data size and still main-
tains a promising result as YOLOv4. In addition, to ensure the
reliability of our model and mitigate bias towards particular
training or testing data, we used 10-fold cross-validation.
Tables 7 and 8 illustrate the consistent performance of the
YOLOv4, indicating minimal bias in its results. The original
and enhancement photos used by YOLOv4 are demonstrated
in Figure 9.
According to Table 9, it can be observed that the model

using image enhancement techniques performs compara-
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TABLE 8. YOLOv4 10-fold cross-validation.

FIGURE 8. Comparison of different YOLO model

FIGURE 9. Recognition results through YOLOv4 (a) Original Image.
(b)Enhancement Image.

ble performance to using original images across various
indicators. However, as in Figure 10, the processing time
for predicting a single unknown image is significantly
reduced by over 61%, demonstrating that enhancement image
improves processing efficiency. Additionally, compared to
existing studies [26] and [28], the model shows an improve-
ment of 2.85∼9% in precision, 0.95∼16.11% in recall, and
1.1∼5.03% in F1-score in Table 10. As shown in Figure 11,
the results show the advantages of using the YOLOv4 model

TABLE 9. Original image compared to enhanced image.

FIGURE 10. A comparison of indications between the original image and
the improved version.

TABLE 10. Comparison of the previous and current studies.

for tooth position identification. Furthermore, the enhance-
ment images not only maintain the model performance but
also enhance model stability by using variations in the train-
ing data, ensuring that the model can handle different dental
conditions. These advancements contribute to more reliable
and effective tooth position identification, serving as a valu-
able reference for dentists.

After determining the tooth positions, this study success-
fully obtained individual tooth images and recorded the
quantity of images for the upper and lower jaws. The numbers
of tooth images are listed as in Table 11.

B. SYMPTOM RECOGNITION RESULTS
After model testing, the study obtained confusion matrices,
which are presented in the following tables
(Table 12, Table 13, and Table 14). The percentages in the
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FIGURE 11. Comparison of indicators between three methods.

TABLE 11. Quantity of tooth images sliced from bitewing radiographs.

TABLE 12. Confusion matrix of caries recognition.

TABLE 13. Confusion matrix of periodontitis recognition.

TABLE 14. Confusion matrix of restorations recognition.

tables represent the percentage of data belonging to that
category out of the total data, and the numbers in parentheses
represent the number of images.Moreover, according to these
tables, the final training results of AlexNet models of the
dental problem can be calculated, as shown in Table 15 and
Figure 12. The results of 5-fold cross-validation for each
of the AlexNet models are provided in Table 16 as well.
In general, the average results are 2% to 4% lower than the
best results.

Additionally, Figure 13, Figure 14, and Figure 15 depict
the variations in the loss function during the training process

TABLE 15. Results of AlexNet models of the dental problem.

FIGURE 12. Results of AlexNet models of the dental problem.

FIGURE 13. Training process of AlexNet loss function for caries
recognition.

for recognizing the three different symptoms using AlexNet.
Table 17, Table 18, and Table 19 provide various model
training results for the three symptoms using four differ-
ent models: AlexNet, ResNet50 [30], ResNet101 [30], and
EfficientNetV2B0 [31]. These results indicate that as more
complex models are used, the accuracy of illness recognition
tends to decrease, but the accuracy of restoration recognition
tends to increase. Therefore, depending on the available data
quantity, choosing different models or more complex models
may have the potential to achieve better results.
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TABLE 16. AlexNet models 5-fold cross-validation.

FIGURE 14. Training process of AlexNet loss function for periodontitis
recognition.

In this research, a comparative analysis of model per-
formance in recognizing dental restorations, caries, and
periodontal diseases is presented, as depicted in Figure 13
and summarized in Table 20. Surprisingly, the accuracy of the
AlexNet model was the greatest throughout both the testing
and training stages, although accuracy levels were lower
when more complex models were used. Notably, ResNet101
demonstrated superior performance in restoration recogni-
tion, with a minor decrease in accuracy when adopting the
more complex EfficientNetV2B0 model.

The application of image enhancement techniques yielded
an approximate 5% improvement in recognition accuracy

FIGURE 15. Training process of AlexNet loss function for restorations
recognition.

TABLE 17. Result of caries recognition with different models.

compared to the use of raw images, emphasizing the effec-
tiveness of contrast enhancement in facilitating symptom
recognition. Furthermore, as seen in Figure 13 and described
in Table 21, our suggested technique in this work beats state-
of-the-art approaches [13] and [29] in both restoration and
caries recognition by a margin of 1% to 2.5%. Most notably,
the accuracy improvement for the challenging task of peri-
odontal disease recognition reaches an impressive 8.1%. This
represents a substantial and impactful achievement, as our
method effectively enhances and surmounts the technical
intricacies associated with periodontal disease identification.
It marks a significant advancement in the integration of den-
tistry and artificial intelligence. According to the statistical
results in Table 22, the identification results of this study
showed a strong positive correlation with the physician iden-
tification results, with r = 0.770, p < 0.001; r = 0.906, p <

0.001; r = 0.878, p < 0.001, respectively.

IV. DISCUSSION
The model in this study achieved an accuracy of 92.85%
in detecting cavities and 96.51% in detecting restorations
as shown in Table 19 and Figure 13. Advancing beyond
conventional methods, disease identification accuracy for
Caries, Periodontitis, and Restorations improved by 2.5%
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TABLE 18. Result of periodontitis recognition with different models.

TABLE 19. Result of restorations recognition with different models.

TABLE 20. Recognition accuracy of the features with different models.

TABLE 21. Comparisons of accuracy based on AlexNet model.

to 7%, signifying a substantial stride in diagnostic preci-
sion and transformative potential for dentistry. Moreover,
this study introduces the YOLO model for tooth cropping
with a remarkable accuracy rate of 99.38% and a 60%
reduction in processing time using enhancement images. The
research also pioneers Convolutional Neural Network mod-
els, achieving a remarkable 98.01% accuracy in tooth position
recognition with a 61.2% reduction in processing time. This
has increased our confidence in using the model as a ref-
erence. However, there is still a chance for improvement to
make the model more valuable in clinical settings. First, more
training data is needed to increase the model’s experience
and performance. Second, a user-friendly interface should be
developed to facilitate the utilization by dentists and other
users. Finally, hardware devices such as X-ray machines
should be integrated into the workflow, allowing the model

FIGURE 16. Recognition accuracy of the features with different models.

FIGURE 17. Comparisons of accuracy based on AlexNet model.

TABLE 22. Paired samples correlations between AI identification results
and clinician results.

to automatically label the images and evolve over time. This
integration could potentially lead to even higher accuracy.

V. CONCLUSION
This study improved the complex tooth positioning meth-
ods used in previous research by using the YOLOv4 model
to automatically recognize the position of teeth. Addition-
ally, a new model was added to detect periodontal disease
symptoms by using bitewing radiographs, providing more
technological advancements in dentistry. Furthermore, con-
trast enhancement was used as an image processing method,
leading to further improvement in the accuracy of the exist-
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ing models for detecting cavities and restorations. Based
on the experimental results, the proposed workflow was
found to be correct and effective. It was also discovered that
the more obvious the symptom features were in the image
data, the higher the accuracy of the diagnosis. Therefore,
future research should focus on making the features of the
symptoms more distinct. Additionally, since traditional CNN
models suffer from the vanishing gradient problem, it is
expected that using models such as YOLO, which reduce
computation and improve learning efficiency, or more com-
plex models such as ResNet and EfficientNet, could lead to
higher accuracy. The goal is to reach the clinical standards
required for practical use by dentists and provide substantial
assistance.
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