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ABSTRACT The frequent occurrence of extreme weather makes people paymore attention to environmental
protection. To cope with the global climate problem, various countries re-plan social development through
the concept of low-carbon. As greatly popularized by the Internet, the topic of low carbon concept is spread
more through online social media, so it is urgent to understand the user’s attention to low carbon topics in a
more intelligent way for subsequent relevant publicity and policy guidance. This paper studies the low-carbon
topic of attention in the context of social media. First, the BERT (Bidirectional Encoder Representation from
Transformers) model is used to complete the word vector feature extraction of acquired data; Secondly, the
FCM method was used to complete the clustering analysis of the main topics in the low-carbon concept,
and the PSO method was used to optimize the model. After optimization, the accuracy of clustering for
various topics was higher than 80%. For the Esse index of cluster center variance, the method proposed in
this article is also close to 10% due to other classic methods; Finally, this paper carried out an application
test of low-carbon topics in the region, achieved good results, and made a detailed analysis of the distribution
of various topics. It can be predicted that this method will provide more public opinion references for
low-carbon development paths in various countries and regions in the future, and provide technical support
for information dissemination and analysis under social media.

INDEX TERMS Social media, FCM, low carbon, text clustering.

I. INTRODUCTION
As a professional concept in environmental climate science,
‘‘low carbon’’ has been widely spread around the world since
the Copenhagen Climate Conference in 2009 [1]. In recent
years, its connotation has been magnified infinitely and has
been integrated into the concepts of sociology, industrial
ecology, economics, and other related fields. From the basic
concept of environmental protection, it has been upgraded
to a new socio-economic development model applicable to
all countries. Each stage of human society development will
have its own theme and focus, such as human rights, race,
democracy, urbanization, etc. Each topic is continuous, but it
will have a different order in different periods [2]. Therefore,
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it is important for the spread and development of low-carbon
ideas in the future to grasp the importance of different
branches of such topics in the minds of the public and focus.

The propagation path of the low-carbon concept can be
shown in Figure 1 [3], which is mainly divided into three cat-
egories: disseminator, information media, and audience.With
the continuous development of technology, the media has
also changed tremendously, and the means of communication
shown in Figure 1 are more abundant. With the development
of the mobile Internet, social media has gradually become
the main way of public information communication. Users
can pay continuous attention to a topic by commenting
on relevant news and short videos and publishing relevant
content. In these published contents, users’ behavioral char-
acteristics, psychological characteristics, etc. are included.
The analysis of the relevance of their published topics will
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FIGURE 1. The low carbon concept dissemination process.

help to provide a more detailed reference for the further
dissemination of low-carbon concepts and relevant policy
formulation [4].

The text information analysis technology published by
social media users can be seen from the text analysis prob-
lem [3]. The main method of text analysis problem is to use
artificial intelligencemethods to complete intelligent analysis
of different users’ text information [4]. Recently, with the
development of machine learning, using intelligent clustering
and classification methods to study such issues has become
a hot spot [2]. The relevant content on social media has a
rich variety and several items, which makes it difficult to
use supervised learning to achieve classification. Therefore,
semi-supervised clustering has become an important method
of social media theme analysis [5]. Clustering is to group or
abstract a set of objects into certain classes with similarity,
while text clustering pays more attention to the test content.
It is an important application of clustering analysis technol-
ogy in text processing. At the same time, due to different
user portraits and different expression methods, most of the
content is not either or, and there is a certain degree of
fuzziness. Therefore, combined with text analysis methods,
character vector features are extracted, and fuzzy clustering
methods are used to mine related topics, to complete further
refinement of topics of concern, which will promote future
policy guidance and public opinion development.

This paper studies the topic attention of the low carbon
concept in the process of social media communication, and
the overall framework is shown in Figure 2. The BERT
model is utilized for extracting the word vector from obtained
social media text information. Subsequently, the fuzzy clus-
tering method is applied to perform the clustering of related
low-carbon topics. This approach facilitates research on the
attention devoted to low-carbon topics, ultimately offering
a reference for future public opinion policy orientation and
low-carbon development. The contributions of this paper are
as follows:

(1) The crawler method is employed for acquiring social
media text data, and the BERT model is utilized for
high-precision extraction of word vector features.

(2) The clustering model is optimized using the PSO-FCM
method, achieving recognition precision exceeding 80% for
each topic in the model test.

FIGURE 2. Framework for the low carbon topic research based on FCM.

(3) In accordance with the proposed model framework,
an actual test was conducted, resulting in the completion of
topic subdivision within the low-carbon concept of social
media in the region. The findings indicate that the user group
expressed the highest attention to low-carbon technology and
transportation, thereby offering public opinion references for
subsequent low-carbon development.

The rest part of the paper is as follows: In section II,
the related works for the social media analysis and FCM
clustering are introduced. Section III introduces the methods
used, and section IV describes the experiment and results in
an analysis of model optimization and comparison, where the
model application is also discussed. In section V, we discuss
the result and the notice that should be paid for the low carbon
development; conclusion is presented at last.

II. RELATED RESEARCH WORKS
A. SOCIAL MEDIA DATA MINING USING THE MACHINE
LEARNING METHODS
In the research on text data of social media, the main object of
current research is social media APPs with many users, such
as Weibo, Twitter, and Facebook. Davidov et al. [7] analyzed
the difficulties of microblog analysis, solved the problem of
data imbalance, and built an emotion classification system
through supervised learning; Lin et al. [8] used text statistics
to track hot event topics on social networks Barbosa and
Feng [10] detected the emotion of Twitter by exploring the
text structure and keyword information; Jiang et al. [11]
improved the accuracy of emotion classification through
adding relevant texts. Zhang et al. [12] used an emotion dic-
tionary and machine learning methods to classify emotional
polarity. From the above research, we can see that in the
previous social media information research, there were many
types of research on user sentiment analysis through text data
mining, dictionary modeling, or using deep learning-related
learning methods, while there were few types of research on
the topic of the text in a certain field. This is unfavorable for
using social media information to grasp the trend of users’
topics of concern. It is urgent to study their topics of concern
through clustering to help analyze current network trends.

B. THE FCM MODEL RESEARCH ON THE TEXT ANALYSIS
For topic analysis of social media content, it is not appropriate
to conduct fine-grained research on it through affective com-
puting and classification methods, while clustering methods
can automatically analyze topics of low-carbon topics accord-
ing to the set number of clusters to help relevant personnel
complete the analysis. The earliest relatively mature cluster-
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ing algorithm for text clustering is the K-Means algorithm
[13], which is a segmentation clustering algorithm; After
that, Ng and Han [14] proposed the CLARINS algorithm
to improve the K-Means, which can efficiently cluster
large-scale data sets. Traditional hard partition clustering
strictly divides a sample point into a category, but in real
life, the category attribute of many things is not so obvious.
In order to correctly describe the real relationship between
objects and classes, it is necessary to find a clustering method
different from the traditional hard partitioning method. The
fuzzy set theory proposed in the last century [15] provides a
favorable theoretical basis for fuzzy clustering partitioning.
The most successful one is the FCM algorithm proposed
based on the K-means algorithm [16]. PCM (possibility
c-means) algorithm, which solves the problem that the tra-
ditional FCM algorithm is sensitive to noise data points and
was improved in the following years [17]; FCS (Fuzzy com-
pactness and separation) algorithm, but the algorithm has a
fixed core boundary, and all objects in a core have the same
membership, thus reducing the classification accuracy [18].
At present, fuzzy clustering analysis has been widely used in
parameter estimation, climate analysis, channel equalization,
medical diagnosis, and water quality analysis.

Through the above research, it can be found that the FCM
method can complete the information clustering of impre-
cise situations due to the existence of fuzziness, and the
low carbon-related theme content of social media is similar.
It needs to complete its theme analysis through continuous
fuzzy iteration of related words and sentences and relation-
ship mining, so the FCM method can be used to complete
related tasks. In the practical applications listed above, FCM
has also made a variety of improvements to solve the prob-
lems of initial value sensitivity and falling into a locally
optimal solution. In this paper, according to the data type and
application needs, we use the PSO method to optimize the
model to form a low-carbon topic clustering research under
social media text analysis.

III. MODEL ESTABLISHMENT USING THE TEXT FROM
THE SOCIAL MEDIA
A. BERT MODEL FOR THE TEXT ANALYSIS
Since computers can’t understand human language and char-
acters, when doing natural language processing(NLP) tasks,
we need to first solve the problem of how to express text in
computers. There are two commonly used representations:
one hot representation and distribution representation [19].
The method based on a neural network language model pre-
dicts the next word according to the above in the window
size by building a neural network and training the model
to optimize it. The word vector is generated incidentally
after the model optimization. Common methods using neural
network language models to generate word vectors include
Word2Ve, and BERT.

The BERT is a pre-training language model proposed in
2018, which can complete various NLP tasks including text

FIGURE 3. Framework of the BERT model.

question and answer discrimination, text emotion analysis,
etc. The BERT method employed the encoder part of the
transformer model to build the network structure, which
improves the model in-text understanding. The structure of
the BERT model is shown in Figure 3:

As shown in Figure 3, each row of TRM in the figure
represents the Encoder part of a Transformer structure. The
network is constructed through the connection of multi-layer
TRM to realize the model function. The number of stacked
layers corresponds to the cycles of the Encoder part of the
Transformer. Parameters in the BERT model are trained
through two tasks that are MLM and NSP. When training,
two tasks are carried out at the same time, and the loss is the
sum of two tasks. Although the training corpus of the BERT
model is very large, and the constructed lexicon includesmost
emotional words, the model will still encounter some words
or symbols that are not included in the lexicon. To ensure
the input accuracy of any text data, the BERT model can
smoothly convert it into a digital sequence. In addition to the
words recorded from the corpus, several special characters
are added to the thesaurus. The training of the BERT model
can be carried out word by word without training word vec-
tors, thus avoiding adverse effects on model results due to
improper word segmentation and unreasonable word vector
training results [20].

B. FUZZY CLUSTERING MODEL FOR THE TEXT ANALYSIS
In real life, most things have relative fuzziness, which is not
an either-or accurate situation. Moreover, there are certain
similarities between text words and sentences. If we only
cluster them, we will not get good results, so we should
use the advantages of the fuzzy clustering algorithm. Fuzzy
clustering algorithms often have good adaptability and anti-
noise ability. Through fuzzy segmentation of text, we can get
a better clustering result [21].

The traditional FCM first needs to specify the number
of clusters c, which also denotes centers, depending on the
number of sources, and needs to be given in advance; then
objective function is optimized to achieve the clustering,
and it constraints that the sum of membership degrees of
all observation data points belonging to a certain clustering
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center is 1. The objective function of FCM is shown in Eq.
(1) [22]:

mimize JFCM (U , Â) =

∑n

k=1

∑c

i=1
ukim

∥∥xk − âi
∥∥2 (1)

the restraint condition for the FCM can be expressed as Eq.
(2):

s.t.
∑c

i=1
uki = 1(k = 1, 2, . . .n) (2)

where U = (uki) is the membership matrix, in which the
element uki ∈ [0, 1] describes the degree to which a text
observation signal sample point belongs to the cluster cen-
ter corresponding to a blind source voice. The optimization
problem of Eqs. (1) and (2) is solved by using the Lagrangian
multiplier method to obtain Eqs. (3) and (4). After the initial
value is randomly generated for the cluster center, the cluster
center matrix Â and membership matrix U are updated itera-
tively through Eqs. (3) and (4). J(t) is the objective function
value at t, ε is the precision requirement. If

∣∣∣J (t+1)
−J(t)

∣∣∣ <

ε, stop iteration and get the final clustering center matrix,
namely, the mixing matrix.

âi =

∑n
k=1 (uki)m xk∑n
k=1 (uki)m

(3)

uki=

(
1
dki

) 1
m−1

∑c
j=1

(
1
dki

) 1
m−1

(4)

FCM algorithm is expressed as follows
FCM Algorithm

1. Specify the number of cluster centers c

2.Cluster center ai initialization

3. Update matrix U according to the modified cluster
center matrix A through Eq. (4)

4. Update the cluster center matrix A with the modified
U through Eq. (3)

C. FCM OPTIMIZATION USING PSO
However, the FCM algorithm also has many shortcomings,
which can be summarized as the following: (i) The clus-
tering results are greatly affected by clustering center, and
the initial center is randomly selected, lacking mathemati-
cal basis and(ii) The algorithm itself is sensitive to outlier
data. Therefore, PSO method is selected for optimization to
achieve better clustering effect. The algorithm is divided into
two steps: the first step is to get the initial center point of
the data set to be tested; Second, the FCM algorithm is used
to re-cluster the clustering results to obtain more accurate
results.

PSO is a stochastic optimization technology based on pop-
ulation, which is considered as a global search strategy. Each
member of the particle swarm can represent the potential
solution of the optimization problem. For this paper, the goal
of optimal initial value can be achieved through example
iteration [23].

The specific algorithm is as follows. First, define particles
number and their corresponding characteristic parameters:

Pj =
[
Cjεjσj

]
j = 1, 2, . . . ,Q (5)

Performing random initialization of the particles after the
definition is complete. Then let the particles be updated. Each
particle in the kth iteration is defined by three characters: (i)
the position in the search space Pj(k); (ii) the best position
during iterations 1∼k, Pjbest (k); (iii) the flight speed Vj(k).

Furthermore, the global optimal position of the whole
particle swarm is defined as Pjbest (k), then each particle is
iteratively updated during the flight as a function of the
velocity Vj and the position Pj is defined as

α(k) = (αmax − αmin)(k/K )2 + αmin (6)

c1(k) = (c1max − c1min)(k/K )2 + c1min (7)

c2(k) = (c2min − c2max)(k/K )2 + c2max (8)

v(k + 1) = α(k)vj(k) + c1(k)r1
[
Pj(k) − Pjbest (k)

]
+ c2(k)r2

[
Pj(k) − Pgbest (k)

]
(9)

Pj(k + 1) = Pj(k) + vj(k + 1) (10)

where α(k) is the inertial variable, which has a great impact
on the particle motion state. When the particle speed is too
fast, there is a greater probability of forming a global spatial
optimal solution, but when it is too small, the particle speed
is too slow, and there is a greater probability of forming an
optimal solution in local space. The flow of FCM clustering
using PSO is shown in Figure 4.

By combining PSO with FCM algorithm, better perfor-
mance can be achieved in clustering problems. The global
search capability of PSO helps to prevent FCM from getting
stuck in local optima, accelerate the convergence process of
the algorithm, and improve the adaptability and robustness
of the algorithm by optimizing parameters in FCM, such
as ambiguity parameters. This comprehensive optimization
method enables FCM to handle clustering tasks of differ-
ent datasets more effectively, find suitable clustering centers
more quickly, and achieve better performance in practical
applications.

IV. EXPERIMENT AND RESULT ANALYSIS
In experiment, we first collected the data of low-carbon
related words as keywords through the crawler method, and
referred to the existing low-carbon research
(https://github.com/bcgov/tfrs)and relevant data division
standards(https://github.com/google-research/bert)Based on
the analysis, low carbon topics are divided into six categories,
including the more important economic, technical, trans-
portation and other contents in low carbon related research,
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FIGURE 4. The flowchart of the PSO-FCM method.

and the accuracy of their clustering is analyzed. The evalua-
tion indicators used are precision and Esse, of which Esse is
defined as follows:

Esse =

k∑
j=1

h∑
i=1

d2(xi, cj) (11)

Esse represents the mean square error of all objects and their
corresponding cluster centers, providing a quantitative mea-
sure of the error between each object and its corresponding
cluster center. It is sensitive to the distance between objects
and centers and comprehensively evaluates the performance
of the algorithm on all clusters. The smaller the value, the
better the clustering of the model.

A. THE RESULT OF THE CLUSTERING PRECISION
On this basis, the low-carbon topic was divided into six
categories in the study, including important economic, tech-
nological, and transportation aspects in low-carbon related
research, and the accuracy of their clustering was analyzed.
The six indicators are Low carbon economy, Low carbon
technology, Low carbon sport, Low carbon entertainment,
Low carbon transportation, and others The clustering recog-
nition accuracy is given in Figure 5. The results in Figure 5
show that the clustering accuracy of the proposed method for

FIGURE 5. The result of the clustering precision of different topics.

FIGURE 6. The result of the Esse of different topics.

each topic exceeds 80%, indicating that the proposed method
can better complete clustering in subsequent analysis.

This paper calculates the mean square error of the clus-
tering center shown in equation (11) when evaluating the
clustering effect for each low-carbon topic, and the results
are shown in Figure 6.

According to the central clustering variance shown in
Figure 6, the model proposed is relatively balanced and its
error distribution is relatively uniform. It can prove that
the robustness and generalization capacity of the model are
improved after correcting the number of iterations and the
initial optimization of PSO.

B. THE COMPARISON AMONG DIFFERENT CLUSTERING
METHOD
In order to better illustrate the FCM effect after PSO opti-
mization in this paper, conventional FCM, K-means,and
GA-FCM are selected for comparison in the comparison
experiment. The results are shown in Figure 7.

In Figure 7, the left coordinate axis represents precision,
while the right coordinate axis is Esse. Through the compar-
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FIGURE 7. Comparison results of methods.

FIGURE 8. The framework for the practical test.

ison of different methods, it can be found that the precision
and Esse. are better than the comparison method. At the same
time, it is easy to see by comparing the curve trend in the
figure that with the improvement of precision, the Esse of
each method also decreases, which is consistent with the
expectation of the model during design. The Precision of
the proposed PSO-FCM reaches 0.859, which is 6.7% higher
than that of the single FCM model.

C. MODEL TEST AND APPLICATION
After the verification and comparison of themodels in 4.1 and
4.2, the actual application is conducted in this section, and
the communication status of current public low-carbon topics
in social media is analyzed and studied. During the actual
testing process, the data from three quarters of this year are
selected for research. First, according to the requirements of
the model algorithm framework, social media text data is
obtained through the crawler method, then data is prepro-
cessed and sent to the model for training, and data analysis
and statistics are conducted by specially assigned personnel.
The overall process framework is shown in Figure 8.

For data collection, we push news topics through local
news apps and collect comments from relevant users. In order
to ensure the accuracy and availability of data, we also
conduct targeted push. Then, we clear the collected nearly
2000 survey data, remove invalid data, and perform data
segmentation processing. Then, we send it to the proposed

FIGURE 9. The low carbon topic distribution.

PSO-FCM model to complete sentiment clustering. At the
same time, We compared the manual labels to complete the
actual testing evaluation.

In the test process, users commented on relevant content,
automatically clustered such content according to the pro-
posed method framework, and compared it with manual tags,
thus completing the practical application test of the method.
The results obtained after completing the corresponding con-
tent comparison analysis are shown in Figure 9.

Figure 9 shows the proportion of relevant comments from
volunteers recruited in the actual test and low carbon-related
topics expressed in words. It can be found that volunteers are
more concerned about low-carbon technology, transportation,
and the economy, which is closely related to the policy ori-
entation of relevant departments, news reporting preferences,
and public opinion guidance, and points out the future devel-
opment direction of low carbon issues. It will also play a good
role in promoting economic development and environmental
development in the future.

V. DISCUSSION
Information discussion based on social media is a way of
expressing users’ emotions. Effective analysis of its theme is
helpful to understand users’ trends and establish user profiles.
Low carbon topic information analysis based on social media
is essentially a text clustering analysis. In this paper, cluster-
ing analysis is an importantmeans andmethod in datamining,
especially in text mining. The key point to improve the suc-
cess rate and clustering efficiency in cluster analysis is to
select an appropriate algorithm in cluster analysis [24]. In this
paper, a text clustering algorithm based on the combination
of PSO and FCM is proposed. The algorithm overcomes
the shortcomings of the FCM method, reduces sensitivity
to the initial point and data input order, and shortens the
high time and space complexity associated with using the
PSO algorithm alone. This combination makes the algorithm
more stable and effective. At the same time, compared with
the K-means algorithm, FCM introduces ambiguity factor to
describe each data object, so it is more robust; [25] However,
the complexity of the FCM is higher due to the introduction
of membership factor. Therefore, according to the charac-
teristics of data in social media, this paper selects the FCM
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method for topic clustering analysis to avoid either or, so as
to improve the clustering effect of low-carbon topics for
subsequent analysis.

Considering historical research, low-carbon topics are in
line with the social trend in terms of the current global social
development [26], which is urgent to be solved in the current
global environment. While issues such as human rights, and
the gap between the rich and the poor are issues left over from
history, it is impossible to change people’s values or adjust
the country’s macro management model in a short time, but
low carbon can be easier to do in these aspects. Secondly,
the urgency of the low carbon concept itself and the sense
of crisis it brings to people also make it easy to ignore the
cognitive process of the topic itself. Therefore, the network
communication of the low-carbon concept has a vital impact
on our production and lifestyle. Developed countries have
mastered energy through their technological and financial
advantages, and have begun to choose to develop clean indus-
tries. However, developing countries are different. They are
difficult to complete the low-carbon economic transformation
in a short time due to the impact of technology and supply
chain industry level, which is why people in these regions
pay more attention to low carbon technology. By seeking
high-technology and constantly upgrading the industry, low-
carbon development can be achieved.

VI. CONCLUSION
This study investigates public attention to low-carbon topics
on social media and proposes a BERT model-based method
for word vector extraction. Building upon this, considering
the fuzzy nature of topic text content, the FCM method is
employed for low-carbon topic clustering analysis, and the
PSO method is utilized for model optimization. The results
demonstrate that the proposed method achieves clustering
accuracy exceeding 80% for each topic. The PSO-FCM
method notably enhances clustering accuracy compared to
the single FCM method and GA optimization in algorithm
verification. In the actual test, the proportions of low-carbon
economy, science and technology, transportation, and other
contents of interest to local network users on social media
were successfully clustered, yielding favorable outcomes.
A detailed analysis of each topic’s proportion provides valu-
able insights for future low-carbon analysis. Nevertheless,
this study has limitations in the selected samples. With
the increasing popularity of short videos, future research
will focus on video content clustering. Simultaneously, low-
carbon topics will be further refined and analyzed in detail,
covering aspects such as low-carbon science and technology,
low-carbon lifestyle, and low-carbon transportation. This
approach aims to gain a better understanding of public opin-
ion hotspots and formulate precise low-carbon development
strategies.

For future research directions, the study could expand its
scope by delving into the clustering of video content, consid-
ering the growing prevalence of short videos on social media
platforms. Additionally, further refinement and in-depth anal-

ysis of low-carbon topics, specifically in areas such as
low-carbon science and technology, low-carbon lifestyle, and
low-carbon transportation, would contribute to a more com-
prehensive understanding of public opinion trends. Exploring
the evolving landscape of social media and its impact on low-
carbon discourse, as well as devising strategies for accurate
low-carbon development policies, should be key areas of
focus. Integrating emerging technologies and methodologies
to enhance the accuracy and efficiency of clustering algo-
rithms could also be explored for advancing the capabilities
of future research in the field.
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