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ABSTRACT The Narrative question answering (QA) problem involves generating accurate, relevant, and
human-like answers to questions based on the comprehension of a story consisting of logically connected
paragraphs. Developing Narrative QAmodels allows students to ask about inconspicuous narrative elements
while reading the story. However, this problem remains unexplored for the Arabic language because of the
lack of Arabic narrative datasets. To address this gap, we present the Arabic-NarrativeQA dataset, which is
the first dataset specifically designed for machine-reading comprehension of Arabic stories. This dataset
consists of two parts: translation of an English NarrativeQA dataset and a collection of new question-
answer pairs based on Arabic stories. Furthermore, we implement the Arabic-NarrativeQA system using
the Ranker-Reader pipeline, exploring and evaluating various approaches at each stage to identify the most
effective ones. To avoid the need for an extensive data collection process, we utilize cross-lingual transfer
learning techniques to leverage knowledge transfer from the English Narrative QA dataset to the Arabic-
NarrativeQA system. Experiments show that incorporating cross-lingual transfer learning significantly
improved the performance of the reader models. Furthermore, the question’s evidence information provided
in theArabic-NarrativeQAdataset enables the learnable rankers to effectively identify and select the pertinent
paragraphs. Finally, we examine and categorize challenging questions that require a deep understanding of
the stories. By incorporating these question types into the introduced dataset, we show that existing reading
comprehension models struggle to answer them, and further model development should be conducted.
To promote further research on this task, we make both the Arabic-NarrativeQA dataset and the pre-trained
models publicly available.

INDEX TERMS Arabic question answering, answer generation, cross-lingual transfer learning, reading
comprehension, narrative QA.

I. INTRODUCTION
Question answering(QA) is one of the most challenging
problems in Natural Language Processing (NLP). The main
task of any QA system is to understand a given passage of text
and then answer a set of questions posed in natural language.
QA systems follow one of two paradigms based on the way
the answer is created:

• Extractive QA: The system extracts the answer from
the provided documents (Knowledge Base). More
specifically, the output is span (i, j), where i and j are the
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start and end positions of the extracted answer within a
paragraph, respectively.

• Generative QA: The model produces expressive and free
text based on the context. In this case, the generated
answer is not a snippet in the document; hence,
it is closer to human-generated answers and easier to
understand.

The task of Generative QA is more challenging than that
of extraction QA. Extractive QA requires a model that can
predict the exact start and end positions of a given answer
within a paragraph. On the other hand, the Generative QA
model faces the significant challenge of producing a cohesive
sequence of words from a dictionary containing a potentially
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vast vocabulary of tens of thousands of words. Therefore,
it generates text more freely which leads to a common issue
where they produce text that’s not accurate or doesn’t match
the input. This problem is addressed in the open-domain
question answering [1], and text summarization [2].

In this study, we aimed to help young children to de-
velop their narrative comprehension abilities. Deep learning
techniques are utilized to build a QA system that can
answer questions on Arabic stories after understanding and
analyzing the narrative elements: places, events, entities, and
the relations between them. As a result, children can use this
system to ask about any inconspicuous narrative elements
while reading their stories.

In the past few years, Arabic Question-Answering (QA)
models have achieved remarkable results on the Holy
Qur’an [3], open domain question answering (ODQA) [4], [5]
and Arabic conversational systems [6]. However, the ability
to comprehend complex contextual information remains an
unresolved problem, particularly when it comes to answering
questions about narrative elements in stories [7]. Although
there has been a lack of significant advancements in this
challenging task [7], it is still not addressed in Arabic.
The Narrative QA problem involves generating a correct,

relevant, and human-like answer to a given question after
comprehension of a story that includes a series of consecutive
and logically related narrative paragraphs. One possible
approach to solve this problem is to train a generative model
such as Bart [8] or T5 [9] on the entire story, along with
the question to generate the answer [10], [11]. However, pro-
cessing lengthy stories is considered a significant challenge
because of the demanding GPU memory requirements of
the model. One potential solution followed by [7], [12], and
[13] is the Ranker-Reader pipeline. It consists of two main
phases: (1) retrieving the most relevant paragraphs to the
input question and (2) passing the concatenation of retrieved
paragraphs along with the question to a reader model such
as Bart [8] and T5 [9] to generate the answer. Training
the ranker model requires having pairs of questions and
associated paragraphs containing the relevant information for
those questions. However, the manual labeling of such data is
time-consuming. Therefore, the labels can be generated using
heuristics approaches such as pseudo distance supervision
signals [7] or by weakly supervised learning such as utilizing
the attention activations from the reader model [13]
In this study, we recorded relevant paragraphs for each

question in the constructed Arabic-NarrativeQA dataset.
Therefore, we can utilize these labels to train a Bert-based
classifier efficiently, as illustrated in the ranker block of
Fig. 1.

1) Ranking Block: This block is responsible for assessing
the relevance of each paragraph within the story in
relation to a specific question. Formally, given a
question q and a set of paragraphs P = Pr ∪ Pi, where
each paragraph p ∈ Pr is relevant to q and each p ∈ Pi
is irrelevant. The goal of this component is to select a
subset of paragraphsPsel ⊂ Pr such that the paragraphs

in Psel attain the highest relevance scores with respect
to q. Each paragraph pj ∈ P is concatenated with
question q to generate paragraph-question pairs (pj, q)
for 1 ≤ j ≤ n, where n represents the total number of
paragraphs. Subsequently, the encoder block computes
context vector CVj for each (pj, q) pair. The final layer
(linear + sigmoid) calculates P(CVj), which can be
considered as the relevance score between the question
q and paragraph pj. Finally, the ranker selects pj ∈ P
that maximizes P(CVj).

2) Reader Block: This is responsible for comprehending
and understanding the content of the selected para-
graphs to generate a precise, free-form, and correct
answer to a given question. The Reader block should
be able to comprehend the underlying meaning of
the textual information in the selected paragraphs and
identify the relevant context to the given question.
Let q represents a given question and Psel =

{ps1, ps2, . . . , psk} be the set of k selected paragraphs
obtained from the ranking block. The two main parts
are:

• Encoder: It takes the concatenation of k selected
paragraphs Psel and the question q as input
and computes a context vector CV . This vector
captures the relationships, semantics, and impor-
tant details within the narrative text of selected
paragraphs.

• Decoder: The decoder processes the contextual
information obtained from the encoder, employs
the attention mechanism to focus on relevant parts
of the narrative, and generates a token of the
answer at each decoding step. Formally, it uses the
context vector CV and generates a hidden state
H (sl) for 1 ≤ l ≤ L, where L is the length
of the generated answer. Each H (sl) captures the
current context and the information required for
token prediction. Subsequently, in each decoding
step, the linear and softmax layers utilize H (sl) to
calculate the token probabilities P(tv) for 1 ≤ v ≤

m, where m denotes the vocabulary length. More
details about the attention mechanism and the
interconnection between the encoder and decoder
are provided in Section II-A

Inmodern natural language processing (NLP) applications,
it is common to utilize transfer learning, which initially
involves training a model on a data-rich task and then
fine-tuning it for a downstream task of interest [14]. This
technique avoids the need for extensive data collection and
enhances the generalization capabilities of the model [14].
Subsequently, we fine-tuned the pretrained multilingual
models [15], [16] on the narrative QA dataset.
Cross-lingual transfer learning is a technique for the

adaptation of a model, initially trained for a specific task in
a monolingual context, to enhance its capability for gener-
alization across diverse languages [17], [18]. The principal
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Figure 1. The network architecture of the narrative QA system.

objective is to build shared multilingual representations of
text by aligning the representations across languages [17],
[19]. This process consists of three main phases [19]:
(1) developing multilingual models, such as mt5 [15] and
mbart [16] (2) refining the multilingual model by fine-tuning
it for a specific task in the source language, and (3) applying
the fine-tuned model to the target language in zero-shot
settings or applying another fine-tuning phase on a small-
scale dataset in the target language. In [20], it is demonstrated
that the inclusion of a pre-trained multilingual language
model significantly reduces the size of the dataset required
to achieve good performance by 80%. In the context of this
study, we demonstrate that a two-stage fine-tuning process
of multilingual models, such as mt5 [15] and mbart [16],
when initially applied to the English narrative dataset and
subsequently fine-tuned on a limited subset consisting of
Arabic translations for 13% of the original dataset, yields
results comparable to those obtained by translating the
entire dataset and fine-tuning the model on it without cross-
lingual settings. This method mitigates the requirement for
translation costs or the costly acquisition of language-specific
annotations for the target language.

Despite the similarity of Narrative QA to open-domain
question answering (ODQA), progress in Narrative QA
lags behind [7], [21], [22]. The challenges associated with
Narrative QA can be summarized as follows [7], [21], [22]:

• Diverse writing styles in narrative stories require a
deeper level of comprehension compared to the formal
texts in Wikipedia and news articles.

• Finding evidence from the story is not a trivial task
as the paragraphs of a story exhibit greater semantic
similarities compared to Wikipedia articles.

• A reliable narrative QA system should address two types
of questions: Explicit and Implicit. In the explicit type,

the questions can be answered directly from the text
as a span of words. However, implicit questions are
more difficult to answer because the answer cannot
be found directly from the text. Instead, the model
must generate free-form answers [10]. The presence
of free-form answers requires the employment of
Generative QA, which is considered more challenging
than Extractive QA. According to [23], most existing
QA models extract the answer as a span of words
from a document. However, the generation of fluent
and complete-sentence answers is still in its infancy,
especially in non-English languages.

• There are typically logical connections between dif-
ferent paragraphs. This requires comprehending the
paragraphs and the interactions between them to answer
challenging questions.

The narrative QA problem is not addressed for the Arabic
language as there are no Arabic narrative datasets available
that can be utilized for fine-tuning a transformermodel. There
is a need for an Arabic narrative dataset that includes well-
designed, reliable, and valid questions. Moreover, questions
should assess narrative comprehension rather than simple text
matching or memorization.

We selected Arabic as our context because of its extensive
range of distinct variations and widespread usage. However,
in future works, we will investigate the feasibility of
extending our model to other languages.

Our contribution in this research is three-fold:

1) Introducing Arabic-NarrativeQA as the first machine
reading comprehension dataset on Arabic stories.
We make this dataset publicly available1 to encourage

1https://www.kaggle.com/datasets/mohammadateeq/arrabic-narrative-qa
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state-of-the-art research on Arabic Narrative Compre-
hension tasks.

2) Establishing a solid state-of-the-art performance by
fine-tuning published Pre-trained Language Models
(Arabert [24], mT5 [15] and mBART [16]) on Arabic-
NarrativeQA dataset. Arabert [24] was fine-tuned
to rank paragraphs based on their relevance to the
given question. Generative models mT5 [15] and
mBART [16] were fine-tuned to generate a correct,
relevant, and human-like answer from the top-ranked
paragraphs.

3) Employing cross-lingual transfer learning techniques
to facilitate the transfer of knowledge from the English
Narrative QA dataset, which represents a high-resource
language, to Arabic, a low-resource language.

The rest of the paper is organized as follows. A literature
review in the area of Narrative QA is explored in Section II.
Section III describes the methodology employed in this
study. In Section IV, we present our results and findings.
Finally, Section V provides concluding statements and future
directions.

II. LITERATURE REVIEW
Due to the importance of QA applications, the QA field has
received significant attention in recent years. In the context
of narrative QA, the answers to some questions can not be
explicitly found in the story. Therefore, generative models
should be employed to generate free-form, coherent, and
contextually appropriate answers.

A. GENERATIVE MODELS FOR QUESTION
ANSWERING (QA)
The task of Generative QA can be described as generating an
accurate, coherent, and natural response in natural language
when provided with the context and the question [25].

In the past few years, some researchers have focused on
developing generative QA systems using Recurrent Neural
Networks (RNNs), in particular, encoder-decoder generative
models. Fig. 2 provides an overview of the generative QA
system based on an encoder-decoder RNN model [25].
Initially, the questions were divided into a sequence of
tokens. Consequently, each token was transformed into a
vector representation using an embedding block. The encoder
block transforms the generated embedding into fixed-length
vectors by applying a series of computations, resulting in
the generation of an intermediate state for each token, where
each state is updated by the output of previous hidden
states. The final hidden state of the encoder network outputs
the context vector that captures the meaning of the input
sentence. The main function of the decoder is to generate
a response by utilizing the context vectors produced by the
encoder. The decoder employs a mechanism called attention
to calculate the alignment scores between each decoder’s
hidden state and that of the encoder [26]. These alignment
scores can be utilized to capture the importance of each

Figure 2. RNN-based encoder-decoder model for generative QA
systems [25].

encoder’s hidden state with respect to the token that is
currently being processed in the decoding stage. Attention
weights (alignment scores) are applied to the encoder’s
hidden states, producing a context vector that is combined
with the decoder’s current hidden state to predict the next
output token.

One of the main problems in the RNN-based architecture
in Fig. 2 is the generation of generic or inconsistent answers.
This issue usually occurs when using the cross-entropy loss
function to train a Seq2Seq model. Using that loss function
leads to adjusting the weights of the model targeting to
minimize the error and find the most likely answer which
may sometimes be generic or inconsistent. Authors in [27]
addressed this issue by reformulating the generative QA
problem as multi-task learning (MTL) problem: The main
task is building a generative QA using the Seq2Seq model.
The second task is a binary QA classification to determine
whether the providedQApair is actuallymatched or not. Both
tasks are simultaneously learned using shared parameters.
The classification labels from the second task are utilized
as the main guide for the generation of word sequences for
the answers. In terms of the technique employed, the cross-
entropy loss function is replaced with an MTL loss function
which is basically the summation of the loss of the answer
generation task and the loss of the classification task.

Another main problem of RNN-based encoder-decoder
models is Sequential Processing. RNN-based sequence
model produces the output of each hidden state after
processing all previous states, making the model impractical
when processing sequences with long inputs. This problem
is resolved by transformer architecture which is originally
proposed in [26].
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Figure 3. Transformer-based encoder-decoder model for generative QA system.

Fig. 3 provides an overview of the Transformer-based
encoder-decoder model for the generative QA system.

The tokenization block splits the concatenated text of the
question and document into smaller units called tokens. The
list of tokens is mapped into a sequence of numerical tokens
(T1-Tn) that can be processed by the model.
The embedding component maps each token (T1-Tn)

to its corresponding vector representation. The embedding
component consists of the embedding matrix which is a
two-dimensional matrix (N*D), where N is the vocabulary
size and D is the embedding size which determines the
dimensionality of token embedding. Each row from the
matrix corresponds to the token’s dense vector which captures
the semantic and syntactic information of the token. These
embedding vectors are learned during the training process.

The positional encoding component adds information
about the relative positions of the tokens into the in-
put sequence. The positional encoding vectors are com-
puted based on the position of each token in the input
sequence, and they have the same dimensionality as
the token-embedding vectors. Element-wise addition is
applied to add the positional encoding vector to the token
embedding.

The primary purpose of the encoder stack is to provide con-
textual representations that capture the relationships between
tokens for each token. Each encoder in the stack consists

of two main components: a multihead self-attention and
feedforward network (FFN). Multi-head attention computes
the attention weights that capture the importance of each
token to the others. The attention weights are multiplied
by each token embedding to produce a contextualized
representation for each token. The main purpose of FFN is
to introduce nonlinearity into the model, which allows the
capture of more complex patterns. Adding more encoders
to the stack allows the model to capture more complex
dependencies between tokens and to understand the long-
range relation between them. The normalization layer helps
the model to mitigate overfitting and vanishing gradient
problems by ensuring a consistent distribution of inputs to
each layer [26].

Similar to the encoder, the decoder uses multihead self-
attention mechanisms. However, it utilizes another attention
layer to attend to all positions in the output of the encoder.
This helps the decoder to focus on different tokens of the
concatenation of the document and question while generating
the answer.

The output of the decoders is fed into a linear layer
with softmax activation, which plays an important role in
generating the output tokens by transforming the high-
dimensional vectors that are generated by the decoders into a
lower-dimensional space (the number of output neurons from
this layer is equal to the vocabulary size). The Softmax layer
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transforms the output of the linear layer into a probability
distribution over the vocabulary.

In the inference phase, the decoder generates answers
token-by-token. In each iteration, it predicts the subsequent
token based on the context derived from the previous tokens
along with the embeddings of the input token. Subsequently,
the predicted token is added to the output list. This process
begins with the ‘‘BOS’’ token (which represents the start of
the sequence) to generate the first token. Consequently, it will
be repeated until the ‘‘EOS’’ token (which represents the end
of the generated sequence). In the decoding phase, a mask
is applied to the multihead self-attention layer to ensure that
each position can only attend to previous positions.

For more detailed information about each block, readers
can refer to the original paper [26] or follow-up tutorials in 2

or .3

T5 [9] is developed based on the Transformer architecture.
It is pre-trained using a ‘‘masked language modeling’’
objective, where specific tokens in the input sequence are
masked, and the model is trained to predict the masked
tokens. By leveraging the concept of transfer learning,
we can fine-tune the T5 model to achieve good results when
constructing a generative question-answering (QA) system.

B. ENGLISH NARRATIVE QA
Within the domain of narrative QA, questions require a
deep comprehension of the story and analyzing the narrative
elements of the story: places, events, entities, and the relations
between them. This requires producing human-like written
answers (answers can not be extracted as a span from the
story) by synthesizing information from multiple sections
of the story’s content. Therefore, it is crucial to employ
generative QA models to generate free-text, coherent, and
contextually suitable answers.

It is worth noting that only a small proportion of reading
comprehension datasets specifically address the understand-
ing of the narrative text. NarrativeQA [21], TellMeWhy [28],
and FairytaleQA [10] are the only available narrative datasets
that include free-form answers.

• NarrativeQA [21]: It is a large-scale reading compre-
hension dataset, where the answers are in a free-form
format. It contains approximately 47,000 question-
answer pairs and around 1,600 stories.

• TellMeWhy [28]: It comprises 30,519 why-questions,
each accompanied by three ‘‘gold standard’’ free-form
answers. Each entry in the dataset includes a short story,
a corresponding question, and three possible answers.

• FairytaleQA [10]: It is specifically designed to evaluate
the narrative comprehension skills of students from
kindergarten to eighth grade. One advantage of this
dataset, in comparison to others, is that it is created
by experts rather than being generated through crowd-
sourcing. It consists of 10,580 questions that are derived

2http://jalammar.github.io/illustrated-transformer
3http://nlp.seas.harvard.edu/2018/04/03/attention.html

from 278 children-friendly stories and cover 7 narrative
elements.

However, all of the aforementioned datasets are limited to
the English language. Hence, a significant research gap exists
in the development of QA models capable of understanding
the narrative test for languages other than English.

Different approaches [7], [12], [21], [29], [30] were con-
ducted to build the English Narrative-QA systems. Whereas
the models in [7], [12], and [21] have been developed to
address diverse question types, other studies [29], [30] target
understanding event reasoning in the narrative text. Questions
that address event reasoning are more challenging [29], [30].
Furthermore, they often require fine-tuning large language
models, such as GPT-3, or injecting external knowledge into
the model to provide some hints in generating the answer.

The study conducted in [21] aimed to enhance the
reader’s comprehension ability through the implementation
of NarrativeQA [21]. This approach involves training a
model to effectively answer more complex questions, which
necessitated a deep understanding of the narrative, while
simultaneously excluding questions that could be answered
solely based on local context similarity or global term
frequency. The findings of their study reveal that, despite
the humans can answer the questions easily, reading com-
prehension (RC) models encounter obstacles in achieving
satisfactory performance.

In [7] and [21], researchers have conducted an experimen-
tal assessment comparing extractive and generative reading
comprehension (RC) models. The generative models outper-
formed the extractive counterparts. This can be attributed
to the generative models’ ability to answer both explicit
and implicit questions effectively. On the other hand, the
extractive models are only capable to answer the explicit
questions.

The narrative QA system was established through the
implementation of a Ranker-Reader pipeline, as outlined
in the works of [7] and [12]. The ranker component
can be implemented using non-learnable methods, such as
computing the cosine similarity between the question vector
and the paragraph vector, followed by the selection of the top-
k paragraphs based on the highest scores. Different Neural-
Network-Based embedding techniques can be employed for
generating vector representations of both the questions and
paragraphs. Some of these techniques compute embedding
vectors based on individual words such as Word2Vec [31]
and GloVe [32]. On the other hand, more sophisticated
models like BERT-based architectures [33] capture context
at the sentence or even document level. The strengths and
limitations of each techniquewere discussed in [34], [35], and
[36]. Nevertheless, learnable approaches such as fine-tuning
the BERT [33]model significantly improved the performance
of the ranker block [12].

Many generative [8], [37] and extractive [33] pre-trained
models were studied in [7] and [12] to build the Reader
component. A significant insight highlighted in [12] em-
phasizes the utilization of pre-trained language models,
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specifically GPT2 [37] and BERT [33], to improve the
performance of the reader block. This involves employing
transfer learning techniques and fine-tuning these pre-trained
models on the NarrativeQA dataset [21]. Notably, this
approach yielded superior results compared to the results
obtained from [21], where different deep network models
were trained exclusively on the Narrative QA dataset.

Processing lengthy paragraphs within a story is con-
sidered a significant challenge in building narrative QA
systems. When the answer is scattered in n paragraphs, the
concatenation result of the n paragraphs is then provided
as input to the reader model. Training reader models
like BART [8] and T5 [9]) on such lengthy paragraphs
requires a substantial amount of GPU memory. One potential
approach called Fusion-in-Decoder (FiD) [38]. It tackles this
problem by initially concatenating each paragraph with the
given question and inputting them into the encoder part of
the generative model to produce a question-aware vector
for each question-paragraph pair. These vectors from all
paragraphs are then merged together and provided as input
for the decoder part to predict the answer. Many alternative
approaches were also discussed in [7].

C. ARABIC NARRATIVE QA
In general, Arabic generativeQAmodels are still in their early
stages. Among 18 studies that addressed developing Arabic
Chatbots, only one of them used natural language generation
(NLG) techniques to generate human-like responses [39].
However, the dataset utilized in [39] was constructed from
automatically translated conversations from other English
datasets, Furthermore, it includes only question-answer pairs
(without context), which can not be sufficient for building
a generative QA model that aims to achieve a deeper level
of text comprehension. GEN-TYDIQA [23] dataset is the
first work(and the only one to the best of our knowledge)
proposed to address the building of generative QA models
for non-English languages. Whereas this dataset includes
human-generated answers, it has only 859 question-answer
pairs for the Arabic language and it is not available to the
public to date.

As mentioned in section II-B, the datasets for narrative
comprehension are limited to the English language. Hence,
a significant research gap exists in the development of QA
models capable of comprehending Arabic stories. The new
Arabic Narrative-QA dataset should include well-designed,
reliable, and valid questions. Furthermore, the questions
should asses narrative comprehension rather than simple text
matching or memorization.

III. METHODOLOGY
In the present research, the implementation of the Narra-
tiveQA system is attained through the employment of the
Ranker-Reader pipeline(as illustrated in Fig. 1). During the
progression of this research, we explored and evaluated
various approaches at each stage of the Ranker-Reader
pipeline, aiming to determine the most efficient ones.

To address the scarcity of Arabic-Narrative data, we intro-
duced the Arabic-NarrativeQA dataset. Additionally, to avoid
the need for extensive data collection and annotation, two
transfer learning methods were employed:

1) Utilizing the pre-trained multilingual models such as
mT5 [15] and mBART [16] (multilingual versions of
T5 [9] and BART [8] respectively). These pre-trained
models are capable of transferring the knowledge
acquired during their initial training on extensive
datasets [15], [16], enabling them to generalize effec-
tively. This characteristic is valuable when fine-tuning
them on the Arabic-NarrativeQA dataset.

2) Cross-lingual transfer learning: By fine-tuning multi-
lingual models on English Narrative-QA datasets, the
model gains the ability to comprehend English stories
and acquire the knowledge necessary to find answers
to input questions. This knowledge can be efficiently
transferred by fine-tuning the same model on a small-
scale Arabic NarrativeQA dataset.

A. ARABIC-NARRATIVE QA DATASET
To build the Arabic-NarrativeQA dataset, the collection
process involves two main phases:

• Translating the stories and question-answer pairs from
the FairytaleQA dataset [10] into Arabic. This in-
volved processing 275 stories and 9605 question-answer
pairs. A native Arabic speaker translated 70 stories
and their corresponding 3,000 question-answer pairs.
Moreover, we conducted a validation phase to con-
firm the grammatical and semantic accuracy of each
question and its corresponding answer. Furthermore,
the Google Cloud Translate API4 was employed to
translate 205 stories and 7,489 question-answer pairs.
In the subsequent sections, we will use the notations
‘‘Arabic-NarrativeQA-T’’, ‘‘Arabic-NarrativeQA-T-N’’,
and ‘‘Arabic-NarrativeQA-T-G’’ to denote the complete
dataset resulting from translation, the portion translated
by the native speaker, and the portion translated using
Google API, respectively.

• Gathering new question-answer pairs based on Arabic
stories: The 34 Arabic stories used in this collection
were sourced from various online websites. Three
native Arabic speakers participated in collecting a
total of 1000 question-answer pairs. Each individual
contributed by writing challenging questions and their
corresponding answers after reading the story thor-
oughly. Each story is divided into multiple paragraphs.
The paragraphs that have the answer to each question
were also recorded. Detailed information regarding the
number of tokens per story, token count per paragraph,
token count per question, token count per answer,
number of paragraphs per story, question count per
story, and question count per paragraph are provided
in Table 3. In the subsequent sections, we will use

4https://cloud.google.com/translate
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‘‘Arabic-NarrativeQA-C’’ notation to refer to this part
of the Arabic-NarrativeQA dataset.

FairytaleQA [10] is selected for two main reasons: Firstly,
it encompasses details regarding which paragraphs provide
answers to the given questions. This valuable information
facilitates supervised fine-tuning of BERT-based models
to determine the relevance score of each paragraph to its
respective question. Secondly, the FairytaleQA dataset [10]
was built by a group of educational experts who specifi-
cally addressed seven narrative elements while writing the
questions.

Each question in the Arabic-NarrativeQA dataset is
also labeled as a local or summary. Local questions can
be answered by reading a single paragraph. In contrast,
the questions that are labeled with ‘‘summary’’ requires
synthesizing information from multiple paragraphs. The
questions are further categorized based on whether the
answers could be explicitly or implicitly determined from
the corresponding paragraph. Explicit questions concern
obvious story facts and can be found directly in the text.
On the other hand, implicit questions require summarizing
and making inferences based on information that is not
explicitly stated in the text. Answering implicit questions
may involve paraphrasing the text or drawing conclusions
based on the story context. Therefore, implicit questions
require advanced comprehension capabilities. The weights
of implicit to explicit questions are nearly 1:2 and 1:3
in the Arabic-NarrativeQA-C, and Arabic-NarrativeQA-T
datasets, respectively. Some examples of implicit and explicit
questions, their answers, and the context are illustrated in
Table 1.

Moreover, the questions are classified according to their
intent, falling into one of the following categories:

1) Setting: Questions concerning the place, time, or over-
all context in which the story events occur.

2) Character: Questions that describe the characters,
or identify characteristics of the story’s characters.

3) Prediction: Questions that use evidence from a se-
quence of events or actions to unfold how a character
may behave within the story.

4) Causal relationship: Questions pertaining to cause-
and-effect connections between different story events
or actions.

5) Outcome resolution: Questions that ask about the
resolution or result of conflicts, troubles, or challenges
faced by characters of the story.

6) Feeling: Questions that try to uncover the emotional
conditions, reactions, states, or experiences of the
characters within the story events.

7) Action: Questions pertaining to events, behaviors,
decisions, and actions that characters perform in the
story.

To ensure accuracy in the collection of the Arabic-
NarrativeQA-C dataset, the records associated with each
story and its corresponding question-answer pairs were

initially created by one native speaker and subsequently
reviewed by at least one of the other two speakers.
An overview of the statistics pertaining to the Arabic-
NarrativeQA-C dataset, as well as the distribution of question
attributes, is presented in Table 2.

B. CROSS-LINGUAL TRANSFER LEARNING
The lack of high-quality Arabic narrative data presents a
significant challenge. To address this problem without the
need for extensive data collection and annotation, cross-
lingual transfer learning can be employed when there is
limited training data available in the target language (Arabic
in our case). This study investigates the effectiveness of
cross-lingual transfer learning in constructing an Arabic
narrative QA system using different multilingual models.
This approach has yielded promising results when employed
to build an Arabic task-oriented dialogue system [18]. Conse-
quently, we fine-tuned mT5 [15] and mBART [16] models on
English stories and question-answer pairs (FairytaleQA [10]).
Subsequently, we proceeded with an additional fine-tuning
phase on the Arabic-NarrativeQA dataset.

C. ARABIC-NARRATIVE QA SYSTEM
Referring to Section I and Fig. 1, the Ranker-reader pipeline
was used to implement the NarrativeQA System. Regarding
the Ranker block, we experimented with three approaches to
determine Psel:

1) Approach#1: We employed a TF-IDF-based similarity
approach for paragraph selection. TF-IDF is a text
representation technique commonly used in NLP
tasks [4], [40]. Initially, stop words were removed from
the text. Following the method described in [4], a TF-
IDF vector Vpj was computed for each 1 ≤ j ≤ n,
where n represents the total number of paragraphs.
Consequently, each paragraph pj is represented by
a TF-IDF vector Vpj. Furthermore, question q is
represented by a TF-IDF vector Vq. To determine the
most relevant paragraphs, we computed the similarity
score for each paragraph, pj with respect to question q.
Finally, we determine Psel using (1).

argmax
j

(
Vpj · Vq

∥Vpj∥ · ∥Vq∥

)
(1)

2) Approach#2: We adopted a methodology similar to
Approach#1, with a modification involving the uti-
lization of Arabic pre-trained encoders [24], [41]
and multilingual pre-trained language models [42] to
extract the vector representations for each paragraph
pj and question q. Notably, this approach involves
obtaining these vectors without fine-tuning the model
on the Arabic-NarrativeQA dataset. To achieve this,
we employed mean pooling on the output of the model
for each token to derive the desired representations.

3) Approach#3: In this approach, we concatenate each
paragraph pj with question q to generate paragraph-
question pairs (pj, q) for each 1 ≤ j ≤ n, where
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Table 1. Examples of implicit and explicit questions, their answers, and the context.

Table 2. Distribution of questions per category.

Table 3. Statistics of the Arabic-NarrativeQA-C dataset. The mean,
standard deviation, minimum, and maximum are reported for the
following variables: tokens count per story, tokens count per section,
tokens count per question, tokens count per answer, sections count per
story, questions count per story, and questions count per section.

n represents the total number of paragraphs. Subse-
quently, we followed the binary classification approach
and fine-tuned the Bert-based models to determine the
relevance of each (pj, q) pair. Finally, the paragraphs
are ranked based on the output probability generated
by the classification head of the fine-tuned BERT-
based model. The number of irrelevant paragraphs is
greater than that of relevant paragraphs. To address
the issue of class-imbalanced data, an undersampling
approach [43] was employed. In addition, various
other methods for handling this problem were explored
in [43].

With respect to the reader component ( Fig. 1), we fine-
tuned two multilingual models: mT5 [15] and mBART [16].
These models have been published in various versions,
each characterized by differences in model size. Considering
the GPU capacity available to us (16 GB), we opted for
the ‘‘mT5-Base’’ variant, which consists of 580 million
parameters. In addition, we selected the ‘‘mBart-Large’’
variant, which comprises 665 million parameters. Both
mT5 [15] and mBART [16] models consist of both encoder
and decoder layers, which grant them the capability to
generate text. This characteristic is in contrast to Bert-based
models, which only consist of encoder layers. Involving
the decoder layers in mT5 [15] and mBART [16] enables
them to perform tasks, such as text summarization, language
translation, and text generation. In both models, the same
set of parameters was employed during the training process,
including a learning rate of 0.00004, weight decay of 0.01,
maximum input length of 800 tokens, batch size of 2, and
a total of six epochs. Additionally, the Ranker component
was configured to select the top-3 paragraphs. As mentioned
in III-B, in cross-lingual settings, we fine-tuned the mT5 [15]
and mBART [16] models on English stories and question-
answer pairs (FairytaleQA [10]). In this phase, a learning
rate of 0.00004 was used for fine-tuning both models.
Subsequently, we proceeded with an additional fine-tuning
phase on the Arabic-NarrativeQA dataset. In this step,
learning rates of 0.00001 and 0.000002were used to fine-tune
the mT5 [15] and mBART [16] models, respectively. Table 4
summarizes the experimental settings- used for fine-tuning
the reader model.

IV. RESULTS AND DISCUSSION
As mentioned in Section III-A, the Arabic-NarrativeQA
dataset consists of two main parts: translation of the
English FairytaleQA dataset and a novel collection of
question-answer pairs specifically focused on Arabic
narratives. In the subsequent sections, we use the annotations
‘‘Arabic-NarrativeQA-T’’ and ‘‘Arabic-NarrativeQA-C’’ to
refer to the first and second parts, respectively. All
the experiments in Sections IV-B and IV-C utilize only
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Table 4. Summary of the experimental settings for fine-tuning the reader
model. The notation ‘‘−>’’ means that the model is fine-tuned in two
stages. The parameter values on the left and right sides represent the first
and second stages, respectively.

the Arabic-NarrativeQA-T part. Nevertheless, Arabic-
NarrativeQA-C was used to conduct the experiments
described in Section IV-D.

A. EVALUATION METRICS
ROUGE metrics are widely employed to evaluate the quality
of text generated automatically by comparing it against
ground-truth text produced by humans. After reviewing a
number of previously-published research studies [7], [10],
[21], [22], we selected the ROUGE-L [44] as the primary
evaluation measure for evaluating the performance of the
reader component. It measures the ratio between the length
of the longest common subsequence shared by the reference
text and the generated text, relative to the maximum length
of either the reference text or the generated text. In addition
to ROUGE-L, we also consider Rouge-1 and Rouge-2 for
evaluating the reader model. The primary difference between
these Rouge variants is the specific n-gram order considered
during the evaluation process. The equations for all Rouge
variants are provided in [44].

The evaluation of the ranker in previous studies [7],
[21], [22] cannot be conducted separately. This is because
NarrativeQA dataset [21], used in these studies lacks the
mapping between a question and its respective paragraph
containing the answer. In contrast, the Arabic-NarrativeQA
dataset includes this mapping information. To evaluate the
performance of the ranker independently, we used the
Recall@K evaluation metric, that is, the ratio between
relevant paragraphs retrieved by the ranker and the total
number of relevant paragraphs. K is set to three, as the
total number of retrieved paragraphs by the employed ranker
equals three. The precision metric was not utilized in this
study, as the employed ranker uniformly propagates the top-3
paragraphs to the reader, even if the paragraphs at positions
2 and 3 are not relevant.

B. EFFECTIVENESS OF CROSS-LINGUAL TRANSFER
LEARNING
This section studies the effectiveness of cross-lingual transfer
learning to improve the performance of multi-lingual pre-
trained models [15], [16] in Arabic narrative comprehension.
Basically, this section addresses the following questions:

• How effective is cross-lingual transfer learning when
applied to multi-lingual models in developing the
narrative comprehension models?

• Towhat degree does the size of theArabic-NarrativeQA-
T impact the performance of these models?

The results of fine-tuning twomultilingual models, namely
mT5 [15] and mBART [16], using various dataset sizes, are
presented in Table 5. These results demonstrate the effect
of increasing the size of the fine-tuning data on model
performance, both with and without the utilization of cross-
lingual learning. The first objective of this section is to
investigate the efficacy of cross-lingual transfer learning.
This is achieved by comparing the RougeL scores obtained
from fine-tuning the multilingual models (mT5 [15] and
mBART [16]) on Arabic-NarrativeQA-T, with and without
the application of cross-lingual transfer learning. Further-
more, the second objective is to assess the influence of
increasing the fine-tuning dataset size onmodel performance,
both in the presence and absence of cross-lingual learning.

The Arabic-NarrativeQA-T utilized in this section
consists of two parts: Arabic-NarrativeQA-T-N and Arabic-
NarrativeQA-T-G (more details are provided in Section III-A).
To ensure linguistic precision, both the validation and test
sets are derived from NarrativeQA-T-N. The validation set
comprises 15 stories with 544 question-answer pairs, whereas
the test set encompasses 10 stories with 340 question-
answer pairs. The evaluation metric employed in this study
is RougeL. The notations ‘‘V’’ and ‘‘T’’ indicate that the
evaluation is performed on the validation and test sets,
respectively. It is important to highlight that all stories and
their corresponding question-answer pairs in the validation
and test datasets are excluded from the English-FairytaleQA
dataset [10] during the cross-lingual transfer learning phase.

To address the first objective, we analyze the impact of the
cross-lingual transfer learning phase on the performance of
the mT5 and mBART models. Table 5 provides an overview
of the results. We observe that incorporating the cross-lingual
transfer learning phase into the models (mT5 and mBART)
significantly improved the performance of both models on
both the validation and test datasets. This performance boost
is attributed to the model’s ability to leverage the knowledge
acquired from the English-FairytaleQA dataset [10] and
effectively transfer it during fine-tuning on the Arabic-
NarrativeQA-T dataset. Remarkably, even with a relatively
small training dataset consisting of only 9 Arabic stories
and 161 question-answer pairs, the mT5 model achieved
promising results. Specifically, when cross-lingual transfer
learning was employed, the mT5 model achieved RougeL
scores of 0.295 and 0.323 on the validation and test datasets,
respectively. In contrast, without the pre-step of cross-lingual
transfer learning, the mT5 model only achieved RougeL
scores of 0.01 and 0.049 on the validation and test sets,
respectively.

To address the second objective, we analyze the results
presented in Table 5, which offer valuable insights into the
relationship between data size and model performance. The
results reveal that increasing the size of the fine-tuning dataset
significantly enhances themodels’ performance. Specifically,
when the cross-lingual transfer learning phase is not utilized,
the mT5 model exhibits a noticeable performance improve-
ment. The RougeL scores for the validation and test sets
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Table 5. Fine-tuning multilingual models using varying dataset sizes. ‘‘G’’ notation means that translations are performed using Google Translate API. The
Arabic-NarrativeQA-T dataset is used for fine-tuning and evaluation. The validation set consists of 15 stories and 544 question-answer pairs, whereas the
test set comprises 10 stories and 340 question-answer pairs. The results of increasing the dataset size on the multilingual models before and after
applying the cross-lingual transfer learning step are reported. All recorded evaluation measures are RougeL scores. The notation (V) denotes the RougeL
score on the validation data, whereas (T) represents the RougeL score on the test data.

increase substantially from 0.01 and 0.049 to 0.327 and
0.372, respectively. Similarly, mBART also demonstrates
a similar performance enhancement, with RougeL scores
increasing from 0.186 and 0.201 to 0.319 and 0.328 for
the validation and test sets, respectively. In contrast, after
the application of the cross-lingual fine-tuning phase, the
magnitude of this performance boost diminishes notably.
More specifically, for the mT5 model, the RougeL scores
for the validation and test sets increase from 0.295 and
0.323 to 0.343 and 0.379, respectively. Likewise, the mBART
model demonstrates an increase in RougeL scores from
0.275 and 0.278 to 0.34 and 0.33 for the validation and test
sets, respectively. This reduction in the magnitude of the
performance enhancement can be attributed to the fact that the
models already possess the necessary knowledge to find the
answers from the English stories. Consequently, the models
only require a small subset of the Arabic-NarrativeQA-
T dataset to transfer this knowledge to build an Arabic
Narrative-QA model.

Fig. 4 demonstrates the correlation between the training
dataset size for the mBART model and its performance,
as measured by the RougeL metric, on the test set of
NarrativeQA-T. The results indicate that by using a subset
of 34 stories from NarrativeQA-T-N in combination with
cross-lingual transfer learning, we achieve a RougeL score
equivalent to that obtained when training the model on the
entire NarrativeQA-T dataset without cross-lingual settings.
This implies that translating only 13% of the English-
FairytaleQA dataset [10] to Arabic is sufficient to achieve
strong performance in a cross-lingual setting. This finding
supports the conclusion that NarrativeQA-T-N, comprising
70 stories created by native Arabic speakers, is a suitable
foundation for building a Narrative QA system. Further-
more, the aforementioned findings strongly suggest that
cross-lingual transfer learning can be effectively employed
to achieve comparable performance with a limited size
of the fine-tuning set. Therefore, this method mitigates
the requirement for translation costs or the costly ac-
quisition of language-specific annotations for the target
language.

In summary, if we have a dataset in a high-resource
language like English and we want to build a model for a

similar task but in a different language, cross-lingual transfer
learning is an effective technique to make it work. Instead of
resource-intensive methods such as collecting a large-scale
dataset in the target language or translating the entire dataset
to train a monolingual model, cross-lingual transfer learning
can be utilized to fine-tune a multilingual model on a small-
scale dataset.

C. COMPARATIVE ANALYSIS OF VARIOUS APPROACHES
FOR RANKER AND READER
As mentioned in Section III, the implementation of the
NarrativeQA system is realized by employing the Ranker-
Reader pipeline. The evaluation of different approaches at
each stage of the Ranker-Reader pipeline is presented in
Table 6. The first column of the table holds the employed
ranker method, categorized into three distinct approaches
mentioned in Section III (separated by a horizontal line
in Table 6). Specifically, Approach #1 utilizes TF-IDF,
Approach #2 comprises AraBERT [24], AraELECTRA [41],
multilingual-BERT [33], and multilingual-distiluse [45],
whereas Approach #3 involves AraBERT-Fine-Tuned. In the
last group, denoted as True-Ranker, only the relevant
paragraphs are passed to the reader component. The second
column holds two generative multilingual models utilized to
implement the Reader. The cross-lingual transfer learning
phase is applied, and only a portion of Arabic-NarrativeQA-
T that is translated by a native speaker is employed for
fine-tuning and validation. The fine-tuning set consists of
45 stories and 2116 question-answer pairs, the validation
set comprises 15 stories and 544 question-answer pairs, and
the test set includes 10 stories and 340 question-answer
pairs. Evaluation measures for the ranker on the validation
and test sets are denoted as Recall@K(V) and Recall@k(T),
respectively. As the employed ranker consistently passes
the top-3 paragraphs to the reader, K is set to 3. The
columns Rouge1(V), RougeL(T), Rouge2(V), Rouge2(T),
RougeL(V), and RougeL(T) represent the evaluation mea-
sures for the reader on the validation (indicated as ‘‘V’’) and
test (indicated as ‘‘T’’) sets.

Due to the high degree of semantic similarity among
paragraphs within a story, the task of retrieving evidence
from narrative paragraphs becomes more difficult [7], [21],
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Figure 4. The correlation between the training dataset size and the performance with and without
cross-lingual settings.

Table 6. The experimental results achieved by utilization of diverse approaches for the ranker and reader components. The first and second columns
represent the employed ranker and reader respectively. The Arabic-NarrativeQA-T-N is utilized. The training set consists of 45 stories and
2116 question-answer pairs, the validation set comprises 15 stories and 544 question-answer pairs, and the test set includes 10 stories and
340 question-answer pairs. Recall@K(V) and Recall@k(T) columns hold the evaluation measures for the ranker on the validation and test sets,
respectively. The columns Rouge1(V), RougeL(T), Rouge2(V), Rouge2(T), RougeL(V), and RougeL(T) represent the evaluation measures for the reader on the
validation (indicated as ‘‘V’’) and test (indicated as ‘‘T’’) sets.

[22]. In our experimentation, Approach#1 and Approach#2
fail to yield satisfactory results as shown in the first
two groups of Table 6. These similarity-based approaches
determine the most relevant paragraphs by calculating the
cosine similarity score between the vector representation
of each paragraph and the vector representation of the
given question. However, Approach#1 andApproach#2 differ
in their corresponding methods of computing the vector
representation. To effectively retrieve paragraphs that are
most relevant to the given question, we follow a learnable
approach by fine-tuning the AraBERT model [24] using
the question’s evidence information provided in the Arabic-
NarrativeQA dataset. This approach yields promising results,
with Recall scores of 0.891 and 0.917 on the validation and
test sets respectively.

The findings derived from the data presented in Table 6
indicate that errors emanating from the ranker have a
cascading effect on the reader. Fine-tuning the mT5 Reader
and the utilization of the True-Ranker results in RougeL
values of 0.322 and 0.345 for the validation and test sets,
respectively. However, when the Ranker fails to retrieve
the question’s evidence from the story, the RougeL scores
decrease significantly. Specifically, using AraBERT-Fine-
Tuned Ranker results in reducing the RougeL scores to
0.284 and 0.316 for the validation and test sets, respectively.
Similarly, employing the TF-IDF Ranker results in a further
decline in the RougeL scores to 0.243 and 0.281 for the
validation and test sets, respectively.

Finally, results reveal that Arabic pre-trained encoders
fail to effectively generate the vector representations of
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paragraphs and questions in a zero-shot setting. Nevertheless,
the TF-IDF vector representation produced superior results.
Thus, other works should be conducted to enhance the
capability of Arabic pre-trained encoders in generating em-
bedding vectors for Arabic text. Furthermore, this highlights
the necessity of incorporating question evidence information
in Arabic-NarrativeQA for fine-tuning the encodes.

D. EVALUATION OF COLLECTED DATASET
This section presents a performance evaluation of the
mT5 model [15] on the Arabic-NarrativeQA-C dataset. The
results are reported in Table 7. The Arabic-NarrativeQA-
C dataset consists of three sets: set#1 (17 stories with
corresponding 518 question-answer pairs), set#2 (nine stories
with corresponding 283 question-answer pairs), and set#3
(eight stories with corresponding 199 question-answer pairs).
The sets #1, #2, and #3 were used for fine-tuning, validation,
and testing, respectively. A binary representation was utilized
to indicate whether to include a fine-tuning step on the
FairytaleQA dataset [10] (cross-lingual transfer learning),
Arabic-NarrativeQA-T, or Arabic-NarrativeQA-C. Specifi-
cally, the first column indicates whether the mT5 model was
fine-tuned on FairytaleQA [10] (1 for fine-tuned, 0 for not
fine-tuned), whereas the second column represents the fine-
tuning of the Arabic-NarrativeQA-T. Additionally, the third
column indicates whether the model is fine-tuned on set#1
of Arabic-NarrativeQA-C. ROUGE-L [44] metric was used
to evaluate the model on the validation and test sets of the
Arabic-NarrativeQA-C dataset.

The first row of Table 7 shows that fine-tuning the
base mT5 model solely on set#1 of Arabic-NarrativeQA-C
produces Rouge-L scores of 0.154 and 0.18 on the validation
(set#2) and test (set#3) sets, respectively. However, because
of the limited size of set#1, this approach is not optimal
and requires the inclusion of a cross-lingual transfer learning
step. This is demonstrated in the second row, where adding
the cross-lingual transfer learning phase results in better
performance, with Rouge-L scores of 0.337 and 0.366 on
the validation and test sets, respectively. Row#3 shows that
replacing the cross-lingual transfer-learning step with the
fine-tuning step on the Arabic-NarrativeQA-T does not lead
to any performance boost. Furthermore, combining both
steps (fine-tuning the model as indicated in row#4) does not
further improve the results because the model has already
acquired knowledge on how to answer the questions on the
English stories during fine-tuning on the FairytaleQA dataset.
Therefore, the additional step of fine-tuning the model on
the Arabic-NarrativeQA-T did not provide any additional
knowledge to the model.

The results in the last two rows of Table 5 indicate that
the model was not overfitted with the Arabic-NarrativeQA-T
dataset. Nevertheless, it can handle unseen data effectively
and generalize well with the NarrativeQA-C dataset. More
specifically, row#5 shows the evaluation results of fine-tuning
the base mT5 model on the Arabic-NarrativeQA-T dataset,
and testing it with the Arabic-NarrativeQA-C dataset. In this

Table 7. Evaluation of the mT5 model on Arabic-NarrativeQA-C. The first
column denotes whether the mT5 model is fine-tuned on English
FairytaleQA (1 for fine-tuned, 0 for not fine-tuned), and the second
column represents the fine-tuning on the Arabic-NarrativeQA-T.
Additionally, the third column indicates whether the model is fine-tuned
on set#1 of Arabic-NarrativeQA-C.

setting, the mT5 model achieves a 0.32 RougeL score on
the test set (because the model is not fine-tuned on the
Arabic-NarrativeQA-C, the result for the validation set is
not reported). Furthermore, adding another phase of fine-
tuning on Arabic-NarrativeQA-C adds a small margin of
improvement (from 0.32 to 0.328) as illustrated in row#3.

The combination of cross-lingual = 1, translated = 0, and
collected = 0 is excluded because it leads to the ‘‘accidental
translation’’ [15] problem. When the mT5 [15] model is
exclusively fine-tuned on the English-FairytaleQA dataset,
it tends to mistakenly translate a portion of its predictions into
English. Therefore, it is crucial to fine-tune the model on a set
of Arabic stories to mitigate this problem. The following is an
example of this problem:

• Question:

• Translation of the question: How did the friendship
between the crocodile and the monkey develop over
time?

• Model Output: It becomes

• Translation of model output: It becomes two best friends
talking and telling stories to each other.

• Correct Answer:

• Translation of the correct answer: The crocodile then
visited the monkey every day until the two became good
friends.

The above example demonstrates the problem of ‘‘acciden-
tal translation’’, where the model’s output consists of Arabic
and English tokens. Nevertheless, the semantic representation
of the English tokens is inherently correct. In other words,
substituting English tokens with their corresponding Arabic
translations significantly improved the accuracy of the
model’s output.

An additional phase of the assessment involves a compar-
ison between the mT5 model and ChatGPT.5 For this evalu-
ation, the identical test set (set#3 of Arabic-NarrativeQA-C)
is used to assess ChatGPT’s performance in comprehending

5https://chat.openai.com/
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Table 8. Evaluating the generated answers based on the Rouge-L measure. The question, mT5’s output, ChatGPT’s output, and the correct answer were
reported in the first, second, third, and fourth columns respectively. Subsequently, the Rouge-L scores for mT5 and ChatGPT were computed and recorded
in the fifth and sixth columns, respectively.

Arabic stories. ChatGPT is evaluated in a zero-shot setting,
where the model is prompted with question-story pairs and
generates the answer without fine-tuning it on set#1 of
Arabic-NarrativeQA-C. The ROUGE-L score obtained for
the ChatGPT is 0.232. In comparison, mT5 achieved a
higher ROUGE-L score of 0.366 on the same test set (as
indicated in Table 7), indicating a comparatively enhanced
comprehension ability and generatingmore accurate answers.

E. PERFORMANCE ANALYSIS
Whereas the ROUGE-L metric is widely utilized for evaluat-
ing machine-generated text, it does not consider synonymous
expressions that carry equivalent semantic meanings. As a
result, when a model produces an answer that is semantically
correct but employs certain synonyms, the ROUGE-L score
may be lower. Table 8 presents some acceptable answers
despite their relatively low Rouge-L scores. In the first
example, the mT5model demonstrates a notable overlap with
the tokens present in the reference answer. On the other
hand, ChatGPT generates a semantically correct answer by
including synonymous terms, such as the word ‘‘abilities’’

mentioned in Table 8. As a result, the mT5 achieves a
notably improved Rouge-L score. In the second example,
both the mT5 and ChatGPT models provide correct answers
when prompting feelings of the elephant. Nevertheless, both
models continue to generation answers to clarify the factors
affecting this feeling, leading to relatively low Rouge-L
scores for both models. Finally, in the third example, the mT5
model generates a succinct answer when queried regarding
the reason for the aridity of the valley. Consequently, mT5
obtains a relatively low Rouge-L score.

An additional phase of the investigation is conducted to
identify the characteristics of the questions that the models
struggle to answer. These challenging questions are classified
into three primary categories:

• Questions that ask about implicit feeling and emotion
• The correct answer for the question is scattered inmany
paragraphs

• Questions that require multi-hop reasoning: Answer
this type of question, requires a deeper level of reason-
ing, collecting, and combining disparate fragments of
information from the story to generate the answer.
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Table 9. Identifying some challenges in finding the answers. The question, mT5’s output, ChatGPT’s output, and the correct answer were reported in the
first, second, third, and fourth columns respectively. Subsequently, the specific challenge associated with each question is recorded in the fifth column.

Table 9 shows some of these questions along with the
corresponding answers generated by mT5 and ChatGPT, the
ground-truth answer, and the specific challenge associated
with each question.

The first row demonstrates one of the questions that
requires the model to conclude the emotional state associated
with a particular situation. When emotional feelings are
not explicitly mentioned in the text, the task of answering
such questions becomes more difficult. The question asks
‘‘how the crocodile is emotionally affected by the loss of his
friendship with the monkey?’’. The mT5 model generated a
response that closely answers the question, capturing what
the crocodile was thinking about himself after the incident
but without explicitly mentioning the emotional feeling itself.
On the other hand, ChatGPT focused on paraphrasing the
question without directly answering the emotional state.

The second row of Table 9 shows a question regarding
the ingredients of the soup that are scattered in multiple
paragraphs. Answering this question entails comprehending

two paragraphs to accurately enumerate all the ingredients.
Water, salt, pepper, cabbage, and carrots are scattered in
the first paragraph, whereas other ingredients are scattered
in the second paragraph. The mT5 extracted only the final
ingredient that was explicitly mentioned in the first para-
graph. Although ChatGPT, was unable to enumerate all the
ingredients, it yielded an answer that was closer to the ground
truth. After a thorough debugging process, we identified a
potential cause of this issue. The ranker erroneously retrieved
an unrelated paragraph and ranked it in the first position. The
two relevant paragraphs containing the necessary ingredients
were ranked in the second and third positions, respectively.
As illustrated in Section III, only the top-3 paragraphs are
passed to the reader due to GPU limitations. Consequently,
the paragraph with crucial ingredients at the third position
was trimmed, as the concatenation of all paragraphs (in the
ranking order) exceeded the maximum input length of 800 for
the reader. Owing to the trimming of important information
from the input of the reader, the generated answer does not
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contain all ingredients. To address this issue, a future study
will be conducted to increase the maximum input length of
the reader model (utilizing Fusion-in-Decoder (FiD) [38]).
Consequently, the critical content was prevented from being
trimmed.

The last example in Table 9 demonstrates the need
for multihop reasoning to answer challenging questions.
In particular, the question ‘‘What happened between the
monkey and the crocodile when the monkey returned to the
jamon tree?’’ relies on the model’s ability to understand the
sequence of events and the interactions between the monkey
and the crocodile before and after the incident.

‘‘The monkey agreed and jumped on the crocodile’s
back. . .With this, the two friends moved towards the wide,
deep river. And when the two friends were far from the bank
of the river and the jamon tree, the crocodile said to the
monkey, ‘‘I am very sorry. . . I am sorry to tell you that I must
kill you, though I shall miss our conversations.’’ The monkey
thought quickly and said, ‘‘. . . but I left my heart behind in
the jamon tree. Do you think we can come back to get it?’’
The crocodile believed the monkey and quickly ran back to
the jamon tree. The monkey jumped off the crocodile’s back
and climbed to his safe place in the tree. He told him, ‘‘I
thought you were my friend. Don’t you know that our hearts
are within us? I will never trust you again or give you fruit
from my tree. Go away and don’t come here again.’’ The
crocodile felt foolish for losing a friend and a supply of
sweet, delicious fruit. And the monkey saved himself because
he thought quickly. From that day on, he never trusted the
crocodile again.’’

The sequence of events is bolded in the paragraph.
The event of climbing the tree occurred immediately after
returning to it. However, this event is incorrect because the
question inquired about the interaction between the monkey
and the crocodile at that particular moment. The correct
subsequent event is when the monkey said, ‘‘I will never

trust you again or give you fruit from my tree.’’ However,
to decide whether this event is the correct one and to
generate a human-readable answer, a crucial step involves
understanding the pronouns, and all preceding events must be
considered.

It is observed that the mT5 model ignores a specific aspect
of the query, namely the relationship ‘‘between the monkey
and the crocodile.’’ Instead, the model generated an answer
related to the event of the monkey returning to the jamon
tree. By contrast, ChatGPT generates novel events that do not
entirely exist in the entire story.

V. CONCLUSION AND FUTURE WORK
This study addressed the challenging task of Narrative
Comprehension in the Arabic language. The primary gap is
the scarcity of available Arabic narrative datasets. This gap
was filled by introducing the Arabic-NarrativeQA dataset.
Two paths were followed to construct this dataset: Translating
the stories and question-answer pairs from FairytaleQA
dataset into Arabic and collecting new question-answer pairs
onArabic stories. To the best of our knowledge, this is the first
machine-reading comprehension dataset tailored specifically
for Arabic stories.

The Arabic-NarrativeQA system was implemented using
the Ranker-Reader pipeline, with the exploration and eval-
uation of various approaches and models at each stage.
Selecting the paragraphs that are most relevant to a question
is a more challenging task because of the high degree of
semantic similarity among the paragraphs within a story.
To address this issue, a learnable ranker was implemented.
Consequently, the AraBERT model was fine-tuned using
evidence information provided in the Arabic-NarrativeQA
dataset. Regarding the reader component, two multilingual
generative models were employed to generate the answer
after comprehending the selected paragraphs passed by the
ranker.

Moreover, the effectiveness of cross-lingual transfer learn-
ing was investigated to improve the model performance.
Experiments showed that incorporating the cross-lingual
transfer learning step into the models (mT5 and mBART)
significantly improved the performance of both models. This
refers to the model’s ability to leverage the knowledge
acquired from the English stories and effectively transfer it
during fine-tuning on the Arabic-NarrativeQA dataset.

By introducing the Arabic-NarrativeQA dataset and mak-
ing it publicly accessible, the aim is to encourage advanced
research in Arabic Narrative Comprehension tasks. The
Arabic-NarrativeQA dataset and techniques employed in the
Ranker-Reader pipeline are expected to serve as a foundation
for future research and to facilitate the development of more
sophisticated models that can accurately and contextually
answer questions based on Arabic stories.

The current study addressed the limitations of the imple-
mented readers, which process only three paragraphs from the
ranker owing to the available GPU memory. Consequently,
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the reader models may fail to generate correct answers if the
required information is implicitly spread across more than
three paragraphs. To overcome this problem, future work
will explore fusion-based techniques for processing several
paragraphs. Specifically, each paragraph is concatenated with
a question and input into the encoder part of the generative
model. This process produces question-aware vectors for
each question-paragraph pair, which are then fused together
and utilized as input for the decoder to generate more accurate
answers.

VI. ETHICAL CONSIDERATIONS
In the data collection phase, each contributor read the entire
story to ensure that the stories were appropriate within
Arab culture. Phrases that could be considered inappropriate,
potentially harmful, or culturally sensitive were manually
replaced or removed. The stories were exported mainly from
two websites.

1) hindawi.org A non-profit organization that aims to
spread knowledge and culture among Arabic speakers.
By referring to the privacy policy, the content is free for
learning purposes.

2) mawdoo3.com By referring to point#4 of the privacy
policy, the content can be exported for non-profit
educational purposes.

Regarding the FairytaleQA dataset [10], the authors explicitly
stated that it’s for public research use. In the context of this
study, both the dataset and fine-tuned models are accessible
to other researchers for further model development and non-
profit educational purposes.
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