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ABSTRACT The significance of automatic text summarization (ATS) lies in its task of distilling textual
information into a condensed yet meaningful structure that preserves the coremessage of the original content.
This summary generated byATS plays a crucial role in simplifying the processing of textual information, as it
captures the primary ideas of the source text while eliminating lengthy and irrelevant textual components. At
present, the landscape of ATS is enriched with a multitude of innovative approaches, with a notable focus on
optimization-based methods. These optimization-driven ATS techniques have introduced new perspectives,
illuminating the field with their heightened accuracy in terms of metrics like ROUGE scores. Notably, their
performance closely rivals other cutting-edge approaches, including various methodologies within the realm
of machine learning and deep learning. The review presented in this paper delves into recent advancements in
extractive ATS, centering mainly on the optimization-based approach. Through this exploration, the paper
underscores the gains and trade-offs associated with adopting optimization-based ATS compared to other
strategies, specifically with the application of real-time ATS. This review serves as a compass, pointing
towards potential future directions that the optimization-based ATS approaches should consider traversing
to enhance the field further.

INDEX TERMS Extractive summarization, optimization-based summarization, automatic text summariza-
tion, optimization algorithm.

I. INTRODUCTION
Automatic Text Summarization (ATS) is a sophisticated task
that involves distilling large amounts of textual information
from one or more source documents into a shorter, more
concise form. The primary objective is to capture the essence
of the original content while preserving its context and mean-
ing. This intricate process is achieved by carefully selecting
relevant sentences and eliminating redundant or less signifi-
cant details. The resulting summary should be coherent and
understandable on its own, making it valuable for individuals
seeking quick insights without delving into the entirety of the
source material.

The associate editor coordinating the review of this manuscript and

approving it for publication was Nikhil Padhi .

Scholars such as Widyassari et al. [40], Mahajani et al.
[15], and El-Kassas et al. [9] have grouped ATS techniques
into distinct categories: abstractive, extractive, and hybrid
approaches. These categories reflect the underlying strategies
used to create summaries. Abstractive methods aim to gener-
ate novel sentences that capture the essence of the original
content, even if the exact wording may differ. Extractive
methods, on the other hand, directly select sentences or
segments from the source text to construct the summary.
Hybrid approaches combine elements of both abstractive and
extractive techniques to achieve a balance between content
preservation and creative expression.

ATS leverages a variety of scientific techniques, includ-
ing Machine Learning, Deep Learning, Optimization
Algorithms, Fuzzy Logic, and Semantic-Based techniques.
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Machine learning approaches involve training models on
datasets annotated with labels indicating whether a piece of
text is a ‘‘summary’’ or ‘‘non-summary.’’ However, these
methods heavily depend on having access to extensive and
accurately labeled data, which can be a limitation. Deep
learning techniques, as demonstrated in works by researchers
like Yao et al. [41], Nallapati et al. [20], and Warule et al.
[39], offer the potential to mimic human reading styles
and comprehension. The rise of Large Language Models
(LLM) has recently illuminated the landscape of ATS, where
LLM has found widespread adoption across various domains,
including ATS. The works demonstrated by Tang et al. [51]
and Zhang et al. [52] challenge the prevailing sentiment
surrounding deep learning-basedATS, showcasing promising
summary results. In addition to summarization generation,
the work by Gao et al. [59] has also explored the usage of
ChatGPT to perform a human-like summary evaluation.

Moreover, newer approaches in LLM, like Zhang et al.
[53] and Shi et al. [71], have used ChatGPT and GPT4,
respectively, through an iterative prompt method that shows
promising results in producing summaries. Lastly, it is note-
worthy to highlight that the summaries generated by deep
learning-based ATS approach leveraging Large Language
Models (LLM) are significantly influenced by the design of
the prompts. This influence has been discussed and investi-
gated by Wang et al. [60] and Ma et al. [62].
Optimization-based ATS approaches come with a notable

computational cost, as highlighted by El-Kassas et al. [9].
This computational expense demands substantial resources
and power, posing challenges to the execution speed and
cost-effectiveness of optimization-based ATS approaches.
Efforts to mitigate these challenges have led to the par-
allelization of optimization algorithms, as demonstrated
in studies by Sanchez–Gomez et al. [30] and Sanchez-
Gomez et al. [31]. While parallelization improves effi-
ciency, achieving real-time application of ATS remains a
persistent challenge, as observed in studies including Verma
and Om [37], Lovinger et al. [14], Shetty and Kallimani
[32], and Srivasta et al. [34]. Recent work by Wahab
et al. [63] explicitly addresses critical performance issues
in optimization-based ATS, particularly those utilizing an
expensive ATS repair operator scheme. The introduction of
the decomposition-based multi-objective differential evolu-
tion (MODE/D) significantly reduces serial execution time,
showcasing advancements beyond prior work by Sanchez-
Gomez et al. [31] in generating a 200-word summary from
DUC2002. Notably, beyond the focus on the ATS repair
operator scheme, this paper aims to comprehensively explore
additional performance issues inherent in optimization-based
ATS approaches.

The rest of the paper will be organized in the following
order: Section II discusses the real-time application of ATS.
Next, Section III presents and illustrates the classification
of ATS approaches. Section IV highlights ATS approach
validation in terms of summary quality and performance.

Section V explores optimization-based ATS approaches.
Section VI analyses the summary quality and performances
of optimization-based ATS approaches. Finally, Section VII
concludes the paper and provides the future direction of
optimization-based ATS approaches.

II. APPLICATION OF AUTOMATIC TEXT SUMMARIZATION
The relevance of ATS has increased over the years due to the
massive amount of textual information generated on the inter-
net, as textual data requires proper summarization techniques
to reduce the maintenance effort and necessitates techniques
to condense the information intomeaningful summaries with-
out losing the original context. Additionally, Mahajani et al.
[15] highlighted that developing methods to create digests or
summaries from vast textual information has been a forefront
area of research, with text summarization being a prime
example of such a technique.

ATS also finds applications across various knowledge
domains, where using a textual summary instead of the
original data can significantly enhance search algorithms.
Real-time ATS refers to producing a textual summary within
a specified time frame for a given input text size. While
the speed of generating a summary is crucial in real-time
ATS, it is equally important that the summary’s quality meets
acceptable standards as outlined in service level agreements
(SLAs).

Next, Table 1 outlines the domains where ATS is essential
for real-time tasks. Categorizing these domains is crucial
because the ATS approach must meet each application’s
requirements. For instance, an ATS approach utilizing an
advanced optimization algorithm that takes several days to
summarize multi-document content is impractical for real-
time ATS applications. Therefore, ensuring the adequacy of
an ATS approach for real-time tasks necessitates a com-
prehensive performance analysis to verify and validate its
reliability. Moreover, Table 1 outlines real-time ATS appli-
cations that are not limited to optimization-based ATS but
include other scientific-based ATS approaches, such as deep
learning-based ATS.

Based on the deliberations presented in Table 1, the sig-
nificance of real-time ATS is evident across diverse domains,
and to be effective in real-time applications, an ATS approach
must possess the ability to rapidly generate succinct sum-
maries without compromising precision. Notably, El-Kassas
et al. [9], Jani et al. [45], Yadav et al. [46], Goularte et al. [47],
and Ma et al. [48] have extensively covered and elucidated
domains where real-time ATS applications are not essential.
As a result, this discussion will explore the domains left
unaddressed by these studies.

III. CLASSIFICATION OF TEXT SUMMARIZATION
APPROACHES
In this section, various categorizations of ATS approaches
are explored, considering factors such as their capacity to
process multiple documents as input, generate novel words
not present in the input, adapt to diverse languages, and their
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TABLE 1. Real-time application of automatic text summarization. TABLE 1. (Continued.) Real-time application of automatic text
summarization.

algorithmic domain. Herein, delineate the standard classifica-
tion schemes employed for scientific-based ATS approaches.

FIGURE 1. The generic ATS system architecture has different input
volumes, output novelty, approach domain, and language versatility.

A. GIVEN THE CAPABILITY TO CHANNEL A SPECIFIC
VOLUME OF INPUT
In this classification, ATS approaches are categorized based
on their capability to process input from a single or
multiple document source. When considering the input,
an ATS approach categorized as ‘‘single-document ATS’’
can exclusively handle input from a single document source
and generate the necessary summary. While this approach
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is more straightforward than multi-document ATS, its prac-
tical applicability in real-world scenarios is limited, given
that textual information often originates from multiple
documents.

Conversely, an ATS approach categorized as ‘‘multi-
document ATS’’ is designed to work with input from
more than one document source, and it can also handle
a single-document input if needed. However, this versatil-
ity comes with challenges, including the need to address
redundancy in input from multiple documents and main-
tain relevance to the main topic of the textual information.
Fig. 1. presents the representation of both single-document
and multi-document ATS classifications.

Next, Table 3 consolidates the optimization-based ATS
approaches with a column labeled ‘‘multi-document’’ (MD)
to distinguish the approach specific to single and multi-
document summarization. In addition, there are many
more recent scientific-based ATS approaches, such as deep
learning-based ATS. For instance, the ability of LLM-based
automatic text summarization systems to handle both single
and multi-document summarization depends on the model’s
architecture. Some LLMs are designed for single-document
tasks, but others, like GPT models based on the Transformer
architecture, can be adapted for multi-document summariza-
tion. While these models excel at summarizing individual
documents, researchers have developed techniques to extend
them for multi-document tasks. Multi-document summariza-
tion involves considering information from multiple source
documents, requiring additional architectural considerations
and training process modifications to handle the complexities
effectively.

Lastly, Tang et al. [51], Zhang et al. [52], Zhang et al. [53],
Guan et al. [54], Bajaj et al. [55], Xu et al. [56], and Joshi
et al. [57] are some of the latest works that revolve around the
single-document deep learning-based ATS approach whereas
Ghadimi and Beigy [58] deals with multi-document deep
learning-based ATS.

B. GIVEN THE CAPABILITY TO INTRODUCE NOVELTY IN
OUTPUT
Concerning the novelty in generating summary output from
a piece of textual information, an ATS approach falls under
the abstractive category if it embeds novel words not initially
present in the input. Furthermore, these newly generated
words are contextually derived from the content of the origi-
nal input, typically requiring a substantial dataset to generate
relevant terms. Conversely, an ATS approach is classified as
extractive if it extracts words from the input. In this classi-
fication, the ATS approach prioritizes identifying the most
critical content within the input. In addition, abstractive text
summarization involves generating concise summaries by
interpreting and paraphrasing source content using advanced
NLP techniques, such as transformer models. It aims to cap-
ture essential meaning and can handle diverse writing styles.

In contrast, extractive summarization selects and combines
sentences directly from the source text based on certain fea-
tures like sentence length and term frequency. It prioritizes
factual accuracy but may result in less coherent summaries.
Both approaches offer unique strengths, with abstractive
methods providing human-like summaries and extractive
methods preserving the original wording of the source.

The hybrid text summarization approach seamlessly inte-
grates elements from both abstractive and extractive methods
to capitalize on their respective strengths. Fig. 1. illustrates
the workflow of a hybrid-class ATS approach, showcasing
the effective combination of essential features from both cat-
egories. An initial extractive step identifies critical sentences
or phrases, forming the summary’s foundation and applying
an abstractive model to enhance coherence. While the hybrid
approach aims to balance the factual accuracy of extractive
methods and the linguistic quality of abstractive methods,
it is essential to note that some ATS approaches in the hybrid
class may face challenges due to a lack of clear guidelines on
the optimal integration of features from each category. This
ambiguity can sometimes result in less precise summaries,
highlighting a potential drawback within the hybrid class of
ATS methods.

Noteworthy examples of ATS approaches in the hybrid
class include the work presented by Sahoo et al. [25],
Gehrmann et al. [10], Liu et al. [13], Rudra et al. [24], Alami
Merrouni et al. [79], Pei et al. [80], and Ansary [81].

C. GIVEN THE ATS APPROACH’S LANGUAGE VERSATILITY
In addition to classifying ATS approaches based on their
summary generation methods and ability to handle different
input sizes, another classification criterion relates to their pro-
ficiency in handling various languages. The ATS approach’s
ability to handle various languages leads to a growing interest
in language-specific ATS, designed to summarise content in
particular languages. Notable examples of this specialization
include Arabic language-specificATS, as demonstrated in the
works of Qassem et al. [22] and Al-Radaideh and Bataineh
[5]. Besides Arabic, there are also Indonesian language-
specificATS explored byGunawan et al. [82], Timalsina et al.
[83], and Lin et al. [84].
As shown in Fig. 1., language-specific ATS systems

require input in a specific language and involve special
processing steps on the language-specific module. In this
approach, the language module adapts training data repre-
sentative of the target language and implements language-
specific tokenization processes, considering the syntax,
grammar rules, and linguistic nuances unique to that lan-
guage. Fine-tuning the language model on language-specific
data and adapting Named Entity Recognition models fur-
ther contribute to the proficiency of the language-specific
ATS technique. Additionally, one of the challenges language-
specific ATS faces is the distinct linguistic features and
characteristics inherent to each language. Therefore, the
language-specific ATS approach should be equipped to
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handle language-specific ambiguities and idioms. Conse-
quently, anATS approach tailored to a particular language can
incorporate specific linguistic elements and clauses, enhanc-
ing the quality of the generated summaries.

D. GIVEN THE CLASSIFICATION OF ATS APPROACH
DOMAIN
In this categorization, a systematic classification based on the
employed algorithms sheds light on the technical nuances of
these approaches. For example, an ATS approach grounded in
scientific principles falls under various algorithmic domains,
including fuzzy logic, optimization, deep learning, and
machine learning. Specifically, ATS approaches that leverage
optimization algorithms to formulate summarization as an
optimization problem are categorized as optimization-based
ATS approaches. Throughout this paper, the focal point of
discussion lies in optimization-based ATS, which emphasizes
the current landscape of optimization-based ATS. Within this
classification, optimization algorithms function as heuristics
to transform the words designated for summarization into a
format aligning with the parameters and categories of the
optimization algorithm. Regardless of the chosen algorith-
mic domain for ATS, there are discernible advantages and
disadvantages, succinctly summarized in Table 3 for further
deliberation.

To sum up, ATS approaches can undergo diverse catego-
rizations, encompassing the method they employ to generate
summaries, their capacity to handle varying input sizes, their
proficiency in handling specific languages, and their classifi-
cation based on their algorithmic domain.

IV. TEXT SUMMARIZATION APPROACH VALIDATION
To gauge the quality of a summary generated by an ATS
approach, it must undergo a standardized evaluation process.
Several datasets are available for this purpose, with examples
including those from the Document Understanding Confer-
ences (DUC). The DUC dataset comprises extractive and
abstractive approach datasets, further differentiating between
datasets with sentence segmentation and those with full text
without such segmentation. Alongside the DUC dataset, there
are other frequently employed datasets like CNN, Daily
Mails, and Gigaword; however, recent ATS research predom-
inantly relies on the DUC dataset for evaluation.

Concerning domain-specific datasets, News datasets have
consistently been the preferred choice for ATS approaches
due to their accessibility. Additionally, datasets from other
domains, such as legal, medicine, and finance, are available.
Table 2 highlights and lists the datasets available for these
mentioned domains.

A. TEXT SUMMARY QUALITY
In addition to datasets, assessing the quality of the gener-
ated summary is a crucial step. The widely adopted tool
for this purpose is the ROUGE metric software package,
readily available as an open-source tool online. The ROUGE
metric software is responsible for systematically evaluating

TABLE 2. Domain-specific dataset.

summaries produced by ATS heuristics. This evaluation
involves comparing the summary generated by the heuris-
tic with a set of reference summaries created by humans
to gauge its quality. Besides ROUGE metrics (Precision,
Recall, and F1-score), other metrics are widely used in the
literature, such as METEOR (Metric for Evaluation of Trans-
lation with Explicit ORdering), BLUE (Bilingual Evaluation
Understudy), and CIDER (Consensus-based Image Descrip-
tion Evaluation).

Hence, the quality of a summary generated by an ATS
approach is gauged and validated using the ROUGE met-
rics software tool. Apart from the ROUGE-n score, Sanchez
Gomez et al. [29], Sanchez Gomez et al. [30], and Sanchez
Gomez et al. [31] propose an alternative measurement
method, which includes the Range and Pearson’s coefficient
of variation (CV). The CV provides another dimension of
looking at an ATS approach stability. These measurements
are expressed in the general formulas for ROUGE-n (1),
Range (2), and CV (3), respectively.

Rouge − n (recall) =
Countmatch

(
gramn

)
count

(
gramn

) (1)

Range = ROUGEbest − ROUGEworst (2)

CV =
Range

ROUGEaverage
∗100 (3)

The Rangemeasurement (2) assesses the variation between
the highest and lowest ROUGE scores for a specific topic.
A smaller range value signifies less disparity between the
topic’s best and worst ROUGE metric scores. Conversely,
the CV measurement (3) offers a more concise assess-
ment, indicating an ATS approach’s consistency across var-
ious topics. A smaller CV value suggests that a particular
ATS approach exhibits more excellent stability or robust-
ness than other approaches when addressing the same topic.
Numerous assessment methods are available when evaluat-
ing the quality of summaries generated by ATS approaches.
For instance, Steinberger [35] outlines several summary
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quality evaluation criteria, including grammatical correct-
ness, absence of redundancy, referential clarity, and structural
coherence within the realm of text quality evaluation. In terms
of content evaluation, various metrics come into play, such
as cosine similarity, F-score, recall, unit overlap, and n-gram
matching (ROUGE). Notably, works by Sanchez-Gomez
et al. [29], Sanchez-Gomez et al. [30], Sanchez-Gomez et al.
[31], and Wahab et al. [63] emphasize the importance of
non-redundancy as a convergence criterion in conjunction
with n-gram matching (ROUGE).

Therefore, it is evident that the quality of summaries pro-
duced by ATS approaches can be evaluated using a diverse
range of metrics. It is essential to note that an ATS’s perfor-
mance typically refers to the approach’s ability to produce
summaries according to the mentioned quality evaluation
criteria. This performance evaluation does not necessarily
pertain to practical aspects like execution time, which will
be discussed in Section IV-B.

B. CPU PERFORMANCE MEASUREMENT
In addition to assessing the summary’s quality, it is imperative
to gauge the performance of an ATS approach. Sanchez-
Gomez et al. [30], Sanchez-Gomez et al. [31], and Wahab
et al. [63] introduced the use of CPU time or execution time
as a measure of the duration required for an ATS approach
to generate a summary. Furthermore, they evaluated the par-
allelization performance of their parallel ATS approach by
employing metrics such as the speedup ratio and parallel effi-
ciency. This approach is widely acknowledged and accepted.
Consequently, efforts to parallelize an ATS approach should
include reporting these performance metrics alongside the
summary quality metric, as discussed in Section IV-A.
In addition to assessing the CPU Time of an algorithm

used in ATS, an alternative method is proposed by Wahab
et al. [63] to provide a more practical measure of an ATS
approach’s effectiveness in producing a meaningful summary
for specific applications. To evaluate an ATS approach based
on its capacity to generate a certain number of words within
a given time frame, denoted as ‘‘n’’ words in ‘‘t’’ seconds (4)
can be used. The WPS (Words Per Second) metric considers
the algorithm’s processing time, irrespective of its domain
(e.g., multi-document, deep learning), and focuses solely on
its ability to produce words within a defined time interval
measured in seconds.

WPS ∝
n
t

(4)

For instance, consider the case of the approach devel-
oped by Sanchez-Gomez et al. [31], which requires approx-
imately 2068.70s to generate 200 words for the DUC2002
topic (d070f). This scenario would yield the following
computation.

WPS =
200 words

2068.70 seconds
= 0.097 ws−1

Finally, apart from utilizing CPU time, speedup, and effi-
ciency as performance metrics, assessing an ATS approach’s

performance can also include using WPS. This metric pro-
vides a more pertinent evaluation, particularly concerning the
approach’s effectiveness in delivering a summary within a
time-constrained context.

V. OPTIMIZATION-BASED AUTOMATIC TEXT
SUMMARIZATION APPROACH
This section discusses the landscape of optimization-based
ATS approaches found in the current literature. Then, sub-
sequently shed light on the prevalent performance-related
concerns, showcasing the existing challenges confronted
by these optimization-based ATS methods. Ultimately, the
paramount importance of addressing performance issues in
optimization-basedATS approaches is underscored, an aspect
frequently overlooked in the existing literature.

FIGURE 2. The overall program flow of the optimization-based ATS
system encompasses document preprocessing, results processing, and
solver modules.

Its reliance on optimization algorithms to generate sum-
maries characterizes optimization-based ATS from other
scientific-based ATS approaches. Fig. 2. above illustrates
how optimization algorithms are typically employed as solver
modules within an ATS system. Within the framework of
optimization-based ATS, the task of automatic text summa-
rization is viewed as an optimization problem that requires
the application of optimization algorithms. Furthermore, ATS
often manifests as an NP-complete problem from a compu-
tational complexity theory perspective, as Asgari et al. [6]
noted when the input size is large enough. Therefore, the
performance of an optimization-based ATS approach must
be considered before said optimization-based ATS approach
could be applicable in many domains, especially the real-time
applications of ATS, as discussed previously in Table 1. In
the optimization-based ATS approach, the textual input is
commonly divided into individual sentences before an ATS
problem can be formulated as an optimization problem. Each
sentence is then encoded in a binary string, with ‘0’ indicat-
ing the absence of the sentence in the final summary and
‘1’ signifying that the sentence should be included in the
final summary. Then, the operation of optimization algo-
rithms may vary depending on their specific classes, but they
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TABLE 3. Summary of different algorithm domains of ATS approaches with its gains and losses.

typically adhere to common steps such as the population
initialization and the optimization parameters initialization.
Optimization algorithm parameters are initially set, includ-
ing factors like objective functions, mutation rate, crossover
rate, maximum iteration, and error tolerance. Subsequently,
optimization begins with the creation of initial populations,

followed by ongoing population mutation, identifying the
best solution, and considering the defined constraints and
objective functions. As depicted in Fig. 2., the solution gen-
erated through optimization undergoes additional processing
in the result processing module. The optimization-based ATS
approach’s generated summary is crafted at this stage based
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on the solution or multiple candidate solutions from the opti-
mization algorithm and the provided textual input.

Furthermore, optimization-based ATS approaches are
characterized by their substantial computational demands.
This aspect is not unique to optimization-based approaches
but is shared with machine learning and deep learning meth-
ods.When employing neural network frameworks inmachine
learning and deep learning ATS, extensive computational
power is required, particularly for training neural networks
on large datasets. Hence, optimization-based ATS, machine
learning, and deep learning ATS inherently entail significant
computational demands.

In the context of optimization-based ATS, the work con-
ducted by Sanchez-Gomez et al. [29] employs the Artifi-
cial Bee Colony (ABC) algorithm to generate summaries.
In this study, they recognize that the nature of ATS
aligns well with multi-objective optimization techniques.
This alignment arises because optimization-based ATS com-
monly seeks to maximize content coverage while minimiz-
ing redundant information simultaneously. Consequently, the
multi-objective optimization technique is better suited for
optimizing these dual criteria than the single-objective opti-
mization technique. Sanchez-Gomez et al. [29] emphasize
that utilizing a single-objective optimization technique can
introduce subjective biases that significantly affect ATS solu-
tion quality. However, a simple decomposition technique
could be introduced to address this by applying non-biased
weight dynamically to drive the optimization toward the
Pareto front.

Verma and Om [37] also endeavor to address the
extraction-based approach for multi-document ATS. Their
work employs the Shark Smell Optimization (SSO) meta-
heuristic as a means to tackle ATS challenges. In contrast to
the approach presented by Sanchez-Gomez et al. [29], this
work introduces a supervised model for sentence extraction
and an unsupervised model for generating single documents
from multiple source documents. Furthermore, the study
highlights three crucial optimization criteria: context cover-
age, text unit non-redundancy, and relevancy. These criteria
align with those that Sanchez-Gomez et al. [29] proposed,
underscoring their significance in crafting effective sum-
maries. The heuristic introduced by Verma and Om [37]
prioritizes maximizing coverage and relevancy while mini-
mizing redundancy, a strategy denoted as maximum coverage
and relevancy with minimal redundancy (MCRMR). More-
over, the works presented by Saleh et al. [28], Umam et al.
[36], Benjumea and León [7], Qiang et al. [23], Alguliyev
et al. [4], and Sanchez-Gomez et al. [29] all focus on optimiz-
ing ATS for context coverage and redundancy reduction as
primary optimization criteria. Therefore, it is identified that
these criteria are crucial in yielding good-quality summaries
in optimization-based ATS.

Furthermore, the exploration of optimization-based ATS is
extended by Alguliyev et al. [4]. Their research proposes a
two-stage sentence selection model incorporating clustering

and optimization techniques. Additionally, the study intro-
duces an adaptive differential evolution (DE) algorithm as
a mutation strategy. Alguliyev et al. [4] emphasize the sig-
nificance of the mutation operator, which alters a solution
by adding or removing sentences in the candidate summary.
More mutations are often necessary to yield higher-quality
summaries, making the mutation operator crucial for achiev-
ing good ROUGE metrics evaluations. Their results are com-
pared to those of Saleh et al. [28], representing the only
multi-objective approach available in the literature at the time
of their work. To date, other multi-objective approaches have
been proposed by Sanchez-Gomez et al. [29], Wahab et al.
[63], and Abo-Bakr and Mohamed [64] for multi-document
ATS. It is worth noting that Alguliyev et al. [4] acknowledge
that the analysis of CPU time for their proposed heuristic
remains an open research question, indicating potential issues
related to program execution time. However, the execution
time is not disclosed as it lies outside the primary focus of
their work.

Next, optimization-based ATS approaches pose
performance-related challenges, and these issues have not
received significant attention within the current research
landscape. For instance, the work of Sanchez-Gomez et al.
[30] underscores the criticality of addressing execution time
concerns associated with their proposed heuristic. To tackle
this issue, they employOpenMP to parallelizemulti-objective
Artificial Bee Colony (MOABC) specifically for solving
multi-document ATS. It is worth noting that the serial execu-
tion time of their approach is quite substantial, approximately
221485.10 seconds, equivalent to about 61 hours and 52 min-
utes, for the topic of d061j. This observation aligns with the
findings in the work by Alguliev et al. [1], which also high-
lights performance issues related to the Differential Evolution
(DE) algorithm.

Additionally, Sanchez-Gomez et al. [31] introduce an
updated MOABC approach, incorporating a decomposition-
based technique. The proposed enhanced heuristic is a
decomposition-based multi-objective Artificial Bee Colony
(MOABC/D) and has been parallelized using OpenMP
to leverage multicore processing capabilities. Further-
more, Sanchez-Gomez et al. [31] achieved improved
execution times for the serial version of MOABC/D,
reaching an efficiency of 84.45% when executed on
sixty-four threads. Nevertheless, the improvement demon-
strated here does not remedy the performance issues at
the core.

Delving into the performance challenges highlighted in
earlier studies by Sanchez-Gomez et al. [29], Sanchez-
Gomez et al. [30], Sanchez-Gomez et al. [31], and Saleh
et al. [28], Wahab et al. [63] has introduced an improved
repair operator scheme explicitly designed to address the
inefficiencies associated with expensive repair operator
schemes. In this enhancement, Wahab et al. [63] intro-
duce MODE/D, explicitly targeting a performance issue in
optimization-based ATS arising from the utilization of overly
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complex swarm intelligence optimization and the use of
a resource-intensive ATS repair operator. Although the repair
operation is executed based on the chance of similarity thresh-
old on the solutions, it had consumed a significant portion
of the optimization time in previous works Sanchez-Gomez
et al. [29], Sanchez-Gomez et al. [30], and Sanchez-Gomez
et al. [31]. The enhanced ATS operator scheme proposed by
Wahab et al. [63] employs a lightweight sentence scoring
approach to reduce recalculations and minimize the creation
of intermediate frequency tables and document mean vectors
for candidate solutions. However, the decomposition-based
method of the weighted sum is employed byMODE/D, and it
has affected the stability of the said approach. The CV values
obtained by MODE/D are significantly higher than MOABC
and MOABC/D.

Moreover, apart from the works presented by Sanchez-
Gomez et al. [30] and Sanchez-Gomez et al. [31], Zamuda
and Lloret [43] explore the parallelization of text summa-
rization as a parallel task. In their study, they opt for a Grid
Computing environment to parallelize ATS tasks, enabling
multiple optimization processes to run concurrently. Their
work demonstrates that conducting more function evalua-
tions proves advantageous in terms of parallelism. Addi-
tionally, both Zamuda and Lloret [43] and Alguliyev et al.
[4] employ self-adaptive differential evolution (DE) in their
proposed heuristics. However, DE in Zamuda and Lloret
[43] work operates concurrently without dependencies based
on modeled data-driven summarization. Notably, Zamuda
and Lloret [43] place a significant focus on recall metrics
rather than performance metrics, unlike the approach taken
by Sanchez-Gomez et al. [30] and Sanchez-Gomez et al.
[31]. They highlight that recall values can be obtained from
various ROUGE metrics, including ROUGE-1, ROUGE-2,
ROUGE-L, or ROUGE-SU4, which represent distinct types
of n-grams, indicating contiguous sequences of n items
within a textual unit. Furthermore, they emphasize that higher
recall values contribute to summary accuracy in terms of
content coverage, and their model surpasses the powerful
COMPENDIUM system in the Natural Language Processing
(NLP) field.

In addition, Mojrian and Mirroshandel [17] draw atten-
tion to the adverse impact of fitness function formulation
on the performance of evolutionary algorithms. Their work
underscores the importance of aligning the enhancement of
an evolutionary algorithm’s fitness function with its per-
formance evaluation. The performance of such algorithms
ultimately determines their suitability for real-time ATS
applications. Furthermore, Rudra et al. [24] emphasize the
challenges posed by processing real-time information dur-
ing emergencies, particularly on microblogging sites like
‘‘Twitter.’’ They propose a method claimed to be time and
memory-efficient, which allows them to outperform the base-
line in terms of quality, event coverage (content coverage),
effectiveness, and utility in disaster scenarios. Regrettably,
their work does not emphasize performance metrics such

as CPU time analysis, although it does highlight the recall
score.

Moreover, the recent trends in optimization-based ATS
approaches favor incorporating swarm intelligence optimiza-
tion techniques. This trend is evident in the works of
Tomer and Kumar [68], Debnath et al. [65], Aote et al.
[66], and Vaissnave and Deepalakshmi [69], where the Fire-
fly algorithm, Cat swarm optimization, Binary PSO, and
Glowworm swarm optimization (GSO) have been adopted,
respectively. Despite these optimization-based ATS meth-
ods showcasing notable improvements in summary quality,
these works have ignored a just as important dimension:
the performance of the newly introduced optimization-based
ATS approaches. It is worth reiterating that the performance
of an optimization-based ATS approach will allow it to
be applicable in many domains, especially the real-time
application of ATS that yearns for accuracy at a brisker
pace.

In addition, the emergence of LLMs has breathed a
new life and substantially impacted optimization algorithms.
They contribute by excelling in representation learning,
enabling effective transfer learning for optimization tasks
with limited labeled data, assisting in problem formula-
tion and encoding through natural language understanding,
automating hyperparameter tuning, and enhancing algorith-
mic performance through integration and guidance. LLMs
are also employed for problem-specific language model-
ing, aiding in domain-specific optimization nuances. Addi-
tionally, researchers explore their use in meta-optimization
tasks, where LLMs learn to adapt optimization strategies
across diverse tasks. In the field of ATS, LLMs are cur-
rently being used to generate extractive and abstractive sum-
maries in many domains and have yielded promising results.
The instances of these related works are listed in Table 3,
primarily classified under deep learning-based ATS. While
offering significant advantages, applying LLMs to optimiza-
tion algorithms remains an evolving field, with ongoing
research seeking innovative ways to leverage these models
effectively.

In conclusion, optimization-based ATS approaches must
consider algorithmic performance alongside the production
of high-quality summary results. These approaches inher-
ently demand significant computational resources. While
parallelization efforts can help, addressing the fundamental
aspects of ATS algorithm performance is essential. For exam-
ple, these performance difficulties can be tackled by employ-
ing less complex optimization algorithms or optimizing the
core algorithm more efficiently. Simplifying the algorithmic
steps, improving the mutation operator, enhancing objective
functions, and refining the repair and selection operators are
all viable strategies to create a less computationally intensive
yet intelligent optimization-bassed ATS approach suitable for
real-time application. Lastly, the preceding delineation can be
summarized in Table 4, where these optimization-based ATS
approaches are further juxtaposed with their optimization

4900 VOLUME 12, 2024



M. H. H. Wahab et al.: A Review on Optimization-Based Automatic Text Summarization Approach

algorithm classification, multi-objectivity usage, support for
multi-document domains, and parallelization efforts.

TABLE 4. List of optimization-based ATS approaches.

VI. COMPARATIVE PERFORMANCE REVIEW OF
OPTIMIZATION-BASED ATS
In this section, the review focuses on the summary quality
performance of optimization-based ATS. The scope of the
reviews is defined as follows to examine the results of the
works listed in Table 4:

• ATS approach that uses the DUC2002 dataset as input
for their optimization-based ATS approach.

• ATS approach that employs performance measurement
(summary quality) using ROUGE – n (ROUGE – 2).

• ATS approach that addresses multiple documents.
The reviews of optimization-based ATS approaches within
the defined scope can then be discussed systematically and
tabulated in Table 5.

TABLE 5. List of optimization-based ATS approaches in scope of review.

A. ROUGE-2 SCORES OF OPTIMIZATION-BASED ATS
APPROACH
The remainder of this section is structured as follows:
first, the ROUGE – 2 score of optimization-based ATS is
discussed, followed by the average ROUGE – 2 score of the
optimization-basedATS, and then the CVof these approaches
is discussed further. Finally, the comparative re--view exam-
ines factors such as the number of fitness function effects on
the best ROUGE – 2 score achieved by optimization-based
ATS.

Based on Table 6 and Fig. 3., the optimization-based
ATS approaches of Adaptive DE, NGSA – II, MOABC,
CDE (Model – III), MOABC/D, LSSA (criterion parameter
of µ = 7), and MODE/D tabuluted. These approaches
are solving for the same DUC2002 dataset, spanning topics
from d061j to d070f. Notably, MODE/D outperforms the
other optimization-based ATS approaches with an average
ROUGE-2 score of 0.348, MOABC/D with 0.342, and LSSA
with 0.335. In contrast, CDE, MOABC, NGSA – II, and
Adaptive DE achieved average ROUGE-2 scores of 0.275,
0.312, 0.263, and 0.238, respectively, indicating slightly
inferior performance. The primary distinction among these
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TABLE 6. Overall Rouge-2 score of optimization-based ATS approaches for each Duc2002 topic.

heuristics, particularly MOABC/D and MODE/D, lies in
implementing the multi-objective optimization algorithm
with a decomposition approach.

It is essential to highlight that Adaptive DE is the only
approach that does not employ a multi-objective optimiza-
tion algorithm. During the publication of this work, multi-
objective optimization algorithms were still an emerging field
of optimization algorithms, likely contributing to Adaptive
DE’s relatively weaker performance than its counterparts.
Moreover, as Section IV-A discussed, CV indicates an ATS
approach’s stability or robustness when addressing different
topics. A smaller CV value suggests that a particular ATS
approach maintains greater stability when addressing the
same topic compared to other approaches. In alignment with
the observations from Table 6 and Fig. 3., it becomes evident
that both MOABC and MOABC/D exhibit notably low CV
values, indicating their stability in addressing the DUC2002
dataset. On the other hand, CDE, NGSA – II, Adaptive-
DE, and MODE/D display comparatively higher CV values,
suggesting slightly less stability in their performance with the
DUC2002 dataset.

Nevertheless, it is essential to note that the CV for
MOABC/D is slightly higher compared to MOABC. This
increment could be due to the modifications, reworkings,

and refactorings undertaken during the development of
MOABC/D, potentially introducing a minor degree of insta-
bility. However, MOABC/D still achieves an impressive aver-
age ROUGE-2 score of 0.342, surpassing other heuristics
except MODE/D. Furthermore, while MODE/D stands out as
the top-performing optimization-based ATS approach based
on average ROUGE-2 scores, it encounters challenges when
dealing with significant CV values in comparison toMOABC
and MOABC/D. The increase is due to the implementation
of a less complex enhanced ATS repair operator scheme
that operates based on a simple weighted-sum approach as
a decomposition method in MODE/D. While acknowledging
its compromised nature aimed at substantially reducing serial
execution time, it has demonstrated significantly greater CV
values than MOABC/D and MOABC [63].

Furthermore, Fig. 3. illustrates that all approaches faced
challenges when addressing the topic d069j, resulting in
suboptimal performance compared to the topic d068f, where
most heuristics performed well, except for CDE (Model-III)
and MODE/D. It is worth highlighting that among the
presented approaches, MOABC/D and MODE/D stand out
as the optimization-based ATS approaches employing a
decomposition-based technique. In this approach, the ini-
tially intricate Pareto front is decomposed into several
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FIGURE 3. ROUGE-2 Score of optimization-based ATS approaches against
DUC2002 topic.

subproblems, aiming to find a set of non-dominated solutions
based on the information exchanged from neighboring sub-
problems. Consequently, the Pareto front is further exploited
and explored by the optimization’s gradient. Next, both
MODE/D and MOABC/D results demonstrate the effective-
ness of this decomposition approach compared to their coun-
terparts. This comparison between MOABC and MOABC/D
reveals a substantial increase in the average ROUGE – 2
scores, rising from 0.312 to 0.342, representing an approx-
imately 9.61% improvement.

Next, Fig. 4. provides numerical indicators for the ATS
approaches in brackets in the following format: Approach
(Number of Fitness Function), e.g.,MOABC/D (2). The num-
ber represents of the fitness functions integrated into each
optimization-based ATS approach. Notably, it becomes evi-
dent that the approaches utilizing two fitness functions tend
to outperform their counterparts, exemplified by MOABC
and MOABC/D. Surprisingly, CDE (Model – III), despite
employing the highest number of fitness functions, falls short
in comparison to MOABC and MOABC/D. In addition, the
top four approaches of MODE/D, MOABC/D, MOABC,
and LSSA all employ the same objective functions: content

FIGURE 4. Average ROUGE-2 score of Optimization-based ATS
Approaches.

coverage and similarity reduction (or redundancy reduction).
The average ROUGE-2 scores obtained by the approaches
suggest that further exploring these objective functions could
still be an open research question.

Consequently, it can be inferred that the number of fit-
ness functions incorporated does not consistently correlate
with a higher average ROUGE score. In reality, an increased
quantity of fitness functions often results in performance
degradation for the optimization algorithm. The performance
degradation occurs mainly because fitness functions repre-
sent one of the most computationally intensive aspects within
the optimization algorithm. Having more than two or an
excessive number of fitness functions will directly hamper
the algorithm’s performance as it significantly impacts the
evaluation of solution scores.

B. PERFORMANCE REPORTS OF OPTIMIZATION-BASED
ATS APPROACH
In this section, the studies listed in Table 7 consider algorithm
performance as one of their performance metrics. They
have reported the serial and parallel execution time for
their optimization-based ATS approaches in generating a
200-word summary from the DUC2002 dataset. As previ-
ously mentioned, multi-document ATS is a computationally
intensive task. Therefore, reporting its performance is crucial
for its relevance and applicability in real-time ATS appli-
cations, as discussed in Section II. The previous section
explored the influence of the number of fitness functions on
the performance of optimization-based ATS. However, sev-
eral other factors can affect the performance of optimization-
based ATS, including:

• Number of fitness functions used (as well as the com-
plexity of fitness function).

• The number of evaluation criteria (e.g., coverage, redun-
dancy, relevancy) could further increase the fitness func-
tion’s complexity.

• The complexity of the optimization algorithm could
directly impact the optimization-based ATS approach.
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• Inefficient data structures and recalculation of the same
vector (i.e., non-cached static vector).

• Inefficient memory distribution of the given optimiza-
tion problem (i.e., insufficient knowledge of machine
underlying memory architectures).

• Repairing multiple candidate solutions.
• Extensive ATS repair operator scheme.
• Expensive sentence-scoring method for ATS repair
operator.

With that said, numerous profiler tools are available for
identifying hotspots and bottlenecks in optimization pro-
grams. Additionally, various methods to address slow serial
programs, including the introduction of parallelization of the
serial program, have been adopted by Sanchez-Gomez et al.
[30] and Sanchez–Gomez et al. [31].

TABLE 7. List of optimization-based ATS approaches that report
execution time.

Next, according to Table 8, the ATS approach presented
by Sanchez–Gomez et al. [29] initially had a super lengthy
average execution time of 33 hours. However, they rec-
ognized this issue and tried to address it in their subse-
quent work Sanchez-Gomez et al. [30]. In this later work,
they parallelized the base algorithm of MOABC for solving
extractive multi-document ATS, significantly reducing the
average execution time from 30 hours to just 0.97 hours.
Furthermore, Sanchez–Gomez et al. [31] further enhanced
the base algorithm introduced by Sanchez – Gomez et al.
[29], improving average ROUGE – 2 scores. They also have
parallelizedMOABC/D and compared it to their earlier work,
Sanchez–Gomez et al. [29]. Consequently, the parallel work
on MODE/D by Sanchez–Gomez et al. [31] achieved longer
execution times, completing in 1.87 hours compared to the
previously improved version, which took 0.97 hours. Nev-
ertheless, the parallelization work done by Sanchez-Gomez
et al. [30] and Sanchez-Gomez et al. [31] still struggles in
terms of execution time, as demonstrated in Table 8.

TABLE 8. Execution time (ET) in seconds of serial MOABC, parallel
MOABC, parallel MOABC/D, serial MODE/D from Sanchez-Gomez et al.
(2018) [29], Sanchez-Gomez et al. (2019) [30], Sanchez-Gomez et al.
(2020) [31], and Wahab et al. (2023) [63].

Table 9 shows the performance of the optimization-based
ATS approaches in a tabular manner where the execution
time of these approaches is stated and transposed to hours
for MOABC and MOABC/D. In addition, the WPS values
are calculated alongside its average execution time. Next,
a precise observation emerges, indicating that the execu-
tion time of MODE/D far precedes that of MOABC and
MOABC/D, even in their parallel variants. This massive
serial execution time reduction obtained by Wahab et al. [63]
is with the integral technique of introducing an enhanced
ATS repair operator scheme and by foundation using a
less complex optimization algorithm, MODE. In addition,
it is notable that the MODE/D approach repairs only a
single candidate solution that surfaced from the optimiza-
tion process and employs a lighter sentence-scoring scheme
in their ATS repair operator. On average, the time taken
by Parallel MOABC and Parallel MOABC/D to generate
a 200-word summary from the DUC2002 dataset stands at
approximately 0.97 hours and 1.87 hours, respectively. In
retrospect, the long execution time of these optimization-
based ATS approaches directly contributes to their inappli-
cability in real-time ATS applications. In terms of Execution
Time (ET), the serial iteration of MODE/D exhibits supe-
rior performance compared to both Parallel MOABC and
Parallel MOABC/D. Based on Table 9, it is observed that
MODE/D yields exactly six words per second, whereas Par-
allel MOABC/D, MOABC/D Serial, MOABC Parallel, and
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MOABC serial yield 1.65 × 10−3 wps, 57.21 × 10−3wps,
548.52 × 10−6 wps, and 29.73 × 10−3 wps respectively.
Therefore, in terms of WPS, only MODE/D yields a substan-
tialWPS as compared toMOABC andMOABC/D. The usage
of expensive ATS operator schemes with costly sentence
scoring methods has directly attributed to the substantial
execution times of these optimization-based ATS approaches.

TABLE 9. Word per second (WPS) of MOABC (Serial), parallel MOABC,
MOABC/D (Serial), MOABC/D (Parallel), and MODE/D (Serial) in
generating a 200-word long summary.

In summary, optimization-based approaches in ATS face a
multitude of potential influencing factors. Beyond the con-
siderations previously discussed regarding their impact on
performance, it is crucial to recognize the diverse develop-
ment paths of individual ATS approaches. These factors may
not uniformly affect every optimization-based ATS method,
and there could be additional, unexplored elements contribut-
ing to performance variations. Emphasizing the need for
performance metrics becomes paramount for the viability
of new optimization-based ATS approaches, ensuring their
relevance and applicability in real-time ATS applications.

VII. CONCLUSION
As highlighted in Section II, there is a significant demand for
real-time Automatic Text Summarization (ATS) applications.
However, despite this critical need, many recently introduced
ATS approaches have overlooked the dimension of perfor-
mance measurements. Consequently, while these approaches
may produce excellent results in terms of summary quality,
their suitability for real-time applications remains uncertain.
Furthermore, Section III presented a refined classification of
ATS, considering factors such as the ability to handle single
or multiple documents, generate novel summaries, support
multi-lingual documents, and the specific algorithmic domain
of the ATS approach. In addition, Section III-D condensed
the ATS approach domains, including optimization, fuzzy
logic, deep learning, and machine learning, in a tabular man-
ner. In Table 3, these scientific-based ATS approaches are
juxtaposed with their gains and losses, enriching the current
overview of the landscape of ATS approaches that are cur-
rently being approached in many techniques.

Notably, the deep learning-based approach in ATS has
garnered considerable attention, particularly with the rise
of Large Language Models (LLMs). Significantly, the deep

learning-based approach in Automatic Text Summarization
(ATS) has garnered considerable attention, particularly with
the rise of Large Language Models (LLMs). Notably, Yang
et al. [94] have explored the application of ChatGPT as a
text summarizer, challenging the conventional use of ROUGE
metrics as the sole indicator for evaluating ChatGPT’s sum-
maries and advocating for improved evaluation metrics. Fur-
thermore, research by Wang et al. [60] and Ma et al. [62]
underscores the importance of prompt design in enhancing
the resilience of summaries generated by LLM deep learning-
based ATS approaches. In essence, while deep learning-based
ATS methods exhibit significant promise, there remains a
need for comprehensive studies, particularly on widely used
datasets, to assess their robustness in generating summaries
across both extractive and abstractive ATS domains.

Next, in Section IV, this review study focused on vali-
dating ATS approaches, highlighting both the quality of the
produced summaries and the potential performance measure-
ments that can be reported for an ATS approach. Additionally,
a more meaningful measurement approach for ATS that was
introduced by Wahab et al. [63] is reiterated and calcu-
lated for the current optimization-based ATS approaches,
providing guidelines for assessing the performance of an
ATS approach. Section V centered on optimization-based
ATS approaches, emphasizing their limitations from a tech-
nical perspective. Within this section, various performance
issues associated with optimization-based ATS were also
highlighted. In Section V, the argument was made for future
optimization-based ATS research endeavors to incorporate
performance considerations alongside ongoing efforts to
enhance summary quality outcomes.

In Section VI, an analysis was conducted on both the
quality of summaries, as indicated by ROUGE-2 scores, and
the performance of optimization-based ATS approaches. It
was observed that none of these approaches have been effec-
tively applied to real-time applications, but one approach
using MODE/D by Wahab et al. [63] achieves 33s in serial
execution. However, there is a lot more work that could be
applied to further speed up the presented approach, such
as using parallelization and enhancing the core algorithm.
This limitation arises from suboptimal reported performance
and the high computational demands associated with most
of these approaches. A comparative review was conducted
on optimization-based ATS approaches, specifically those
addressing multi-document ATS through multi-objective
optimization algorithms.

Additionally, the impact of the number of fitness functions
on the complexity of optimization-based ATS was discussed,
highlighting how this could directly affect approach per-
formance and providing a comparative assessment of its
influence on ROUGE metric scores. From the deliberation,
it is concluded that the ideal fitness function number is not
more than two. Moreover, it is highlighted that the fitness
function of content coverage and redundancy reduction or
similarity reduction yields the best average ROUGE-2 scores,

VOLUME 12, 2024 4905



M. H. H. Wahab et al.: A Review on Optimization-Based Automatic Text Summarization Approach

as demonstrated by Sanchez-Gomez et al. [31] and Wahab
et al. [63] and Abo-Bakr and Mohamed [64]. Next, based on
the optimization algorithm technique, the conclusion drawn
from this analysis is that the decomposition-based approach
employed by Sanchez-Gomez et al. [31] andWahab et al. [63]
yielded the best results in terms of summary quality, as indi-
cated by ROUGE metrics. Furthermore, it is highlighted that
performance issues rooted in Sanchez-Gomez et al. [31] have
been addressed by Wahab et al. [63]. They have highlighted
that the usage of an expensive ATS repair operator scheme
along with a complex optimization algorithm has undeniably
led the previous approach to inhibit a performance issue.
Ultimately, what makes it worse is that the MOABC/D and
MOABC are repairing for more than one candidate solution,
and in the end, only a single good summary is evaluated. Nat-
urally, the multi-objective optimization algorithm produces
a set of non-dominated solutions. However, only a single
best summary is required. (Abo-Bakr and Mohamed) [64].
Therefore, the act of repairing multiple candidate solutions is
counterproductive in the context of general summary evalua-
tion [63]. While the parallel MOABC/D algorithm performed
better than the parallel MOABC algorithm when run on a
multicore system with 64 threads, it falls short of being
suitable for real-time ATS applications due to its extended
execution time.

In conclusion, a suggestion was put forth in Section V to
adopt a more straightforward approach when dealing with
multi-objective ATS by utilizing a less intricate optimization
algorithm. This strategic shift aims to enhance ATS perfor-
mance, particularly for real-time applications. Furthermore,
any optimization-based ATS approach should meticulously
report its performance metrics to make it suitable for real-
time ATS applications, allowing users to establish reasonable
expectations regarding waiting times and instilling confi-
dence in the newly introduced approach. Additionally, con-
sidering using a decomposition-based optimization technique
to identify effective Pareto optimal solutions is crucial for
such approaches. Lastly, an ATS approach must holistically
consider overall algorithm performance, not solely focusing
on summary quality, as neglecting this performance dimen-
sion will render it unsuitable for real-time applications.
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