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ABSTRACT Metaphorical memes, where a source concept is projected into a target concept, are an essential
construct in figurative language. In this article, we present a novel approach for downstream learning tasks
on metaphorical multimodal memes. Our proposed framework replaces traditional methods using metaphor
annotations with a metaphor-capturing mechanism. Besides using the significant zero-shot learning
capability of state-of-the-art pretrained encoders, this work introduces an alternative external knowledge
enhancement strategy based on ChatGPT (chatbot generative pretrained transformer), demonstrating its
effectiveness in bridging the intermodal semantic gap. We propose a new concept projection process
consisting of three distinct components to capture the intramodal knowledge and intermodal concept gap
in the forms of text modality embedding, visual modality embedding, and concept projection embedding.
This approach leverages the attention mechanism of the Graph Attention Network for fusing the common
aspects of external knowledge related to the knowledge in the text and image modality to implement the
concept projection process. Our experimental results demonstrate the superiority of our proposed approach
compared to existing methods.

INDEX TERMS Memes, metaphor, concept projection, cognitive computing, multimodal machine learning,
knowledge graph, large language models.

I. INTRODUCTION
Metaphors are at the intersection of computational linguistics,
cognitive science, and psychology. They are a type of
figurative language that is different from literal language and
are rhetorical devices applied to pieces of literal language
resulting in an ‘emergent meaning’. Metaphors are different
from other constructs of figurative language, i.e., sarcasm,
irony, simile, satire, hyperbole, and humor. Three metaphor
theories mostly inspire existing research about metaphor
in Computational Linguistics. Metaphor Identification Pro-
cedure (MIP) [2] is built around the semantic contrast of
the basic and contextual meaning aided by large annotated
data. Selectional Preference Violation (SPV) Theory [3] is
based on the abnormal word-pair association. According to
Computational Metaphor Theory(CMT) [4], metaphors are
creative cognitive constructs that map a source concept to
a target concept using a common attribute. Typically, the
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source concept is more concrete, while the target concept
is more abstract, requiring a cognitive mechanism. In the
case of a multimodal meme, the source concept can be in
text, whereas an image can represent the target concept.
Such conceptual metaphors can be conventional or novel.
Multimodality in such ‘novel’ cases adds additional semantic
complexity. For example, in Figure 1, the concept transition
has to occur between the source domain (in image) and the
target domain (in text) with the help of external knowledge
about samurai swords. The pair of a source and a target
concept in a metaphor is also called the pair of a tenor and
a vehicle [5] where the vehicle gives its property to the tenor.
The concept projection between the tenor and the vehicle
in a metaphor requires [6] substantial cognitive ability and
contextual knowledge. While a function approximation of
a cognitive mechanism can be attempted using a machine
learning model, the knowledge aspect requires a specific
knowledge input into the learning mechanism.

It is well established that images are more effective [7],
[8] than pure text in communication. This explains the
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FIGURE 1. An example of a metaphorical meme found in the MET-meme
data set [1] along with the annotations.

relative popularity of memes as a linguistic construct. Making
meaning out of memes is a type of multimodal machine
learning task [9] in which inputs are made of ‘atomic
units of information’ of different modalities. Making a
successful interpretation of a multimodal meme is inherently
a multicontextual learning problem, as it also involves
knowledge context in addition to the multimodality of the
content itself. Hence, memes are frequently used in all
formats of disinformation campaigns that are inherently
multicontextual [10] in nature.
Metaphors have been well-researched in Natural Language

Understanding (NLU) and Computer Vision. The two main
tasks in linguistic metaphor research are metaphor iden-
tification and interpretation, where interpretation depends
on successful identification. In existing linguistic metaphor
research, metaphor interpretation must incorporate concept
transition [11], [12] in a paraphrased rendering of the
intended meaning. Even efforts towards metaphor identifica-
tion are yet to be immensely successful [13] in the case of
novel conceptual metaphors.

Compared to NLU and Computer Vision, more work must
be done on metaphorical memes and consequent downstream
learning tasks. Existing research has been primarily about
downstream discriminative tasks that do not use metaphor
detection as a building block, i.e., detection of hateful memes
[14] and offensive memes [15], sarcasm detection [16],
characterization of meme entities [17], and detection of
sentiment [18], [19], [20], [21] as well as emotion in memes.
Even for purely metaphor-centric research on memes, there
needs to be more work in metaphor identification and
interpretation.

For multimodal memes relying on conceptual metaphors,
the literal meaning or local knowledge resident in the
image and text of the meme is not enough for its semantic
interpretation. A learning model tasked with interpreting
the meme needs to implement the cognitive mechanism
of concept projection with the help of global knowledge,
i.e., a combination of the resident local knowledge and
acquired global knowledge is necessary. The work described
in this article addresses this requirement by acquiring this
global knowledge and modeling the concept projection
mechanisms. A three-pronged strategy of state-of-the-art
visual-linguistic pretrained models with significant zero-shot

learning capability for harnessing local knowledge, innova-
tive use of ChatGPT for harnessing global knowledge, and
a graph attention-based mechanism for modeling concept
projection has been used in this work to achieve state-of-the-
art performance in downstream learning tasks.

The remainder of this article is structured as follows.
Section II reviews the state-of-the-art in the related areas.
Section III discusses the proposed approach in detail.
In Section IV, the data set used in this work and the
implementation details are described. In Section V, the
overall performance, analysis of the results, and ablation
study are provided. Section VI concludes the article.

II. RELATED WORK
A. MULTIMODAL MACHINE LEARNING FOR MEMES
At a top level, the existing work in multimodal machine
learning can be categorized as follows:
• Fusion: Several strategies have been proposed that rely
on variants of concatenation methods such as [22],
[23], [24], and [25], early fusion, late fusion, hybrid
fusion, tensor fusion, hierarchical fusion etc. depending
on how the different modalities are concatenated. For
meme-related downstream tasks, it was found that early
fusion is most effective [26] among fusion approaches.
Zhao et al. [27], in the Facebook hateful meme challenge
data set, reported the same using CLIP-based embedding
of image and text modality, i.e., early fusion performed
much better than other fusion strategies. However, the
fusion approach does not utilize the intermodal semantic
gap and is not expected to work well for metaphorical
memes.
Attention schemes between modalities are based on
the assumption that the modalities are complementary
and use the attention mechanism [28], [29], [30], [31],
[32] between modalities to capture the intermodal
information. It then concatenates this information with
the information from individual modalities. However,
the co-attention schemes work better for modalities
that complement each other in visual-linguistic tasks
such as Visual Question Answering. For contradicting
information frommodalities where one of the modalities
has ‘benign confounders’ requiring concept transition,
this approach is not the most effective. This issue was
observed in the FaceBook Hateful Memes Challenge
[33], [34] where the data set had ‘benign confounders’.
Therefore, this approach needs to be also revised for
metaphorical memes.
The latent feature vector approach projects the different
modalities into a common latent feature space using
methods such as the variational autoencoder(VAE) [35],
[36]. This approach also needs to pay attention to the
intermodal information and has not been used so far for
meme-related tasks.

• Visual Linguistic (VL) models: The visual-linguistic
models [37], [38], [39], [40] are an extension of
the transformer-based architecture in NLP and follow
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an overall strategy of pretraining and fine tuning.
These models have reached state-of-the-art in many
visual linguistic tasks. However, these models have
challenges [41] such as cross-modal alignment, trans-
ferability issues such as cross-task gap, cross-lingual
gap, overfitting, and distribution gap between training
and deployment. Although the VL models work well
for complementary modalities in applications such as
Visual Question Answering(VQA), some of the above
shortcomings were observed in the FaceBook Hateful
Memes Challenge [33], [34] itself. The cross-modal
alignment issue is expected to become prominent in
the case of metaphorical memes. Similarly, as the
text-based hate detection models were found to have
bias [42], VL models for the hate meme detection
task also exhibited bias [43] and consequent lack of
generalizability. Without any specific effort to source
global knowledge to address discordant modalities,
researchers have used other alternatives with none of
them achieving any outstanding results, i.e., sentiment
[44], multitask learning [45], data augmentation [46],
and an ensemble [47], [48] of models. Kiran et al.
[49] have adopted an ensemble approach consisting
of a Visual Linguistic(VL) model and cross-attention
scheme with suitable domain augmentation to record a
sizable performance in hate meme detection but still fail
in cases of the semantic gap between modalities.
CLIP [50] is a recent significant effort to address the
transferability challenge faced by VL models. CLIP
learns a shared multimodal embedding by large-scale
pretraining and provides zero-shot learning capability
across training and deployment. Recently BLIP-2 [51]
has implemented an efficient, cost-effective pretraining
strategy while enhancing performance in zero-shot
learning. Hence, in this work, we have used BLIP-2
[51] to harness the local knowledge available in each
modality of the memes but devised other mechanisms
to harness intermodal information.

• Knowledge-based approach for discordant modal-
ities: This is an evolving area of research. Learning
tasks [33], [52], [53], such as the detection of offensive
memes, emotion, and propaganda techniques, have only
had moderate success so far. The MediaEval 2022
NewsImages task [54] was also built around the complex
semantic relationships [55] between the modalities.
Few researchers have used the intermodality gap
as a feature [44], [56], [57], [58], [59], [60] for
the downstream machine learning task. Capturing
inconsistency between modalities is effective only in
specific scenarios like fake news detection, where
this inconsistency itself is an attribute of fakeness.
However, capturing inconsistency between modali-
ties is insufficient to model concept transition in
metaphors.
Internal knowledge is the information in each modality
and is stored as implicit knowledge as weights of the

neural network of visual linguistic models. On the
other hand, the main external knowledge sources are
WordNet, Wikidata, DBPedia, ConceptNet [61], and
Visual Genome [62]. The recent work on multimodal
memes has mainly used ConceptNet [16], [17], [63],
[64], [65] as an external knowledge source. The reason
for choosing ConceptNet is that it encompasses several
knowledge categories, such as part-whole relationships,
utility relationships, factual knowledge, behavioral
knowledge, common event knowledge, etc., which
otherwise have to be sourced from individual knowledge
repositories.

B. LARGE LANGUAGE MODELS AS A SOURCE OF WEB
KNOWLEDGE
Web knowledge encompasses both external and internal
knowledge [66] and offers a significant advantage. Therefore,
the work described in this article relies on the web
knowledge rather than common sense knowledge sourced
from ConceptNet. The recent emergence of large language
models such as ChatGPT provides an excellent opportunity
[67] as a source of web knowledge in knowledge-intensive
tasks. ChatGPT is powered by GPT-3.5, a language model
trained on a wide range of text data from the internet,
making it capable of answering a wide array of questions
on numerous topics, from general knowledge to technical
inquiries, offering a versatile and adaptable knowledge base.
This, coupled with its ability to understand context and
generate coherent responses, allows ChatGPT to provide
more nuanced and detailed answers to questions, enhancing
the quality and accuracy of the information.

ChatGPT has been successfully used in several knowledge-
intensive tasks as a replacement for traditional knowledge
sources such as Wikipedia, i.e., zero-shot information
extraction [68], knowledge-based data augmentation [69],
knowledge-based question-answering [70], text classification
[71] and key phrase generation [72]. In key phrase generation,
ChatGPT is seen to outperform [73] state-of-the-art models.
The work described in this article has adopted ChatGPT as a
source of web knowledge.

C. DOWNSTREAM LEARNING TASKS ON MEMES
Specifically, concerning the downstream learning tasks, such
as the detection of intent, sentiment, and offensive nature of
the content, the existing work is still a ‘work in progress’. The
challenge in these tasks is in capturing the authorial intent that
depends on the literal meaning of the modalities and semiotic
relations between modalities.

The harmful meme detection task has a significant overlap
with the offensive meme detection task. Shivam Sharma et al.
[14] in their survey on harmful meme detection, list complex
abstraction, insufficient sample size, contextualization, and
subjectivity in annotation as some of the critical challenges.
Yehia Elkhatib et al. in ‘Memes to an end’ [74] point out that
factors such as cultural aspect, demographics of users, and
knowledge about the entities in the memes are essential to
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assess the offensive nature. Lanyu Shang et al. [15] proposed
a framework capturing the analogy between modalities to
detect the offensive nature of memes. It extended the existing
deep learning-based approach using a fusion of global
and local visual context captured by detected objects, text
features, and user comments. When writing this article,
Knowmeme [63] is the only existingwork for offensivememe
detection tasks that use knowledge context by building a
knowledge graph based on ConceptNet.

More work needs to be done on the detection of intent
in memes. Diaz and Ng [75] pointed out that capturing the
hidden message and intention behind a meme is by itself a
novel task that is challenged by the lack of a specific corpus
with a suitable taxonomy of intent. Kruk et al. [76] proposed
a multimodal data set based on Instagram posts, but so far,
researchers have not been able to completely capture the
‘complex meaning multiplication’ mentioned in this work.

The sentiment and emotion detection tasks on memes have
seen comparatively more work. The domain of sentiment
analysis [77] and opinion mining of customer reviews [78]
is not yet subjected to any advanced investigation for
metaphorical memes. Most of the existing work in sentiment
analysis [21] has been based on different fusion approaches
except for a few [18], [19], [20] that employ a graph-based
approach to capture complex intermodal relationships.

There is a single existing ‘all-in-one’ approach [79] for
downstream learning tasks in multimodal memes, where a
multitask deep learning framework has been used to learn
all downstream tasks. However, that work does not use
metaphor-capturing functionality as a building block.

D. EXTERNAL KNOWLEDGE INTEGRATION STRATEGY
The predominant source of external knowledge in meme-
related learning tasks has been ConceptNet. External
knowledge integration strategies in the existing work with
multimodal memes can be divided into two categories.

• Strategies based on Attention and Fusion: Shivam
Sharma et al., in their AOMD framework [15], used
comments on social media as the source of external
knowledge along with the Cross-Attention mechanism
in the model for detection of offensive memes. Shivam
Sharma et al., in a recent work [17], have combined
information from images, text, and knowledge from
ConceptNet. Although a Graph neural network has
been used to get a knowledge graph embedding
of acquired knowledge from ConceptNet, the main
concept transitioning mechanism is a state-of-the-art
Optimal Transport Based Kernel Embedding Layer [80]
replacing the traditional cross-attention mechanism.
Vasiliki Kougia et al. in MEMEGRAPHS [64] acquire
knowledge from Wikidata as text, use the scene graph
to capture the local context in the image, and convert
the entities in the scene graph to text. The above two
pieces of information in the text are then concatenated
with the meme text for the downstream learning task.

These approaches mentioned here do not explicitly use
the intermodal semantic gap.

• Graph-based approaches: Although graph neural
network-based approaches have recently emerged as a
natural mechanism for multicontextual learning [10],
very few attempts so far have used this approach
for downstream learning tasks in multimodal memes.
Investigations in cognitive systems have also been
undertaken using three-dimensional data points as point
clouds that offer modeling opportunity [81]. Emotion,
in particular, can be investigated [82] using a point-
cloud dataset, and a graph neural network can be
a possible approach [83]. However, multi-contextual
cognitive constructs like sarcasm and metaphor have not
been investigated yet in such a setup.
In an interesting parallel, in multimodal sentiment
analysis, researchers [18], [19], [20] have recently
used a graph-based approach to include intermodal
and intramodal information. Knowmeme [63] is a
graph-based multicontextual learning approach to detect
offensive memes. In this, entities are derived from both
the content modalities, and the external knowledge is
derived from ConceptNet. Both contexts are represented
as nodes on a graph with edges between the nodes.
A graph convolution network is then used to get the
node embeddings and a self-attention mechanism is
used. Tan Yue et al. proposed KnowleNet [16] for
sarcasm detection inmemes. In this work, meme text and
annotation generated frommeme images are taken as the
first two modalities, and the meme image is taken as the
third modality. The fourth modality is constructed from
the Knowledge Graph extracted from ConceptNet using
attribute words from the image and text modalities. The
embeddings of image and text are concatenated with the
semantic similarity derived from the first two modalities
and the embedding of image and text entities from the
knowledge graph.
The works discussed above either use a graph convolu-
tion network to fuse the acquired knowledge together
or use similarity as a proxy for the concept transition
happening in a meme. The work described in this article
has adopted a different strategy. For multicontextual
learning, the Graph Attention Network(GAT) [84]
offers a more robust mechanism to capture interactions
between different contexts, and recently researchers
have successfully used GAT in other domains such as
aspect-level sentiment analysis [85], social trust [86],
drug target interaction [87], sarcasm detection [88], and
fake news detection [89]. Therefore, we have adopted
GAT as a building block in the concept transitioning
mechanism.

E. LIMITATIONS OF THE EXISTING WORK
1) In multimodal metaphorical memes, metaphors are a

means to an end, such as offensive content, sentiment,
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FIGURE 2. Workflow diagram consisting of the modality specific encoders, knowledge enhancement module and the task specific classifier.

and intent. Therefore, the success in downstream
learning tasks depends on the successful detection
of metaphors. However, existing research does not
implement the metaphor detection task as a funda-
mental building block and instead relies on metaphor
annotation.

2) The existing work on multimodal memes mainly relies
on complementary and concordant modalities, with
some very recent work that utilizes the semantic simi-
larity between the modalities as an additional feature
to capture the intermodal gap. However, capturing
intermodal similarity may only partially model the
concept projection across modalities.

F. CONTRIBUTIONS OF THIS WORK
1) The framework described in this article implements

a metaphor-capturing mechanism instead of using the
metaphor annotations available in the data set.

2) The work implements an alternative mechanism to
integrate external knowledge. This work uses ChatGPT
as a source of web knowledge instead of relying
on ConceptNet as in the existing work. The results
delivered prove the viability of this approach.

3) This work models the intermodal concept projection
process in metaphorical memes through the attention
mechanism of the Graph Attention Network to fuse the
common aspects of external knowledge related to the
entities present in individual modalities.

III. PROPOSED METHOD
In this section, we outline the methodology employed for

the different tasks involving the multimodal memes from the

Algorithm 1Multimodal Meme Subtask Label Estimation
1: Input: a set of N meme posts, M test meme posts,

ChatGPT knowledge base K
2: Output: estimated labels for the subtask ŷ
3: Training Phase
4: for eachMi in N do
5: Perform Knowledge enhancement using K and extract

graph embeddings ofMi
6: Extract visual and textual embeddings ofMi
7: Concatenate the visual,textual and graph embeddings

of Mi to be fed into classifier
8: end for
9: Train classifier by minimizing L (Eq. 3)
10: Classification Phase
11: Initialize: ŷ = []
12: for eachMi in M do
13: Use the trained classifier to predict ŷi
14: ŷ← ŷi
15: end for
16: Output ŷ

MET-meme data set. As shown in Figure 2 and Algorithm 1,
at a high level, our method consists of the following:

• Intramodal knowledge: Modality-specific encoders
encode the unimodal information(text and image) into
embeddings.

• Intermodal knowledge and concept projection:
Knowledge enhancement module, which consists of
the pipeline used for external knowledge extraction
followed by subsequent graph construction and graph
representation to implement concept projection.
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• Classifier:A classifier fuses the above-obtained embed-
dings(via concatenation) and feeds it to a downstream
multilayer perceptron to obtain the predictions of the
class labels for the subtask at hand.

A. MODALITY SPECIFIC ENCODER
In our research, the use of vector representations is essential
to effectively capture the essential factors of variation
inherent in both the text and the images associated with
each meme. This comprehensive representation allows us
to extract meaningful and semantically rich features for
meme analysis. As our research primarily focuses on the
downstream tasks of meme analysis, we place our emphasis
on the innovative application of existing modality-specific
encoders rather than developing new ones. We employ
techniques of transfer learning, leveraging the power of
pretrained models, to fulfill our encoding needs.

1) TEXT ENCODER
Given a meme caption xt , we employ pretrained text encoders
to acquire its vector representation. These embeddings encap-
sulate the semantic content of individual tokens and their
contextual interrelationships within the sequence, offering a
comprehensive textual representation.

These embeddings typically have the shape of [1, t, 768].
The first dimension (1) signifies the number of instances or
samples processed, illustrating that the text encoder generates
embeddings sequentially, one text sample at a time. The
second dimension (t) denotes the number of tokens within
the text sequence. Tokens, which are fundamental units of
text such as words or subwords, are processed independently
by the encoder. The third dimension (768) indicates the size
or dimensionality of each token’s embedding. These vectors
encode both the inherent semantic meaning of the token and
its contextual relevance within the input text.

To derive the final text embedding et ∈ R768 representing
the entire caption, we compute the mean of the embeddings
associated with the t tokens. While this averaging operation
results in a loss of positional information, it effectively
preserves the overarching context and semantics of the
complete caption.

The calculation for the mean text embedding et can be
expressed as follows:

et =
1
t

t∑
i=1

xi (1)

where xi represents the embedding of the i-th token in the
sequence.

2) IMAGE ENCODER
Given a meme image xv, we use pretrained image encoders to
obtain its vector representation. These embeddings capture
the semantic meaning of the different image patches,
providing a rich image representation.

These embeddings are typically of shape [1,p,768]. The
first dimension (1) represents the number of samples or
instances. In this case, it indicates that the image encoder
produces embeddings for a single image sample at a time.
The second dimension (p) represents the regions of interest
(RoI) or image patches extracted from the input image,
which are then encoded separately. The third dimension(768)
denotes the size of the embedding vector for each region of
interest.

We finally obtain the image embedding ev ϵ R768 by taking
the mean of the embeddings of p patches to obtain a global
representation of the entire image, which can capture the
overall context and the salient features. Use of individual
region embeddings may lead to a sizeable final feature
vector, which could be computationally expensive and lead to
overfitting, especially in cases with limited data. Therefore,
the final image embedding is the mean embedding value of
the above patches. This becomes a concise yet informative
representation of the input image so that it can be effectively
used in various downstream tasks.

The calculation for the same is as follows:

ev =
1
p

p∑
i=1

xi (2)

where xi represents the embedding of the i-th patch in the
image.

B. KNOWLEDGE ENHANCEMENT MODULE
The work described in this article relies on the idea of
augmenting the multimodal input with additional external
knowledge about the image and textual inputs. To this end,
we propose the usage of ChatGPT as a knowledge base
and the subsequent representation of this knowledge in the
form of a graph (illustrated in Figure 3 ). The knowledge
enhancement module consists of the following:

1) EXTRACTION OF ENTITIES FROM THE MEME IMAGE
To obtain additional knowledge for a given meme image,
it is imperative to recognize what the image is visually
composed of. Identification of the different entities present in
the meme is necessary because ChatGPT does not inherently
accept image inputs. To circumvent this limitation, we use
Google Cloud Vision API to identify the entities present and
provide a brief caption for the meme image. Cloud Vision
API allows one to easily integrate vision detection features
into applications. This integration encompasses features such
as image labeling, face and landmark detection, optical
character recognition (OCR), and the ability to tag explicit
content.

We have specifically chosen Google Cloud Vision API
here over other SOTA image captioning and object detec-
tion models [90] because Google’s Vision API leverages
pretrained models that have been trained on a wide range
of images and have learned to recognize a vast number of
entities and objects. These models have already captured
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FIGURE 3. Knowledge enhancement module.

FIGURE 4. Left Spiderman subfigure corresponds to the captions generated by GIT model(denoted by left arrow) and
BLIP2(denoted by right arrow). The right Spiderman subfigure shows the knowledge enhancement via Vision API and
ChatGPT.

a significant amount of visual knowledge, making them
effective for various image analysis tasks. This is illustrated
in Figure 4. The left subfigure in Figure 4 shows the captions
generated for the given meme using GIT [91] and BLIP-2
[51] models. These models are chosen here for illustration
due to their SOTA performance in image captioning tasks.
However, these models, do not capture the necessary external
knowledge required as compared to Vision API. This justifies
the usage of Vision API over SOTA image captioning models
to harness knowledge about the image modality.

2) QUERYING CHATGPT TO RETRIEVE RELEVANT
KNOWLEDGE
As mentioned above, in this work, we propose the usage
of ChatGPT as a source of external knowledge to provide
additional information about both the image and text
modality. The meme caption is fed to ChatGPT with the
query as shown in Figure 3 with the prompt ‘What does the
following caption mean in the context of a meme?’. The set
of entities obtained from Vision API is fed to ChatGPT with
the prompt ‘What does the set of these entities obtained from
an image mean in the context of a meme?’. Let kt and ki be
the knowledge extracted for the text and the image modality,
respectively.

3) EXTRACTION OF KEY PHRASE FROM EXTRACTED
KNOWLEDGE
The retrieved knowledge from ChatGPT, kt and ki are then
subjected to key phrase extraction for subsequent graph
construction. Key phrases capture the essence and main ideas
of the text. To achieve the same, we again query and use
ChatGPT to extract key phrases, as shown in Figure 3.
The choice of ChatGPT over task-specific models such
as Phraseformer [92], PromptRank [93], KeyBART [94] is
mainly due to its better ability [72], [73] to capture the right
key phrases.

4) GRAPH CONSTRUCTION AND SUBSEQUENT
GENERATION OF GRAPH EMBEDDINGS
By converting the key phrases for kt and ki obtained from
ChatGPT into nodes, the resulting graph embeddings can
represent the semantic connections in terms of similarity, co-
occurrence, or hierarchy between these important concepts,
thus offering a more compact and meaningful representation
of the extracted knowledge. More specifically, each node has
an attribute called ‘embeddings’ that stores the embeddings of
that particular phrase. These phrase embeddings are obtained
by Phrase-BERT [95], which fine-tunes the BERT model
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toward the characteristics of phrases by using a data set of
phrasal paraphrases.

The nodes mentioned above are then connected with an
edge only if the cosine similarity of the embeddings of
the phrases between the two nodes is higher than a given
threshold, i.e., 0.2 in this case. The edges are also associated
with a ‘weight’ attribute equal to the cosine similarity value.
There are different ways to generate graph embeddings,
i.e., random walk-based algorithms such as DeepWalk [96],
node2vec [97], andGraph2Vec [98] and graph neural network
approaches such as GraphSAGE [99], Graph Attention
Network(GAT) [84] etc. For the reasons mentioned earlier,
this work has adopted GAT due to its ability to capture
intricate relationships within graph-structured data. GAT
employs attention mechanisms to assign varying importance
to neighboring nodes when aggregating information. This
attention mechanism allows GAT to adaptively learn the
significance of different connections, making it particularly
well suited for capturing nuanced patterns and semantic
information present in our graph data. This GATmodel is first
trained for that particular subtask (such as intention detection,
etc) by formulating it as a graph classification problem. This
trained model is then used to generate per-graph embeddings.
The embeddings obtained is of shape gm ϵ R128.

IV. EXPERIMENTAL SETUP
A. DATA SET SELECTION
There are very few data sets available for downstream
learning tasks on metaphorical memes. Existing data sets
for the detection of the propaganda [52], offensive nature
[100], and hate [101] are not specifically developed for
multimodal metaphor research. Metaclue [102] is a recently
published data set of multimodal metaphors where both the
primary and secondary concepts are in the image. It means
that all metaphors in this data set are ‘image-dominating’
type, and so this data set was not considered for our task.
Both FigMemes [103] and recently published Irfl [104]
are data sets for detecting different classes of figurative
language and, therefore, were unsuitable for our work.
Two data sets in particular were found to be suitable for
investigating metaphorical memes, i.e., MET-meme [1] and
Multimet [105]. MET-meme offered additional annotations
towards metaphor understanding, i.e., source and target
domain, along with a baseline accuracy for downstream
machine learning tasks where the baseline model used the
metaphor annotations. It also offered additional labels for
offensiveness. Since the goal of this work was to capture
concept transitions in conceptual metaphor without using
metaphor annotations and evaluate the effectiveness of this
approach for downstream learning tasks, MET-meme has
been chosen for our work.

B. DATA SET
The MET-meme [1] data set is a large-scale multimodal
(image+text) metaphor meme data set to support research on

better understanding of memes. The data have been collected
from public portals that include social media sites(Twitter and
Weibo), meme sharing websites, Google images, and Baidu
images. To ensure diversity and relevance, the data set spans
different languages(Chinese and English in this case), genres,
and themes. In total, there are 6045 Chinese and 4000 English
memes, respectively. In this work, only the English meme
data set has been used for experimentation.

To construct a comprehensive multimodal metaphor meme
dataset, the authors of the MET-meme dataset sourced the
data from various public platforms such as Twitter, Weibo,
Google, and Baidu images. No personal data, such as user
IDs or usernames, was retained to safeguard user privacy.
Meme types were employed as search keywords for acquiring
memes from Google, Baidu, and Weibo images. The English
meme dataset, comprising 4000 text-image pairs, originated
from the MEMOTION dataset [53] and Google search.
Non-memes and duplicate text-image pairs were excluded,
ensuring memes contained clear background images and
textual content.

Two distinct annotation approaches were employed: one
for conceptual metaphor understanding and the other for sen-
timent, intent, and offensiveness annotations. For metaphor
annotation, the ‘adjective-noun’ and ‘verb-noun’ methods
were used for source and target domains, respectively. Anno-
tation tasks were conducted by 12 NLP postgraduate students
and eight research assistants familiar withmetaphor concepts.
Semantic annotation tasks, encompassing sentiment, inten-
tion, and offensiveness, were outsourced to a professional
crowdsourcing company. Annotators, presented with text
and images randomly, utilized OCR APIs to extract meme
text, which was manually proofread. Each meme underwent
annotation by a minimum of 3 annotators. Stringent quality
control measures, including statistical assessments like kappa
score (k) in Fleiss kappa tests, were implemented to ensure
inter-annotator agreement consistency.

The MET-meme data set proposes four tasks, namely,
Metaphor detection, Sentiment Analysis, IntentionDetection,
and Offensiveness Detection. Figure 5 summarizes the class
distribution across the four subtasks. In this article, we focus
on all these subtasks.

1) Metaphor detection: This subtask focuses on
whether a given meme has a metaphorical expres-
sion(metaphorical meme) or not(literal meme). These
metaphorical memes are divided into three sub-
categories: text-dominant, image-dominant, and com-
plementary. In the complementary setting, the image
and text are required to understand the metaphorical
information.

2) Sentiment analysis: Sentiment analysis, a crucial
aspect of natural language processing, has received
significant attention from numerous researchers [106],
[107]. In MET-meme, the sentiment classification
approach introduced in the ‘Sentiment Vocabulary
Ontology’ [108] has been adoptedwith the definition of
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FIGURE 5. Data distribution of the classes across the respective subtasks.

seven distinct sentiment categories to suit the specific
emotional style prevalent in memes, i.e., happiness,
love, anger, sorrow, fear, hate, and surprise.

3) Intention Detection: The intentions behind memes
can be categorized as expression, entertainment, and
social integration, among others, as can be seen in
some existing work [109], [110]. Taking inspiration
from the eight intentions identified for tweets [76],
the intention categories in this data set align with
the unique characteristics of memes that can be inter-
active, expressive, purely entertaining, offensive, and
others.

4) Offensiveness Detection: The offensive content within
memes, encompass hate, racism, and misogyny, moti-
vating the researchers [111], [112] into the task of
offensive meme detection. The MET-meme data set
has annotations for offensiveness, i.e., nonoffensive,
slightly offensive, moderately offensive, and very
offensive.

C. IMPLEMENTATION DETAILS
Wehave usedResNet50, BLIP2 image encoders to encode the
image modality, and BERT, BLIP2 text encoders to encode
the text modality. The reason for choosing the ResNet50 +
BERT baseline is to compare with the MET-meme data set

article’s implementation with our knowledge enhancement
module.

The BLIP-2 [51] model introduces an innovative
vision-language pretraining approach that leverages pre-
trained unimodal models, including a frozen image encoder
and a frozen Large Language Model (LLM), while incorpo-
rating a novel component called the Querying Transformer
(Q-Former). This lightweight transformer acts as a bridge
between the fixed image encoder and the fixed LLM, using
adaptable query vectors to extract relevant visual attributes
aligned with textual guidance. The training process for the
model comprises of two distinct phases: Vision-Language
Representation Learning, aimed at aligning visual and
textual representations by optimizing mutual information,
and Vision-to-Language Generative Learning, where the
Q-Former generates visual representations for the LLM to
decode into precise text responses. This approach connects
visual and textual data, facilitating the harmonization of
representations and the creation of accurate feature vectors.

In this study, we use the BLIP2 feature extractor model that
was pretrained on the COCO data set [113]. The embeddings
produced by both the text and image encoders are of size
RN∗768 where N represents the batch size. In the case of the
ResNet50 + BERT implementation, we use the output of the
second last layer of ResNet50, which produces embeddings
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FIGURE 6. The above figures correspond to the accuracy metrics of ResNet50 + BERT + KE and BLIP-2 + KE pipelines for the validation-set(left
figure) and test-set(right figure).

of size RN∗2048. Likewise, the embeddings obtained from
BERT are from the last hidden state and it is of size RN∗768.
When implementing the Graph Attention Network, we use

the Pytorch Geometric library [114]. The PhraseBERT
model, which we use to vectorize the key phrases(extracted
from the knowledge enhancement module), produces an
embedding of size pk ϵ R768. Since this embedding is set
as each node’s attribute, the input feature for the Graph
Attention Network is also 768. Our implementation consists
of three layers of graph attention operators with a RELU
activation function between them. In addition, there is also
the multi-headed attention scheme(4 heads). This GATmodel
is trained for 100 epochs for each subtask, where each
subtask is modeled as a graph classification task. In the case
where no training is done, the learnable parameters and the
attention weight matrix of the graph attention network are
randomly initialized. This random initialization can lead to
suboptimal convergence and low quality graph embeddings if
the model starts with unfavorable weight values. To mitigate
this, training of the GAT network is done before obtaining per
graph embedding. The graph embeddings obtained is of size
gk ϵ R128.
The above embeddings are then concatenated to obtain

a final representation of size RN∗1664 in the case of
BLIP-2 [51] implementation and RN∗2944 in the case of
ResNet50 + BERT implementation. This is then passed
onto a task-specific (depending on the number of class
labels) classifier. The training of this classifier is done for
10 epochs using the Adam optimizer set with a learning
rate of 0.005 for all the subtasks. The loss function used
for the same is the Categorical Cross-entropy loss, as shown
below:

Categorical Cross-Entropy Loss = −
N∑
i=1

C∑
j=1

yij log(pij)

(3)

We have used the Lavis [115] library to implement
the BLIP2 image and text encoders. The ResNet50 +
BERT baseline is implemented using the Timm [116] and

transformers [117] library. The subsequent classifier has been
implemented using the Pytorch library.

V. RESULTS AND DISCUSSIONS
A. OVERALL PERFORMANCE AND DISCUSSION
Table 1 presents an overview of the performance comparison
in the four subtasks compared to the ResNet50 + BERT
baseline [1]. Figure 6 compares the accuracy metrics of the
ResNet50+ BERT+ KE and the BLIP-2+ KE pipelines on
validation and test set. Because this data set was very recently
released, not much work has been carried out, so we cannot
compare it with other benchmarks. The metric tracked here is
the weighted F1 score as shown in Equation 6. The accuracy
metric is also tracked across the four subtasks, which can be
seen in Figure 6.

Precision=

∑N
i=1 wi · TruePosi∑N

i=1 wi · (TruePosi + FalsePosi)
(4)

Recall=

∑N
i=1 wi · TruePosi∑N

i=1 wi · (TruePosi + FalseNegi)
(5)

Weighted F1 Score=
2

1
Precision +

1
Recall

=
2 · Precision · Recall
Precision+ Recall

(6)

As shown in Table 1, our approach using the BLIP2
models outperforms the baseline model in all subtasks in
both the validation and the test set. The efficacy of our
approach is further highlighted in the ResNet50 + BERT
benchmark, which shows improvement in scores just with
the inclusion of the knowledge enhancement module. This
clearly shows that the scores have not been improved just
because of more powerful SOTA image and text encoders
but due to the inclusion of the knowledge enhancement
module. This analysis is discussed further in the Ablation
Study.

The sunburst charts in Figure 7 show a general trend, i.e.,
the knowledge enhancement module is able to capture the
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FIGURE 7. Sunburst chart showing the performance of BLIP-2 model with the knowledge enhancement module across
the four tasks.

TABLE 1. Results across the four tasks using the baseline implementation, ResNet50 + BERT + KE module and BLIP-2 + KE module. Here KE stands for
knowledge enhancement.

metaphorical content across the subtasks without the explicit
use of the metaphorical annotation.

The sunburst charts also show that memes having
metaphors in the complementary setting are more in number
with respect to the text-dominant setting and image-dominant
setting. This shows the efficacy of our approach of using
a Graph Attention Network to capture the common and
modality-specific aspects of the concepts in the meme.

Recently, the Graph Transformers Network (GTN) [118],
which is an extension of the transformer architecture in NLP

into graphs, has been seen to beat the performance of GAT
in terms of capturing the attention of a node compared to its
neighbors, and has been recently used in a few GNN based
architectures for diverse tasks, i.e., document classification
[119], hateful discussion detection [120] and fake news
detection [121]. One possibility is to use GTN to further
improve the performance of the model proposed in this work.

It can also be seen that, across all the subtasks, the
success cases with literal memes are more in number
than metaphorical memes. This is a testament again to
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FIGURE 8. The above two memes denote the failure cases where our model predicts incorrectly in the task of offensiveness detection for the
meme to the left and in the task of intention detection for the meme to the right.

the knowledge enhancement module for having captured
non-metaphorical information which subsequently helps in
each of the subtasks.

However, it can be noted that the performance decreases
with each subsequent task, i.e., from metaphor detection to
sentiment analysis. We attribute this to the fact that, as we
progress through these tasks, several factors come into play
that challenge the overall performance of the model. First,
a significant contributing factor is the increasing complexity
of the tasks themselves. With each subsequent task, the
number of distinct labels or categories expands. Second,
these tasks often involve subtle differences in the definitions
and interpretations of these labels. The task of discerning
these nuanced variations can pose a formidable challenge.
Third, our approach adopts a general querying strategy of
ChatGPT for knowledge enhancement. While this strategy
provides valuable information from a broad knowledge base,
it does not tailor queries to the specific requirements of each
downstream task. Task-specific querying could potentially
yield more contextually relevant information that aligns with
the subtleties of each task. Incorporating such task-specific
querying mechanisms may enhance the ability of our model
to excel in individual downstream tasks.

Although our research has made significant strides
in understanding multimodal memes, it is important to
acknowledge its limitations, particularly in cases involving
metaphorical interpretations. This is highlighted in Figure 8.
Our model failed in the task of offensiveness detection
for the meme on the left side of this figure. As seen
in the figure, the knowledge obtained from ChatGPT for
the image and the text modality individually is relevant
and factually correct. Although our model predicts it as
non-offensive, it is evidently offensive due to its potential
to perpetuate stereotypes. Despite our innovative approach
to bridging the intermodal semantic gap, metaphors that
heavily rely on visual cues and cultural nuances may present
difficulties in model interpretation, as seen in this meme. One

possible workaround for this can be to jointly query both the
visual entities and the meme caption to ChatGPT instead of
separately querying the visual entities and meme caption.

In the same Figure 8, our model fails in the task of intention
detection for the meme on the right. It can be seen that the
knowledge insights garnered here from the text modality are
not relevant to the task at hand and are also factually incorrect.
This discrepancy in prediction highlights the challenge of
generating accurate modality-specific knowledge. While we
leverage ChatGPT as a source of web knowledge to bridge
the semantic gap in multimodal memes, it is clear that
in this instance, ChatGPT did not provide the relevant
information needed to understand the humor and satirical
elements embedded in the meme. Modern memes often rely
on cultural references, wordplay, and visual satire that may
elude conventional knowledge sources.

B. ABLATION STUDY
To further assess the effectiveness of our approach, we con-
duct the following experiments:

1) EFFECTIVENESS OF CROSS ATTENTION BETWEEN THE
MODAL SPECIFIC ENCODERS
In this analysis, as shown in Table 2, we check the perfor-
mance of the model with the introduction of cross-attention
between themodality-specific encoders. To do this, we exper-
iment in the same pipeline as explained in Figure 2 with
the addition of cross attention between the modality-specific
encoders. The results in Table 2 indicate that the model
performance remains mostly similar or marginally degrades
with cross-attention. This observation can be rationalized
by considering the concordant and discordant aspects of
multimodal memes. In cases where the modalities exhibit
concordance, cross-attention may not provide significant
advantages and could introduce noise. On the contrary,
in scenarios with discordant modalities, cross-attention might
struggle to reconcile these disparities, potentially leading
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TABLE 2. Results showing the effectiveness of cross attention between the model-specific encoders.

TABLE 3. Results across the four tasks using only the BLIP-2 image and
text encoders.

TABLE 4. Results across the four tasks using only the knowledge
enhancement module.

to a decline in performance. This suggests that in certain
cases, it is beneficial to allow the modalities to maintain
their independence, as enforced by our results without
cross-attention, to capture the nuanced characteristics of
multimodal memes better. Since cross-attention does not
bring in additional advantages when the knowledge-capturing
mechanism is already in place, in the final configuration of
the model, cross-attention has not been included.

2) EFFECTIVENESS OF KNOWLEDGE ENHANCEMENT
MODULE
In this analysis, as shown in Table 3, we check the
effectiveness of the knowledge enhancement module by
experimenting with a pipeline where there are only modality-
specific encoders. This configuration is not completely
without knowledge, as BLIP2 pretrained models bring in
significant zero-shot learning capability. We observe that
the contribution of external web knowledge is much more
significant in downstream tasks than in metaphor detection.

3) EFFECTIVENESS OF MODALITY SPECIFIC ENCODER
In this analysis, as shown in Table 4, we check the
effectiveness of the modality-specific encoders, i.e., the text
and image encoder, respectively, for the different tasks. To do
so, we experiment in a pipeline with only the knowledge
enhancement module and no modality-specific encoders.
In essence, it is treated as a graph classification problem
where we use the Graph Attention Network to classify each
constructed graph.

The results indicate that a pipeline comprising the
Knowledge Enhancement (KE) module surpasses the base-
line results. This outcome underscores the importance of

external knowledge integration, especially in enhancing the
understanding of multimodal content by the model. Although
the KE module proves beneficial, the results also reveal
that a pipeline consisting solely of the KE module does not
outperform configurations incorporating modality-specific
encoders, individually or in combination. This is visible
in the sentiment analysis downstream task, where content
plays a relatively more important role. The key takeaway
from this analysis is that the optimal approach involves
a synergistic combination of modality-specific encoders
and the knowledge enhancement module. This combination
consistently delivers the best results across various tasks,
highlighting its effectiveness and versatility.

VI. CONCLUSION
With multimodality becoming omnipresent on social media
networks, multimodal memes have become an essential
construct in figurative language with increasing usage of
metaphors. Due to the multicontextual nature of such
metaphorical memes, they present an interesting yet unsolved
challenge in cognitive computing. The work described in
this article has proposed and successfully demonstrates
an innovative model for the concept projection process
involved in understanding such multimodal metaphorical
memes.

The correct interpretation of metaphorical memes may
involve appreciating elements of humor and satire with joint
consideration of textual and visual cues accentuated further
by cultural nuances. Even though using ChatGPT as a source
of external knowledge works for most cases, it may not
always be accurate in scenarios involving cultural nuances
with the complex multimodal interplay of humor and satire.

Future research can be taken up in two directions. First,
to address the above shortcoming, a methodology capable
of using external knowledge for resolving cultural nuances
in a multimodal setup mixed with humor and satire can
be investigated. Also, as discussed earlier, the presented
methodology can be further improved upon by task-specific
querying in ChatGPT and using a Graph Transformer
Network in place of a GraphAttentionNetwork. For example,
a possible next step can be paraphrasing the intendedmeaning
of metaphorical memes in an interpretable way, and that will
be very impactful research in the domain of disinformation.
Second, the proposed methodology can encourage many
meaningful applications in the future. The samemethodology
can be suitably extended to other multimodal constructs
of figurative language, such as sarcasm, irony, simile, and
satire.
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