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ABSTRACT This paper presents a novel 8T SRAM bitcell-based transposable (TP) memory supporting
both row-wise and column-wise data access. The proposed TP-SRAM enables orthogonal data access with
additional diagonal word-lines and a low-complexity addressing scheme. To reduce cell array area overhead,
the proposed TP-SRAM adopts a bitcell structure that can share all aspects of layout with adjacent cells like
standard 6T-SRAM.We also propose a bidirectional barrel shifter based on dynamic logic gates to minimize
the hardware cost required for the TP addressing scheme. In the proposed bidirectional barrel shifter, area
and delay are minimized by using two complementary dynamic invertingMUXs that can balance the number
of NMOS and PMOS transistors. The proposed 16Kb TP-SRAM implemented in 28nm CMOS technology
has 17% reduced power, 52% faster operation delay, and 39% smaller area compared to the state-of-the-art.

INDEX TERMS Transposable, SRAM, barrel shifter, dynamic gate.

I. INTRODUCTION
There is a growing demand for transposable (TP) mem-
ory in modern neuromorphic processors [1], [2], [3], [4].
TP memory reduces design complexity and enables low-cost
hardware implementation, making it an attractive option. It is
also becoming popular in the field of in-memory-computing
(IMC), which aims to reduce energy consumption by min-
imizing data movement within deep neural network (DNN)
processors and simplifying vector operations (such as dot
products) [5], [6], [7], [8], [9], [10], [11], [12], [13], [14],
[15]. Unlike conventional memory, where only bitcells placed
in the word-line (WL) direction can be accessed, TP mem-
ory allows for selective access to both bitcells distributed in
the WL and bit-line (BL) directions. This flexible access to
orthogonally distributed data enables fast updating of weight
values for synapse arrays during on-chip training with neu-
romorphic processors. Previous TP memory can be divided
into two types: i) row- and column-wise data can be read
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and written to arbitrary addresses [1], [2], [3], and ii) only
limited column-wise read feature is added to the conventional
memory for IMC. In this paper, we focus on the first type of
TP memory, which allows fully functional orthogonal data
access [22], [23], [24], [25].

TP memories are typically implemented as static
random-access memory (SRAM), which provides flexibility
in data access direction for on-chip internal operations. In [1],
each neuron in the synapse array is implemented as a TP-
SRAM bitcell. Two access transistors are added to a standard
6-transistor (6T) SRAM cell to form two orthogonal WL
and BL pairs. However, in the bitcell layout, two additional
BLs must be drawn in the WL direction, which significantly
increases the area due to the lack of margin in the conven-
tional layout. Additionally, it requires additional peripheral
circuitry to control the addedWL and BL pair. To address the
area overhead, a diagonalWL activation-based TP addressing
scheme was introduced in [2] and [3]. This design approach
uses traditional 6T SRAM cells but rotates the data stored
in each row of the cell array by a different amount so
that each bit of BL-direction data is diagonally laid out.
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FIGURE 1. Two directional data access in the conventional
column-interleaved SRAM.

FIGURE 2. (a) Summary of the previous TP-SRAM and (b) the conventional
TP addressing scheme for the integrated I/O-based approach.

By selectively activatingWL in the row or diagonal direction,
the TP memory access function is enabled. However, the
inefficient memory structure for diagonal WL implemen-
tation introduces significant area overhead. Moreover, the
increased complexity of diagonal WL address decoding and
the overhead of bidirectional barrel shifters are challenges
that have not been considered in previous studies.

In this paper, we propose a hardware-efficient TP-SRAM
design method. To facilitate orthogonal data access, we pro-
pose an improved TP addressing scheme that simplifies the
address decoding. By adopting the novel 8T SRAM bitcells
and diagonal WL bridges, the excessive area overhead of
the TP-SRAM is alleviated. To minimize the data reordering

FIGURE 3. (a) Operation principle of the integrated I/O based TP-SRAM,
and (b) conventional TP addressing scheme in column-interleaved array
structure.

cost for the TP addressing scheme, an inverting multiplexer
(MUX) based bidirectional barrel shifter is also proposed.
By alternating two complementary dynamic logic gates in
each stage of the barrel shifter, the hardware inefficiencies of
traditional domino logic gate-based designs are eliminated.
This is advantageous for optimizing the entire TP-SRAM
macro with low area and high speed compared to the conven-
tional static CMOS implementations. The numerical results
show that the proposed 16Kb TP-SRAM has 17% reduced
power, 52% faster operation latency, and 39% smaller area
compared to the state-of-the-art.

The rest of the paper is organized as follows. Section II
provides an overview of the conventional TP-SRAM. The
proposed TP-SRAM and bidirectional barrel shifter are pre-
sented in Section III. In Section IV, the experimental results
are drawn with the comparisons with state-of-the-art. Finally,
conclusions are drawn in Section V.

II. PRELIMINARIES
Fig. 1 shows the row-wise and column-wise data access in the
conventional column-interleaved SRAM. In this ex-ample,
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FIGURE 4. Conventional row-transition MUX-based TP-SRAM [3].

FIGURE 5. Conventional domino-logic gate-based bidirectional barrel
shifter [16].

WL and BL are oriented row-wise and column-wise, respec-
tively. Due to the WL activation-based data access, the
row-wise data (A in Fig. 1) can be accessed within a single
cycle. On the other hand, to process the column-wise data
(fromB to Z in Fig. 1), multi-cycle memory access is required
while selectively buffering the target data bit. To copewith the
limited data access direction of conventional memory, many
studies on TP memory have been performed. As presented
in Fig. 2, previous works can be classified according to
the input/output (I/O) interface. The TP-SRAM with non-
integrated I/O [1] is based on 8T bitcells with additional
WL and BL pairs orthogonal to the conventional orientation.
As mentioned earlier, the increased area of the bitcell itself
and the additional peripheral circuitry introduce significant
area overhead. Moreover, when orthogonal data is selectively
used in a computation module, the long I/O distance between
orthogonal data increases routing complexity.

To overcome the challenges of the non-integrated I/O-
based design, the integrated I/O-based TP-SRAM has been
studied in [2] and [3]. In this approach, the TPmemory access

FIGURE 6. The number of required unit MUX based on the number of I/O
bits of the bidirectional barrel shifter.

function is enabled by selectively accessing either row-wise
distributed row data or diagonally distributed column data.
An example of an integrated I/O-based TP-SRAM is shown
in Fig. 3. In Fig. 3(a), each square represents a bitcell, and
the numbers shown inside are the row index and column
index of the data to be stored, respectively. As shown in
Fig. 2(b) and Fig. 3(a), by right rotating the data in each row
by increasing the amount by 1, bitcells with the same column
index are placed in different columns. That is, data having
the same row index are positioned in the same row, while
data having the same column index are positioned diagonally.
As shown in Fig. 3(a), reordered data can be selectively
accessed row-wise or column-wise via bank-separated WL
peripherals (WL-Peri.) and bidirectional barrel shifters. For
column-interleaved SRAM structures, this data relocation is
organized as shown in Fig. 3(b). Unlike Fig. 2(b), which
rotates in units of 1 bit, it is rearranged in units of data bundles
connected to one BL MUX. Compared to non-integrated
I/O-based TP-SRAM, where the bitcell area is significantly
increased by orthogonal WL and BL wiring, this approach
maintains the area efficiency of a standard 6T SRAM bitcell.
However, the peripheral circuitry (WL-Peri.) and controllers
added to each memory bank for diagonal WL activation incur
significant area overhead. To mitigate the area overhead of
the multi-bank-based approach [2], TP-SRAM with diagonal
WL inside a cell array is proposed in [3]. As shown in Fig. 4,
row-transitionMUXs are inserted into the cell array at regular
intervals to selectively set the WL activation direction to row
or diagonal. Through this, peripheral circuits and controllers
for WL activation can be integrated, but a large area overhead
still occurs because the uniformity of the SRAM cell array
that maximizes layout efficiency is broken. Unlike SRAM
cells, which share all sides with other cells, the added MUX
creates unnecessary empty space (white space in Fig. 4) in
the cell array.

For the integrated I/O-based TP-SRAM (Fig. 2(a)), a bidi-
rectional barrel shifter is required to support the TP address-
ing scheme. Fig. 5 shows the conventional bidirectional barrel
shifter [16]. Here, the signal names REV, ROL, and ROR
indicate reverse, rotate-left, and rotate-right, respectively.
Accordingly, in the 4-bit bidirectional barrel shifter (Fig. 5),
each row of the 4 × 4 MUX array represents a reverse or
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FIGURE 7. Overall array structure of the proposed 8T TP-SRAM including bitcell schematic, layout, and signal conditions.

rotate-left stage [16], [17]. Like the binary number repre-
sentation, the total amount of rotation is determined by a
combination of intermediate stages that per-form rotation in
power-of-two [18], [19], [20]. On the other hand, the direction
of rotation is decided by the operation of the two inversion
stages. Detailed signal conditions for each rotation can be
found in Fig. 5. The hardware cost of the bidirectional barrel
shifter is affected by the total number of stages and the total
number of unit MUXs. Fig. 6 shows the total number of
stages and the total number of unit MUXs required for each
number of I/O bits in the bidirectional barrel shifter. When
the number of I/O bits is NI/O, the total number of stages
is ‘log2NI/O + 2 (two reverse stages)’, and the total number
of unit-MUXs (NMUX) is multiplied by NI/O. As shown in
Fig. 6, as the number of I/O bits (NI/O) increases, the total
number of unit MUXs (NMUX) in the bidirectional barrel
shifter increases exponentially. Also, the required number
of stages increases linearly. For this reason, smaller, faster
domino-logic gate-based MUXs are preferred over static
CMOS-based MUXs in the barrel shifter designs. However,
the high-power consumption and the exponential increase in
the area of the domino-logic gate-based barrel shifter are
one of the important challenges for low-cost TP memory
design. The following sections present a hardware-efficient
TP-SRAM design method using i) a novel 8T SRAM bit-
cell, ii) a low-complexity TP addressing scheme, and iii) a
low-cost bidirectional barrel shifter.

III. PROPOSED 8T TRANSPOSABLE SRAM
A. ARRAY STRUCTURE
Fig. 7 shows the overall array structure of the proposed TP-
SRAM. The proposed TP-SRAM is based on an integrated
I/O-based TP memory structure (Fig. 2(a)), so it includes
additional WLs in the diagonal direction and a bidirectional
barrel shifter. In addition, column-interleaving is applied for
soft error immunity and the efficiency of peripheral circuit

FIGURE 8. Layout of the proposed 8T TP-SRAM cell and three types of
bridges.

integration [21]. As presented in Fig. 7, the proposed bitcell
includes two additional transistors for diagonal WL (DWL)
connection to a standard 6T SRAM cell. It has the same struc-
ture as a standard dual-port 2RW 8T SRAM cell. However,
the proposed 8T TP-SRAM cell uses WL, BL, and /BL sig-
nals for row-wise access and DWL, DBL, and /DBL signals
for column-wise access. In the column-interleaving structure,
when columns sharing one BL MUX in a cell array are
grouped into one column block, 1-bit data is accessed from
one column block. As shown in the cell array in Fig. 7, DWL
is connected horizontally within the column block like con-
ventional WL but connected diagonally downward through
a bridge at the column block boundary. For DWL connec-
tions at column block boundaries, three types of bridges are
required due to i) vertical asymmetry of WL and DWL, and
ii) bottom row and top row connections. The detailed layout
of the proposed 8T TP-SRAM cell array with three types
of bridges is illustrated in Fig. 8. By placing WL instead of
DWL on the left and right edges of bitcells, diagonal DWL
connections through bridges are possible without extra space.
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FIGURE 9. Proposed TP addressing scheme for low control complexity.

FIGURE 10. TP memory configuration and related addressing scheme.

In the proposed bitcell with two WLs (WL and DWL),
only one WL can be active, so BLs of the same polarity
(BL-DBL and /BL-/DBL) can be hardwired to two different
BL pairs (BL pair, DBL pair). However, this configuration
increases the BL capacitance, which increases the BL switch-
ing power and reduces the stability of the read operation. For
this reason, the proposed TP-SRAMuses selective precharge,
including MUX for BL and DBL pairs, as shown in Fig. 7.
The following MUX for column-interleaving and peripheral
circuits for read/write can be designed in the same way as the
conventional SRAM. For this reason, the proposed 8T TP-
SRAM cell is similar to the conventional 6T SRAM cell in
terms of stability, power consumption, and delay.

B. IMPROVED TRANSPOSABLE ADDRESSING SCHEME
In the conventional TP addressing scheme, the WL index
for row-wise access matches the row index, but the DWL
index for column-wise access does not match the column
index, as shown in Fig. 3(a). This increases the complexity
of address decoding to find the index of the DWL that needs
to be activated. Fig. 9 shows the proposed TP addressing
scheme. Unlike the conventional approach (Fig. 2(b)), when
the data rotation direction is changed to the left, the row
and column indices of the data in the leftmost column have
the same value. This reduces DWL decoding complexity by
making the decoding circuit configuration of WL and DWL
identical.

To describe the WL decoding method for the TP address-
ing scheme, memory configuration parameters are defined
as shown in Fig. 10. In the column-interleaved TP-SRAM
cell array, bitcells that belong to the same row and column
block are assigned the same row and column index if they
are simultaneously active. Here, the gray number marked on
the bottom right of each square (bitcell) means the selection

FIGURE 11. Proposed data relocation in cell arrays classified into three
types according to horizontal and vertical lengths.

signal of BL MUX. This notation is used because bitcells
with the same row and column index are activated together
by WL or DWL, and their distinction is determined solely by
the BL MUX. Therefore, the BL address (ADDRBL) within
the memory address controls the BL MUX regardless of the
access direction. This property is used to simplify the column-
interleaved TP-SRAM for various array sizes, as shown
in Fig. 11, by omitting the BL address and related parts.
In Fig. 11, the numbers in the small white squares indicate
the DWL addresses corresponding to the DWL connections
from the bottom row to the top row. For row-wise access, the
WL address for activating bitcells with the same row index
is the same as in conventional SRAM. This row-wise address
decoding is independent of cell array size, as the number of
physical WLs and the number of row indices are always the
same. On the other hand, in column-wise access, the number
of physical DWLs (NR) and the number of column indices
(NCB) may differ depending on the array size. Because of this
mismatch, TP memory may require virtual DWL addresses.

These features are common in the TP addressing scheme
but have not been addressed in previous studies. Thanks to the
low complexity of the proposed TP addressing scheme, DWL
address decoding is clearly organized as follows. When NR is
equal to NCB (Case 1 in Fig. 11), DWL address decoding is
the same as in WL. On the other hand, when NR is smaller
than NCB (Case 2), the DWL address is decoded using only
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FIGURE 12. Operating principle of the bidirectional barrel shifter for the
proposed TP addressing scheme.

FIGURE 13. Dedicated controller and signal conditions for the proposed
TP addressing scheme.

the least significant bits, as many as log2NR in the column
address. For example, if the column-wise address is 7 (1112),
the value of log2NR is 2, so the DWL address is decoded
into the value 3 (112) corresponding to the least significant
2 bits. In the same way, column-wise address 3 (0112) is
decoded to the same DWL address. Therefore, the two data
assigned to column-wise addresses 3 and 7 are accessed
simultaneously when the DWL address is 3. In this case,
by adding a MUX stage that uses bits not selected in the
column-wise address as selection signals, only the data of the
desired column index can be accessed. Meanwhile, when NR
is greater than NCB (Case 3 and Case 4), the DWL address is
decoded by extending the column address by log2(NR/NCB)
bits. For example, the DWL address for column address 3
(112) becomes 3 (0112) and 7 (1112) by extending the column
address by 1 bit. This means that multiple DWL accesses
are required to access all bits of a particular column index.
Additionally, for this array size (NR >NCB), bridges for DWL
connectivity at column block boundaries can be configured in

TABLE 1. Various types of unit MUX for bidirectional barrel shifters.

two cases (Case 3 and Case 4). Before rotation by the barrel
shifter, the access data for each DWL address is shown below
each case in Fig. 11. When the DWL bridge is connected to
an array partitioned into squares as in Case 3, data having
the same column index can be accessed in a more aligned
form com-pared to Case 4. In conclusion, the proposed TP
addressing scheme makes the decoding of WL and DWL
addresses identical regardless of the array size by simply
adjusting the WL address applied to the TP memory.

C. BIDIRECTIONAL BARREL SHIFTER
For the proposed TP addressing scheme, the operating prin-
ciple of the bidirectional barrel shifter is presented in Fig. 12.
In the simplified block diagram on the left side of Fig. 12,
the two dotted circles represent the data path before and after
passing through the bidirectional barrel shifter. In addition,
each I/O data (DIN and DOUT) for the write and read opera-
tions is marked with different colors. In the case of row-wise
access, sorting is based on the row index, whereas in the case
of column-wise access, sorting is based on the column index.
For the row-wise write operation, DIN data passed through
the I/O MUX is applied to the BL peripheral circuit (write
driver) after being rotated to the left (ROL) by the row index.
On the other hand, in the case of a row-wise read operation,
DOUT data read through the BL peripheral circuit (sense
amplifier) is output after being rotated to the right (ROR) by
the row index. In column-wise access, data is input and output
through the same path, but in a bidirectional barrel shifter,
a different form of rotation operation is required. Regardless
of the operation type, the barrel shifter rotates to the left by
the inverted binary value of the column index for the reversed
input value (R-ROL). For example, data for column index 2
(102) (colored green in Fig. 12) is reversed and rotated to the
left by 1 (012), which is an inverted value of 102. The left
rotation operation after the reversal (R-ROL) of the bidirec-
tional barrel shifter can be accomplished simply by activating
only one reverse stage (REV-B stage in Fig. 5). Fig. 13
depicts the dedicated controller and signal conditions for the
proposed TP addressing scheme. The control signals for each
stage of the bidirectional barrel shifters (REV-B/E, ROL-
X) responsible for reversing and rotating are constructed by
performing simple logic operations on the WEN and TPEN
signals.

The unit MUX constituting the bidirectional barrel shifter
can be composed of various types of logic gates. The detailed
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TABLE 2. 3-stage 2:1 MUXs using various dynamic circuits.

FIGURE 14. (a) Leakage worst condition and required evaluation time.
(b) Output node voltage and operational failure rate for the proposed
dynamic circuits.

circuitry and pros and cons of each logic gate are summarized
in Table 1. In many previous studies of barrel shifters [16],
[17], [18], [19], [20], domino logic-based implementations
have been favored due to their relatively high speed and small
size compared to static CMOS logic. However, the precharge
operation that must be preceded every cycle causes high
power consumption in the domino logic gate. In the case of

the transmission gate, it is not suitable for use in barrel shifters
that requiremultipleMUX stage configurations due to its lack
of self-driving capability. To reduce the hardware cost of TP
memory, we propose an inverting MUX-based bidirectional
barrel shifter. Table 2 shows the 3-stage 2:1 MUXs using var-
ious dynamic circuits. Unlike the conventional domino logic
gate, the dynamic logic gates are based on an invertingMUX.
As shown in the table, dynamic circuits require two-phase
operation consisting of precharge and evaluation. During the
precharge phase, the output of each MUX stage is fixed at a
value of ‘0’ or ‘1’, and one of the two paths in the middle is
selected by theMUX selection signal. In this example, the left
path is simply selected, and the operating principle is the same
in the opposite case. During the evaluation phase, the input
signal connected to the selected path is propagated through
each MUX stage.

In the conventional dynamic logic-based configuration (1st
row in Table 2), the output values of each stage initially
turn on the selected path of the next MUX stage from the
beginning of the evaluation phase. Therefore, the outputs of
all stages fall monotonically regardless of the inputs. This
is a monotonicity problem as it prevents the output Y node
from rising when input A of the first MUX stage is ‘1’.
In the conventional domino logic-based configuration (2nd
row in Table 2), a static CMOS inverter is added to the
dynamic gate to solve the monotonicity problem. The main
difference, in this case, is that the output of each stage formed
in the precharge phase deactivates the selected path of the
next MUX stage at the beginning of the evaluation phase.
Accordingly, input A of the first MUX stage is sequen-
tially propagated through each MUX stage. In the proposed
dynamic logic-based configuration (3rd row in Table 2), two
types of MUXs with duality are alternately arranged. As with
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FIGURE 15. (a) Proposed inverting MUX-based bidirectional barrel shifter.
(b) Layout comparison of two-stage MUX.

domino logic gates, it prevents the output of eachMUX stage
from falling monotonically early in the evaluation phase.

Compared to the conventional domino-logic gate, the
proposed dynamic logic gate does not have a keeper, but
the effect of leakage current is insignificant due to its
fast-operating speed and three-stacked transistors in the leak-
age path. Fig. 14 presents the worst leakage condition and
the corresponding output node voltage and operational failure
rate of the MUX. The worst-case leakage in the proposed
dynamic gate is when only one transistor is turned on in the
middle MUX select paths during the evaluation phase. Here,
SF and FS corners are applied to the proposed precharge high
and low dynamic gates, respectively. As shown in Fig. 14(b),
as a result of Monte-Carlo simulation to determine the impact
of process changes, it was confirmed that operation errors
begin to occur below the supply voltage of 0.45V. In addi-
tion, the required evaluation time of the bidirectional barrel
shifter was investigated to find out the effect of the worst
leakage in the evaluation phase on the operational stability.
As mentioned in Fig. 6, the total number of stages is deter-
mined by the number of input bits of the bidirectional barrel
shifter, which requires 10 stages for 256 bits. As shown in
Fig. 14(b), under the worst evaluation delay conditions (SS
corner, −10◦C), the output voltage change of the proposed
dynamic gate is negligible. Since the total number of stages
required for a bidirectional barrel shifter increases gradually
on a logarithmic scale, the proposed dynamic gate can easily
construct multiple MUX stages with short evaluation times.

FIGURE 16. (a) Shared pull-up and pull-down path in the proposed
dynamic gate and (b) comparison of the 2 MUX stages layout.

FIGURE 17. Area comparison of the unit MUX and bidirectional barrel
shifter.

Fig. 15(a) shows the overall structure of the pro-
posed dynamic logic gate-based bidirectional barrel shifter.
By alternately arranging two types of dynamic gates with
duality, the number of PMOS and NMOS is balanced com-
pared to conventional gates. Therefore, the proposed structure
improves the area efficiency by facilitating the L-shaped lay-
out of the two-stage MUX as shown in Fig. 15(b). To further
maximize area efficiency, the proposed dynamic gate can
share transistors placed in the pull-up or pull-down path as
presented in Fig. 16(a). The layout difference before and after
sharing is shown in Fig. 16(b), and the area reduction rate
according to the number of bits is shown in the right graph
of Fig. 16(a). In the shared structure, the area reduction rate
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FIGURE 18. Delay and power comparison of the bidirectional barrel
shifter.

FIGURE 19. (a) Macro-level layout, (b) design summary, and (c) area
breakdown of the proposed TP-SRAM.

increases as the number of bits increases because there is no
need for spacing between the pull-up and pull-down paths and
adjacent MUX selection parts.

IV. NUMERICAL RESULTS
To enable hardware-efficient orthogonal data access, the pro-
posed TP SRAM adopts i) a novel 8T SRAM bitcell with a
diagonal WL bridge, and ii) a low-complex TP addressing
scheme. We also proposed a dynamic gate-based MUX with
duality to reduce the hardware cost of bi-directional barrel
shifters. In the following subsections, a post-layout simula-
tion based comprehensive analysis is carried out to verify the
effectiveness of the proposed low-cost TP-SRAM scheme.

A. BIDIRECTIONAL BARREL SHIFTER
As an applicable option for a bidirectional barrel shifter,
various logic gate-based designs in Table 1 are comparedwith
the proposed dynamic gate-based design. The area compari-
son of unit MUX based on the layout shown in Fig. 15(b)
is presented in Fig. 17. Although the distance between the
supply rail and the transistor can be narrowed in the conven-
tional gate layout in Fig. 15(b), the area of the unit MUX
is compared based on Fig. 15(b), considering the number of
metal routing tracks and the buffer layout to be followed.
The proposed unit MUX (unshared structure) has 37% and

FIGURE 20. Comparisons of the TP-SRAM bitcell area with the
conventional 6T SRAM.

TABLE 3. Comparison of bitcells supporting transposable function.

51% smaller areas than the conventional static CMOS-based
MUX and domino logic-based MUX, respectively. Since it
is not possible to share the pull-up and pull-down paths of
the proposed dynamic gate for the unit MUX, that area of the
shared structure is not counted in Fig. 17. Fig. 17 also shows
an area comparison for a bidirectional barrel shifter. Each
bidirectional barrel shifter includes the area of a two-stage
inverter in common as a buffer of the output stage. In the
case of the proposed bidirectional barrel shifter, when the
number of inverting MUX stages is odd, the area of the 3-
stage inverter is included. The proposed bidirectional barrel
shifter with shared pull-up and pull-down paths in a 32-bit
configuration has an area reduced by 35% compared to the
conventional static CMOS-based designs. In the proposed 32-
bit bidirectional barrel shifter, the area reduction before and
after sharing the pull-up and pull-down paths is about 9%.

A comparison of delay and dynamic power for a bidi-
rectional barrel shifter is shown in Fig. 18. Based on a
32-bit configuration at nominal supply voltage (0.9V), the
pro-posed dynamic gate-based design achieves a 26% reduc-
tion in delay compared to the conventional static CMOS
gate-based design. Compared to the static CMOS gate, the
delay reduction of the domino logic gate is very sensitive to
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TABLE 4. Comparison with the state-of-the-art.

FIGURE 21. Comparison of the (a) TP-SRAM cell array area and (b) overall
macro area.

the strength of the keeper, and it was confirmed that doubling
the length of the keeper PMOS reduced the delay by 4%.
The power consumption of the bidirectional barrel shifter was
measured as the average value of 4 cycles of left rotation and
4 cycles of right rotation by making the ratio of 0 and 1 of the
input bits the same. Similar to the delay result, the proposed
design shows little difference in power consumption with or
without a shared path. At a 0.9V supply, power is increased
by 94% over static CMOS-based designs, which is a 22.9%
reduction over conventional domino logic-based design.

FIGURE 22. Power comparison of the TP-SRAM.

B. TRANSPOSABLE SRAM
For macro-level comparison, the proposed 16Kb (128 WLs
and 128 BLs) TP-SRAM has been implemented using 28nm
CMOS technology. The layout and design summary for this
is shown in Fig. 19. Based on the proposed low-complexity
TP addressing scheme (Fig. 9 and Fig. 13), fully functional
macros can be implemented without additional circuitry for
address decoding. As mentioned in Fig. 7, the separated BL
and DBL pair for the proposed 8T TP-SRAM cell requires
an additional BL MUX, which has an area overhead of 2.3%.
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FIGURE 23. (a) Operation sequence and (b) delay comparison of the
TP-SRAM.

The ratio of the proposed bidirectional barrel shifter in the
total TP-SRAM macro is 10.8%, which increases further as
the number of data I/O bits increases. Fig. 20 shows the area
comparison of bitcells that enable the TP memory access
function. Compared to the conventional 6T bitcell, the con-
ventional TP-8T bitcell with additional orthogonal WL and
BL pairs, conventional TP-10T bitcell with two decoupled
read ports, and the proposed 8T bitcell have 5.24x, 3.18x and
1.82x larger areas, respectively. The proposed TP-8T bitcell
with diagonal WL enables TP memory access function with a
42.7% and 65.3% reduced area compared to the conventional
TP-8T bitcell and TP-10T bitcell, respectively. As shown
in Table 3, the decoupled read port-based TP-10T SRAM
cell [22] is advantageous in improving static noise margin
(SNM) compared to other TP SRAM cells, but its advantages
are overshadowed by the significant area increase and the
lack of support for the write transposable function. When
considering the use of an assist scheme, WL-based assist is
difficult to use in all cell types due to half-select issues in
the column-interleaved structure. Also, in the conventional
TP-8T, the cell supply voltage (CVDD) is parallel to the bit
line pair in only one direction, so the use of the CVDD-based
assist scheme is limited.

For a fixed-size array, the conventional TP-SRAM [3]men-
tioned in Fig. 4 includes different numbers of row-transition

MUXs (RTMs) according to the column-interleaving struc-
ture. Similar to the DWL bridge of the proposed TP-SRAM,
since the RTMs are located on the column block boundary,
more RTMs are required when the size of the BL MUX is
small. On the other hand, the pro-posed 8T TP-SRAM main-
tains a constant area regardless of the column-interleaving
structure. For a 16Kb cell array composed of 128 WLs
and 128 BLs, Fig. 21(a) shows the area comparison between
the conventional RTM-based cell array and the proposed
cell array. When the BL MUX size is smaller than 16, the
proposed 8T SRAM has a smaller cell array area, and the
area of the conventional RTM-based cell array decreases
exponentially as the BL MUX size increases. Although the
conventional RTM-based cell array has a smaller area when
the BL MUX is greater than 8, a large BL MUX requires
several cycles for column data access, as shown in Case 3 in
Fig. 11. Themacro-level area comparison of the TP-SRAM in
the 4:1 column-interleaving structure is shown in Fig. 21(b).
Conventional multi-bank-based TP-SRAM [2] has a large
area overhead due to redundancy for the controller and WL
peripherals in 32 separate banks. Compared to RTM-based
TP-SRAM, the proposed approach shows an area reduction
of up to 39% due to optimization in the cell array and bidi-
rectional barrel shifter.

Fig. 22 shows the average power for row-wise read/write
operations and column-wise read/write operations to com-
pare TP-SRAM power consumption. In the conventional
multi-bank-based design, the power overhead due to redun-
dant WL peripherals and controllers in each separate bank
is noticeable. On the other hand, in the cell array, the
RTM-based design consumes about 5.65 times more power
than the proposed 8T TP-SRAM due to the switching of the
MUX included in the middle of the array. As a result, the
proposed TP-SRAM consumes up to 17% less power than
conventional RTM-based designs. To compare the operation
delay of TP-SRAM, the operation sequence including data
relocation (bidirectional barrel shifter) for read and write
operations can be defined as in Fig. 23(a). In the write
operation, the rotation operation of the bidirectional barrel
shifter for input data and the precharge operation for the
half-selected cells are simultaneously performed. Also, for
RTM-based TP-SRAM, it takes 31 RTMs to activate the WL
of the column block farthest from the WL driver. For this
reason, the proposed TP-SRAM, as shown in Fig. 23(b),
shows 61% and 52% faster operation delay than RTM-based
design for write and read operations, respectively. The com-
parison results with the state-of-the-art works are summarized
in Table 4. The proposed 16Kb TP-SRAM implemented in
28nm CMOS technology has 17% reduced power, 52% faster
operation delay, and 39% smaller area compared to the state-
of-the-art.

V. CONCLUSION
This paper presents a novel hardware-efficient TP-SRAM
design method that uses an improved addressing scheme
to simplify address decoding and minimize data reordering
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costs. By utilizing 8T SRAM bitcells and diagonal WL
bridges, the excessive area overhead of the TP-SRAM
is reduced. Furthermore, the proposed bidirectional barrel
shifter, which uses invertingmultiplexers and complementary
dynamic gates, eliminates the hardware inefficiencies of tra-
ditional domino logic gate-based designs. Numerical results
indicate that the proposed 16Kb TP-SRAM has reduced
power consumption by 17%, faster operation latency by 52%,
and a smaller area by 39% compared to the state-of-the-art.
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