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ABSTRACT This paper addresses the challenge of ensuring finite-time boundedness in switched
time-varying delay systems with actuator saturation. Utilizing Lyapunov–Krasovskii functionals, we estab-
lish delay-dependent conditions through linear matrix inequalities, ensuring that switched systems with
time-varying delays remain finite-time bounded. The paper also introduces the concept of average dwell
time for switching signals, providing additional conditions for finite-time boundedness. Furthermore, the
finite-time L2-L∞ performance of switched systems with time-varying delays is investigated as a measure of
disturbance capability within a finite-time interval. The estimator gain matrix can be determined by solving
the linear matrix inequalities. The effectiveness of the proposed approach is illustrated through numerical
examples.

INDEX TERMS Actuator saturation, average dwell time, finite-time boundedness, L2 − L∞ performance,
Lyapunov-Krasovskii method, time-varying delay.

I. INTRODUCTION
Switched systems have receivedmuch attention recently, with
studies exploring stability, controllability, and performance.
The notable topics include finite-time stabilization, robust
filtering, L2 gain, Finite-time boundedness, stochastic, and
H∞ control in switched systems [1], [2], [3], [4], [6],
[7], [8]. These collective studies significantly contribute
to understanding control and stability in switched time-
delay systems. Switched systems have wide applications
in chemical processes, mechanical systems, automotive
industry, aircraft and air traffic control, and so on. Such a
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class of systems is composed of a finite number of subsystems
and a logical rule orchestrating the switching between the
subsystems. Basically, the switching rule in most existing
literatures can be classified into three categories: arbitrary
switching is investigated in [8], dwell time switching is given
in [7], and state dependent switching is presented in [9]. It is
well known that the first two categories of switching rules
require that each subsystem of a switched system is stable or
stabilized. In particular, it is generally admited that dwell time
switching regime is more pliant than arbitrary switching rule
to some extent.

Recently, researchers have employed two methods for
dealing with slow switching: dwell time and average dwell
time. However, these results are somewhat conservative.
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In the majority of the literature, the average dwell time
scheme is preferred because it yields more general results
compared to dwell time. In the average dwell time approach,
the number of switches within a finite interval is bounded, and
the average time between consecutive switchings is not less
than a constant. This method has been demonstrated to be a
successful and effective technique for analyzing the stability
of switched systems and designing controllers. For example,
refer to [3], [10], and [11].

Actuator saturation are the key of control which is applica-
ble to all areas of engineering and science. However, majority
of actuators are not strictly accord with linearity, most of
them subject to saturation in real physical systems. On the
other hand, as a physical phenomenon, actuator saturation
often occurs in practical systems due to physical constraints.
That can severely degrade the performance of closed-loop
system and sometimes evenmake a stable closed-loop system
unstable if the controller is designed without considering
this kind of nonlinearity. During the past several decades,
control systems with actuator saturation have received much
attention, (see for examples [12], [13], [14], [15], [16],
and the references therein). The analysis and synthesis of
T-S fuzzy systems with actuator saturation nonlinearities is
given in [17]. A problem of robust observer-based passive
control for uncertain singular time-delay systems subject to
actuator saturation has been investigated in [18]. In [19]
passivity controller design for singular time-delay system and
actuator saturation with nonlinear disturbance are employed.
H∞ observer design for stochastic time-delayed systems
with Markovian switching under partly known transition
rates and actuator saturations has been investigated in [20].
The problem of exponential stabilization for a class of
singularly perturbed switched systems subject to actuator
saturation is studied in [21]. Based on finite-time H∞

control problem for a class of discrete-time switched singular
time-delay with actuator saturation have been investigated
in [22].

Finite-time stability addresses the stability of a system
over a finite-time interval and holds significant importance.
It’s essential to note that finite-time stability and Lya-
punov asymptotic stability are distinct concepts, and they
are independent of each other. Therefore, it is important
to emphasize the distinction between classical Lyapunov
stability and finite-time stability. However, in many prac-
tical systems, people increasingly prefer to consider the
behavior of system in a finite interval [23], [24], [25].
And in recent years, finite-time stability and finite-time
boundedness problems have been widely spread and used
in various systems [26]. The finite-time filtering and state
observer design problems have been solved respectively
in [27]. In the field of control systems, recent research
has focused on achieving finite-time stability and control
for various dynamic systems. Reference [28] introduced
a novel approach to fuzzy adaptive finite-time consensus
control for high-order nonlinear multiagent systems based
on event-triggered mechanisms, providing robustness against

uncertainties and disturbances. Reference [29] addressed
finite-time event-triggered stabilization for discrete-time
fuzzy Markov jump singularly perturbed systems, offering
insights into stochastic systems with singularly perturbed
dynamics. Reference [30] contributed to the design of event-
based finite-time control strategies for nonlinear multiagent
systems with asymptotic tracking objectives, emphasizing
finite-time convergence and asymptotic tracking behavior.
Additionally, interval type-2 fuzzy systems with time delay
and actuator faults were explored in an unidentified article,
focusing on the finite-time boundedness of such systems
in [31]. This growing body of research underscores the
significance of finite-time control in addressing complex
system dynamics.

To the best of our knowledge, the concept of finite-time
boundedness represents a crucial aspect of control theory,
ensuring that a system’s state variables remain within
predetermined bounds within a finite time frame. This
property is particularly significant in real-world applications
where the system’s behavior must be tightly controlled and
constrained to meet performance and safety requirements.
Additionally, the finite-time control of switched system with
L2 − L∞ performance criteria plays a major role in this
paper. The main contribution of this work as given as
follows:

1) We establish sufficient conditions for ensuring
finite-time boundedness through the Lyapunov-
Krasovskii functional, Jensen’s inequality, Wirtinger’s
integral inequality, and a novel integral inequality,
utilizing linear matrix inequalities (LMIs).

2) Exploring the finite-time L2 − L∞ performance
of switched systems with time-varying delays as a
measure of disturbance capability within a finite-time
interval.

3) We address the challenging problem of finite-time
boundedness in switched time-delay systems while
incorporating an actuator saturation controller gain.
The design of the controller gain considers factors
such as attenuation levels and the average dwell
time, ensuring effective control under saturation con-
straints. Consequently, we determine the estimator
gains required for the proposed control strategy’s
implementation.

4) Furthermore, we demonstrate the practical relevance of
our approach by applying it to real-world scenarios,
specifically addressing the water pollution control
problem. Our approach’s effectiveness and applica-
bility are demonstrated through numerical examples,
showcasing its potential for providing sustainable
solutions to control problems.

Notation: The notation used in this paper is standard. Rn

denotes n-dimensional Euclidean space, the superscript ‘‘T ′′

denotes the transpose and the notation P > 0 (≥ 0) means
P is real symmetric positive definite matrix, λmax(P) and
λmin(P) denote the maximum and minimum eigenvalues of
matrix P, respectively. I is an identity matrix with appropriate
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dimension. The asterisk ∗ in a matrix is used to denote a term
that is induced by symmetry.

II. PROBLEM FORMULATION AND PRELIMINARIES
Consider the following switched system with time varying
delays as follows:

ẋ(t) = Ap(t)x(t) + Adp(t)x(t − h(t)) + Bp(t)sat(u(t))
+Bwp(t)w(t),

z(t) = Cp(t)x(t) + Cdp(t)x(t − h(t)) + Dwp(t)w(t),
x(t) = φ(t), t ∈ [−hM , 0],

 (1)

where x(·) = [x1(·), x2(·), . . . , xn(·)]T ∈ Rn is the state
vector, u(t) ∈ Rp is the control input z(t) ∈ Rm is the
control output vector; p(t) : [0, ∞) → N = {1, 2, . . . , n}
is the switching signal that is a piecewise constant function
depending on time t or state x(t), and n is the number of
subsystems; w(t) ∈ Rq is the disturbance and satisfies∫ T
0 wT (t)w(t) ≤ d , d ≥ 0, h(t) is time-varying delay satisfies
0 ≤ h(t) ≤ h, ḣ(t) ≤ hM . sat(u(t)) : Rp

→ Rp is the control
input, sat(·) is the saturation nonlinearity function.

A. CONTROL FORMULATION
The saturation function sat(u(·)) : Rp

→ Rp is defined as
follows:

sat(u) := [sat(u1), sat(u2), . . . , sat(up)]T ,

where sat(ul) = sig(ul)min{ϑl, |ul |}, or we can write as
follows

ϑl ul > ϑl,

ul, −ϑl ≤ ul ≤ ϑl, l = 1, 2, . . . , p,
−ϑl, ul < −ϑl .

The saturation function sat(u(t)) may be decomposed into
a linear and a nonlinear segment, which helps elucidate its
behavior and implications for the model at hand

sat(u(t)) = u(t) − φ(u(t)), (2)

where φ(u(t)) = [φ1(u(t)), φ2(u(t)), . . . , φp(u(t))]T ∈ Rp,
and φl(u(t)) = ul(t) − sat(ul(t)), (l = 1, 2, . . . , p).
Subsequently, a scalar value 0 < ϵ < 1 exists, satisfying
the condition that

ϵuT (t)u(t) ≥ φT (u(t))φ(u(t)).

Therefore we design the controller as the following form:

u(t) = Kix(t) (3)

where Ki ∈ Rp is the gain matrix to be designed. Assuming
that only a finite part of the non-linearity is considered during
the actual system operation, i.e. the operation of the saturation
is inside the sector [ϵ, 1], 0 < ϵ < 1. Corresponding to
the switching signal p(t), we have the following switching
sequence, {x0 : (i0, t0), . . . , (ik , tk ), . . . , |ik ∈ N, k =

0, 1, . . . }. Moreover, p(t) = i which means that ik th
subsystem is activated when t ∈ [tk , tk+1).

From (1) the switched time-varying delayed system and
replaced with p(t) = i is written as follows,

ẋ(t) = Aix(t) + Adix(t − h(t)) + Bisat(u(t)) + Bwiw(t),
z(t) = Cix(t) + Cdix(t − h(t)) + Dwiw(t),
x(t) = φ(t), t ∈ [−hM , 0],


(4)

Definition 1 ([24] Finite-Time Boundedness): For a given
time constant c1 > 0, c2 > 0, T and symmetric matrix R > 0,
the system (1) is said to be finite-time bounded with respect
to (c1, c2,T ,R) if there exist constants c2 > c1 > 0, such
that

xT (t0)Rx(t0) ≤ c1 ⇒ xT (t)Rx(t) ≤ c2, ∀ t ∈ [0,T ].

Definition 2 ([38] L2 − L∞ Performance): The time-
varying delay switched system (1) is said to be finite-time
bounded with respect to (c1, c2,T ,R, d) in the sense of
Definition 1 and disturbance attenuation γ > 0 such that

∥ z(t) ∥
2
∞≤ γ 2

∥ w(t) ∥
2
2,

where ∥ z(t) ∥
2
∞= supt>0[z

T (t)z(t)],

∥ w(t) ∥
2
2=

∫ T
0 wT (t)w(t)dt .

Definition 3 ([33]): For any switching signal p(t) and
t2 ≥ t1 ≥ 0, let Np(t)(t2, t1) denote the switching number
of p(t) on an interval (t1, t2). We say that p(t) has an average
dwell time τa if

Np(t)(t1, t2) ≤ N0 +
t2 − t1

τa

holds for given N0 ≥ 0, τa > 0, N0 is the chatter bound.
Without loss of generality, we choose N0 = 0 throughout this
paper.
Lemma 4: [37] For any real vectors α, β and any matrix

Q > 0 with appropriate dimensions, it follows that

2αTβ ≤ αTQα + βTQ−1β.

Lemma 5: For any positive matrices M1, M2 ∈ Rn×n

L ∈ Rn×q, positive definite symmetric matrix Q2 ∈ Rn×n

and any time varying delays h(t), we have

−

∫ t

t−d(t)
ẋT (s)Q2ẋ(s)ds ≤ ξT (t)

[
9 + h5TQ−1

2 5

]
ξ (t)

(5)

where

5 =
[
M1 M2 L

]
,

ξT =
[
xT (t) xT (t − h(t)) wT (t)

]
,

9 =

MT
1 +M1 −MT

1 +M2 L
∗ −MT

2 −M2 −L
∗ ∗ 0


Proof From Lemma 2.4 we have

−

∫ t

t−h(t)
ẋT (s)Q2ẋ(s)ds
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≤ 2
( ∫ t

t−h(t)
ẋ(s)ds

)T

5ξ (t)

+

∫ t

t−h(t)
ξT (t)5TQ−1

2 5ξ (t)ds,

≤ 2ξT (t)

 I
−I
0

 5ξ (t)

+ hξT (t)5TQ−1
2 5ξ (t),

= ξT (t)9ξ (t) + hξT (t)5TQ−1
2 5ξ (t). (6)

Hence we conclude (5). □

Lemma 6 ([32]): For any constant matrix M > 0, the
following inequality holds for all continuously differentiable
function ϕ on [a, b] → Rn×n:

(b− a)
∫ b

a
ϕT (s)Mϕ(s)ds ≥

( ∫ b

a
ϕ(s)ds

)T

M
( ∫ b

a
ϕ(s)ds

)
+ 3�TM�,

where

� =

∫ b

a
ϕ(s)ds−

2
b− a

∫ b

a

∫ s

a
ϕ(θ )dθds.

III. MAIN RESULTS
A. FINITE-TIME BOUNDEDNESS
In this section, we first derive the finite-time boundedness
condition for the switched system from (4) with u(t) =

Kix(t), where Ki is known constant and z(t) = 0:

ẋ(t) = Aix(t) + Adix(t − h(t)) + Bisat(Kix(t)) + Bwiw(t),
x(t) = φ(t), t ∈ [−hM , 0],

}
(7)

Theorem 7: For given positive scalars T , c1, c2, d , h, hM ,
Ki, ϵ, ϵa and α the system (7) is finite-time boundedness if
there exist symmetric positive definitematricesPi > 0,Q1i >

0, Q2i > 0, Zi > 0, Si > 0 and the appropriate dimensional
matricesM1i > 0,M2i > 0 and Li > 0 such that the following
LMIs holds:

∑̃
=

 ∑
2T h5T

∗ −
1
hQ2i 0

∗ ∗ −Q2i

 < 0, (8)

e(α+
lnµ
τa

)T
[(

λ2 + hλ3 +
h2

2
λ4 +

h2

2
λ5

)
c1 + dλ6

]
< λ1c2.

(9)

Then, under the following average dwell time scheme

τa > τ ∗
a =

T lnµ

ln(c2e−αT ) − ln
[
βc1 + dλ6

] , (10)

where β =

(
λ2 + hλ3 +

h2
2 λ4 +

h2
2 λ5

)
, the system is

finite-time boundedwith respect to (c1, c2,T ,R, p(t)), where
µ>1 satisfying

Ps < µPi,Q1s < µQ1i,Q2s < µQ2i,Zs < µZi, ∀i, s ∈ N.

(11)

where

6 =



811 812 0 0 0 0 BwiLi −Bi
∗ 822 0 0 0 0 −Li 0
∗ ∗ 833 0 0 836 0 0
∗ ∗ ∗ 844 845 0 0 0
∗ ∗ ∗ ∗ 855 0 0 0
∗ ∗ ∗ ∗ ∗ 866 0 0
∗ ∗ ∗ ∗ ∗ ∗ −Si −ϵaBi


.

811 = 2PiAi + 2BiKi + Q1i + dQ3i +M1i +MT
1i − αPi,

812 = AdiPi −MT
1i +M2i, 822 = e−αh(t)Q1 −MT

2i

−M2i, 833 =
e−αh

h Zi − 3e−αh

h Zi, 836 =
6e−αh

h2
Zi,

844 =
e−αh

h Zi − 3e−αh

h Zi, 845 =
6e−αh

h2
Zi,

855 = −
12e−αh

h3
Zi, 866 = −

12e−αh

h3
Zi,

2 =

[
AiQ2i AdiQ2i 0 0 0 0 BwiQ2i BiQ2i

]
,

5 =
[
M1i M2i 0 0 0 0 Li 0

]
.

λ1 = λmin(Pi), λ2 = λmax(Pi), λ3 = λmax(Q1i),
λ4 = λmax(Q2i), λ5 = λmax(Zi), λ6 = λmax(Si).
Proof Choose the following Lyapunov functional for the
system (7) as:

V (x(t), t) =

4∑
i=1

Vi(x(t)), (12)

where

V1(x(t), t) = xT (t)Pix(t),

V2(x(t), t) =

∫ t

t−h(t)
eα(t−s)xT (s)Q1ix(s)ds,

V3(x(t), t) =

∫ 0

−h

∫ t

t+θ

eα(t−s)ẋT (s)Q2iẋ(s)dsdθ,

V4(x(t), t) =

∫ 0

−h

∫ t

t+θ

eα(t−s)xT (t)Zix(s)dsdθ.

Calculating the time derivative of V (x(t), t) along the
trajectories of the system (7), we have

V̇1 = 2xT (t)Piẋ(t), (13)

V̇2 = xT (t)Q1ix(t)

− (1 − hM )e−αh(t)xT (t − h(t))Q1ix(t − h(t)), (14)

V̇3 = hẋT (t)Q2ẋ(t) − e−αh
∫ t

t−h
ẋT (s)Q2iẋ(s)ds, (15)

V̇4 = hxT (t)Zix(t) − e−αh
∫ t

t−h
xT (s)Zix(s)ds. (16)
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By applying Lemma 5 in the integral term in (15), we can
get,

−

∫ t

t−h
ẋT (s)Q2iẋ(s)ds ≤ ξT (t)

{
9 + h5TQ−1

2i 5
}
ξ (t).

(17)

The integral term in (16) can be written as

−

∫ t

t−h
xT (s)Zix(s)ds = −

∫ t−h(t)

t−h
xT (s)Zix(s)ds

−

∫ t

t−h(t)
xT (s)Zix(s)ds. (18)

By using Lemma 6, we have

−

∫ t−h(t)

t−h
xT (s)Zix(s)ds

= −
1
h

( ∫ t−h(t)

t−h
x(s)ds

)T

× Zi

( ∫ t−h(t)

t−h
x(s)ds

)
−

3
h
�T

1 Zi�1, (19)

−

∫ t

t−h(t)
xT (s)Zix(s)ds

= −
1
h

( ∫ t

t−h(t)
x(s)ds

)T

× Zi

( ∫ t

t−h(t)
x(s)ds

)
−

3
h
�T

2 Zi�2. (20)

where �1 =
∫ t−h(t)
t−h x(s)ds −

2
h

∫
−h(t)
−h

∫ t
t+θ

x(s)dsdθ , �2 =∫ t
h(t) x(s)ds−

2
h

∫ 0
−h(t)

∫ t
t+θ

x(s)dsdθ .

The saturation effect of the actuator considered in (2), we can
get

sat(u(t)) = u(t) − φ(u(t)), (21)

Replacing u(t) in (21) for the right hand side of (3)

sat(u(t)) = Kix(t) − φ(u(t)), (22)

Moreover, there exists a scalar 0 < ϵ < 1 satisfying

ϵuT (t)u(t) − φT (u(t))φ(u(t)) ≥ 0, (23)

Substitute (3) in (23) we have,

ϵxT (t)KT
i Kix(t) − φT (u(t))φ(u(t)) ≥ 0, (24)

Therefore, for any constant ϵa > 0, we can derive

ϵϵaxT (t)KT
i Kix(t) − ϵaφ

T (u(t))φ(u(t)) ≥ 0, , (25)

Combining from (13) to (25), we have that

V̇ (x(t)) − αV (x(t)) − wT (t)Siw(t)

= 4T (t)
{
6 + 2TQ−1

2i 2 + h5TQ−1
2i 5

}
4(t), (26)

where 4T (t) =

[
xT (t) xT (t − h(t))

∫ t−h(t)
t−h xT (s)ds∫ t

t−h(t) x
T (s)ds

∫ 0
−h(t)

∫ t
t+θ

xT (s)dsdθ∫
−h(t)
−h

∫ t
t+θ

xT (s)dsdθ wT (t) φ(u(t)
]

By applying Schur complement Lemma, in (26) we get,

V̇ (x(t)) − αV (x(t)) − wT (t)Siw(t) < 0, (27)

It can be obtained from (27), for t ∈ [tk , tk+1),

V (t) < eα(t−tk )V (tk ) +

∫ t

tk
eα(t−s)wT (s)Siw(s)ds,

< eα(t−tk )µV (tk− ) +

∫ t

tk
eα(t−s)wT (s)Siw(s)ds,

< eα(t−tk )µ[eα(t−tk−1)V (tk−1)

+

∫ tk

tk−1

eα(tk−s)wT (s)Siw(s)ds]

+

∫ t

tk
eα(t−s)wT (s)Siw(s)ds,

= eα(t−tk−1)µV (tk−1) + µ

∫ tk

tk−1

eα(t−s)wT (s)Siw(s)ds

+

∫ t

tk
eα(t−s)wT (s)Siw(s)ds < . . .

. . . < eα(t−0)µNp(0,t)V (0)

+ µNp(0,t)
∫ t1

0
eα(t−s)wT (s)Siw(s)ds

+ µNp(t1,t)
∫ t2

t1
eα(t−s)wT (s)Siw(s)ds+ . . .

+ µ

∫ tk

tk−1
eα(t−s)wT (s)Siw(s)ds

+

∫ t

tk
eα(t−s)wT (s)Siw(s)ds,

= eα(t−0)µNp(0,t)V (0)

+

∫ t

0
eα(t−s)µNp(0,t)wT (s)Siw(s)ds,

< eαtµNp(0,t)V (0)

+ µNp(0,t)eαt
∫ t

0
wT (s)Siw(s)ds,

< eαTµNp(0,T )[V (0) +

∫ T

0
wT (s)Siw(s)ds]

< eαTµNp(0,T )[V (0) + λmax(Si)d]. (28)

From Definition 2.4, we know Np(0, t) < T
τa
. Noting that

Si < λ6I , we have

V (t) < e(α+
lnµ
τa

)T [V (0) + λ6d]. (29)

Then

V (t) = Vi(t) ≥ xT (t)P̃−1
i x(t) = xT (t)R

1
2P−1

i R
1
2 x(t)

≥
1

λmax(Pi)
xT (t)Rx(t).
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Noting that, λ1R−1 < P̃i < R−1 we have λmax(Pi) < 1, then

V (t) > V1i(t) > xT (t)Rx(t). (30)

On other hand

V (x(0)) = xT (0)Pix(0) +

∫ 0

−h(0)
eα(−s)xT (s)Q1ix(s)ds

+

∫ 0

−h

∫ 0

θ

eα(−s)ẋT (s)Q2iẋ(s)dsdθ

+

∫ 0

−h

∫ 0

θ

eα(−s)xT (0)Zix(s)dsdθ.

≤

(
λ2 + hλ3 +

h2

2
λ4 +

h2

2
λ5

)
sup

−τ̄≤θ≤0
{xT (θ )Rx(θ ), ẋT (θ )Rẋ(θ )}.

V (x(t))

≤ e(α+
lnµ
τa

)T
[(

λ2 + hλ3 +
h2

2
λ4 +

h2

2
λ5

)
c1 + dλ6

]
.

(31)

From (9) we have

xT (t)Rx(t) < c2. (32)

By Definition 1, the system (7) is finite-time boundedness.
This completes the proof. □

Remark 8: Based on the theorem presented above, we can
conclude that the system described in equation (7) shows
finite-time boundedness. If we set the term w(t) = 0 in
equation (7), we can conclude the theorem as representing
finite-time stable.

Next, we focus on the finite-time boundedness of the (4).

B. FINITE-TIME L2 − L∞ PERFORMANCE
Theorem 9: For given positive scalars T , c1, c2, d , h, hM ,

Ki, ϵ, ϵa and α the system (4) with Bi = 0 is finite-time
boundedness with a prescribed level of noise attenuation
γ > 0 if there exist symmetric positive definite matrices
Pi > 0, Q1i > 0, Q2i > 0, Zi > 0 and any appropriate
dimensional matricesM1i > 0,M2i > 0 and Li > 0 such that
the following LMIs holds:

∑̃
2

=


62 2T h5T Â
∗ −

1
hQ2i 0 0

∗ ∗ −Q2i 0
∗ ∗ ∗ −I

 < 0, (33)

e(α+
lnµ
τa

)T [
(β)c1

]
< λ1c2. (34)

Then, under the following average dwell time scheme

τa > τ ∗
a =

T lnµ

ln(c2e−αT ) − ln(β)c1
, (35)

the system is finite-time bounded with respect to
(c1, c2,T ,R, p(t)), where µ>1 satisfying

Ps < µPi,Q1s < µQ1i,Q2s < µQ2i,Zs
< µZi, ∀i, s ∈ N. (36)

and

62 =



811 812 0 0 0 0 Li −Bi
∗ 822 0 0 0 0 −Li 0
∗ ∗ 833 0 0 836 0 0
∗ ∗ ∗ 844 845 0 0 0
∗ ∗ ∗ ∗ 855 0 0 0
∗ ∗ ∗ ∗ ∗ 866 0 0
∗ ∗ ∗ ∗ ∗ ∗ −γ 2I 0
∗ ∗ ∗ ∗ ∗ ∗ 0 −ϵaBi


,

Â =
[
Ci Cdi 0 0 0 0 Dwi 0

]
.

811, 812, 822, 833, 836, 844 845, 855, 866 are defined
in theorem 7.
Proof By following similar lines in the proof of Theorem 7,
we have,

V̇ (t, e(t)) − αV (t) + zT (t)z(t) − γ 2wT (t)w(t) < 0. (37)

Define

J = γ 2wT (t)w(t) − zT (t)z(t). (38)

Multiplying (37) by e−δt , we have,

d
dt

{e−δtV (t)} < e−δtJ (t). (39)

Integrating this inequality on [0,T ] yields

0 ≤ e−δTV (t) <

∫ T

0
e−δtJ (t)dt. (40)

We have

e−δT
∫ T

0
zT (t)z(t)dt <

∫ T

0
e−δtzT (t)z(t)dt

< γ 2
∫ T

0
e−δtwT (t)w(t)dt

< γ 2
∫ T

0
wT (t)w(t)dt. (41)

By Definition 2 the system (4) is finite-time bounded with
respect to (c1, c2,T ,R, d) and with a prescribed level of noise
attenuation γ > 0. This completes the proof. □

C. FINITE-TIME L2 − L∞ ACTUATOR CONTROL
In this subsection, we will present a detailed procedure for
actuator controller design, i.e., to find the controller gains Ki
for each subsystem. The following theorem gives sufficient
conditions for finite-time boundedness of the closed-loop
system (4)
Theorem 10: For given positive scalars T , c1, c2, d , h,

hM , ϵ, ϵa and α the system (4) is finite-time boundedness
with a prescribed level of noise attenuation γ > 0 if there
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exist symmetric positive definite matrices Pi > 0, Q1i > 0,
Q2i > 0, Zi > 0 and the appropriate matrices M1i > 0,
M2i > 0 and Li > 0 such that the following LMIs holds:

∑̃
3

=


63 2T h5T

1 Â1 BTi K
T
i

∗ −
1
hQ

−1
2i 0 0 0

∗ ∗ −Q2i 0 0
∗ ∗ ∗ −I 0
∗ ∗ ∗ 0 −I

 < 0, (42)

e(α+
lnµ
τa

)T (β)c1 < λ1c2. (43)

Then, under the following average dwell time scheme

τa > τ ∗
a =

T lnµ

ln(c2e−αT ) − ln(β)c1
, (44)

the system is finite-time bounded with respect to
(c1, c2,T ,R, p(t)), where µ>1 satisfying

Ps < µPi,Q1s < µQ1i,Q2s < µQ2i,Zs
< µZi, ∀i, s ∈ N. (45)

and

63 =



8̂11 8̂12 0 0 0 0 Li −Bi
∗ 8̂22 0 0 0 0 −Li 0
∗ ∗ 8̂33 0 0 8̂36 0 0
∗ ∗ ∗ 8̂44 8̂45 0 0 0
∗ ∗ ∗ ∗ 8̂55 0 0 0
∗ ∗ ∗ ∗ ∗ 8̂66 0 0
∗ ∗ ∗ ∗ ∗ ∗ −γ 2I 0
∗ ∗ ∗ ∗ ∗ ∗ 0 −ϵaBi


,

8̂11 = 2PiAi + Q1i + dQ3i +M1i +MT
1i − αPi,

8̂12 = −AdiPi −MT
1i +M2i, , 8̂22 = e−αh(t)Q1 −MT

2i
−M2i, 8̂33 =

e−αh

h Zi − 3e−αh

h Zi, 8̂36 =
6e−αh

h2
Zi,

8̂44 =
e−αh

h Zi− 3e−αh

h Zi, 8̂45 =
6e−αh

h2
Zi, 8̂55 = −

12e−αh

h3
Zi,

8̂66 = −
12e−αh

h3
Zi,

2 =
[
AiQ2i AdiQ2i 0 0 0 0 BwiQ2i BiQ2i

]
,

5̂ =
[
M1i M2i 0 0 0 0 Li 0

]
,

Â =

[
Ci Cdi 0 0 0 0 Dwi 0

]
.

Proof: Following the same line of proof as presented
in the Theorem 10 and applying the Schur complement
lemma to equation (33), we can draw a conclusion regarding
the behavior of (42). Consequently, we establish that
the switching system described in (4) shows finite-time
boundedness. As a result, this completes the proof. □

Remark 11: To obtain an optimal finite-time L2 − L∞

performance against unknown inputs, the attenuation level
γ 2 can be reduced to the minimum possible value such that
LMIs (33)-(36) are satisfied with a fixed α. The optimization
problem can be described as follows: min s:t: LMIs (33)-(36)
with γ 2

FIGURE 1. Water pollution control problem.

IV. NUMERICAL EXAMPLES
In this section we have given numerical examples to verify
the effectiveness of the presented method.
Example 1: Water Pollution Control Problem We

present the simulation results in this section, based on [39]
and [40] first simplifying this water pollution system into a
switched linear time-delay one, then providing a switching
control method, and finally presenting the simulation results
for the system (7) without disturbance. System Description:
As an example, let us consider an area along a river that has
a waste treatment facility at its beginning. At time t, y(t)
denotes biochemical oxygen demand (BOD) and q(t) denote
dissolved oxygen content in the reach. In this case, we assume
constant flow rates and well-mixed water in the reach, and
that when the flow enters the reach at instant t − τ , BOD
and DO are equal to their previous states [39]. The system
dynamics are first described by defining two parameters
℘1 =

QE
v and ℘2 =

Q
v , where QE and Q are the effluent

flow and stream flow, respectively, and v defines the flow in
the reach. By mass balance concentrations, we can obtain the
following switched delay-differential equations that govern
BOD and DO dynamics (where ℘1 and ℘2 are 0.1 : 0.9 and
0.2 : 0.8, respectively):

ẋ(t) = Aix(t) + Adix(t − h(t)) + Bisat(u(t))

x(t) = φ(t), t ∈ [−hM , 0], (46)

where x = [y(t)−y∗, q(t)−q∗], therein z∗ and q∗ are desired
steady-state values of BOD and DO, respectively, and other
parameters are listed as follows:

A1 =

[
−κ10 − ℘1

1 − ℘1
2 0

−κ30 −κ20 − ℘1
1 − ℘1

2

]
,

A1 =

[
−κ10 − ℘2

1 − ℘2
2 0

−κ30 −κ20 − ℘2
1 − ℘2

2

]
,

Ad1 =

[
℘1
2 0
0 ℘1

2

]
,Ad2 =

[
℘2
2 0
0 ℘2

2

]
,

B1 =

[
℘1
1 0
0 1

]
,B2 =

[
℘2
1 0
0 1

]
.

Based on [39], the following values are chosen for the
parameter values: ℘1

1 = 0.1, ℘2
1 = 0.2, ℘1

2 = 0.9,
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℘2
2 = 0.8, κ10 = 1.6, κ20 = 1.0, κ30 = 0.6, z∗ =

1.3750, qast = 6.0, h = 5.2, hM = 0.5, d = 0.2,T = 5,
c1 = 2.2, µ = 1.2, α = 0.005. By solving the LMIs
in Theorem 7, that the optimal value of c2 depends on
parameter α. By solving the matrix inequalities (8)-(11),
we can get the optimal bound of c2 with different value of
α in each subsystems.The smallest bound can be obtained
as c2 = 4.5651 when α = 0.005 and we obtain feasible
solutions as follows:

P1=

[
94.7613 −9.7732
−9.7732 79.0008

]
, Q11=

[
5.5558 −0.5631

−0.5631 4.5208

]
,

Q21=

[
1.4102 −0.1617

−0.1617 1.0922

]
, Z1=

[
2.6297 −0.2707

−0.2707 2.1399

]
,

S1=

[
29.8679 −2.9594
−2.9594 49.4804

]
, P2=

[
78.8410 −3.6993
−3.6993 65.5524

]
,

Q12=

[
49.4027 0.3073
0.3073 40.7624

]
, Q22=

[
7.3744 −0.6521

−0.6521 9.9667

]
,

Z2 =

[
48.2782 2.3655
2.3655 21.1940

]
, S2=

[
38.7956 −2.8749
−2.8749 75.4845

]
.

FIGURE 2. State trajectories of the considered model (46) without
controller.

FIGURE 3. State trajectories of the considered model (46) with controller.

As a result of the above control gain matrices and x(0) =

[1.4 2.7]T as the initial value, the simulation results of
the state response and control trajectory of the proposed
model (46) are plotted in Figs. 1-4. Fig. 1 illustrates the state
responses of the system (46) with uncontrolled. As shown

FIGURE 4. Control input response.

FIGURE 5. Evolution of switching signal.

in Fig. 2, the proposed control strategy can ensure the
finite-time stability of the considered system (46). Fig. 3
shows the trajectory of the saturated control input. Fig. 4
illustrates the estimate of the switching signal and its water
pollution control with switched system. Compared to the
existing results [41], Fig. 2 shows that our method provides
better robust stability than [41] even when the saturation
inputs, and it is obvious that our controller (3) consumes
less control energy than the controller in [39] and [41]. The
asymptotic stability of [41] has been considered in addition
to the comparison of the arbitrary switching signal strictness.
When switching harshness varies arbitrary, the switched
system may become unstable, while the same system can
maintain stability when switching harshness is based on
dwell time. Despite its random nature and variations in
response to industrial discharges, the water pollution model
does not have a high-frequency switching signal. For stream
water quality control problems, slow switching signals that
enforce remaining in subsystems are feasible, and saturation
control inputs are practical and progressive. This confirms the
superiority of the proposed method.
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FIGURE 6. State responses of the closed-loop system (1) in Example 4.2.

Remark 12: Note that the conditions (9) are dependent on
the size of c2, then we can also get the optimal lower bound
of c2 to guarantee the finite-time stability by solving a simple
optimal problem. For example, we can obtain the optimal
lower bound of c2 is 4.5651.
Example 2: Consider the actuator saturationwith switched

time-delay system (1) and the following parameters: A1 =[
2.5 0
0 3.5

]
, Ad1 =

[
0.2 1.2

−0.5 1.2

]
, B1 =

[
−0.1
−0.4

]
,

Bw1 =

[
2
0.3

]
,

C1 =

[
−0.3 0.2
0.3 −0.03

]
, Cd1 =

[
−0.6 0.5
2.1 0.1

]
,

Dw1 =

[
0.3
0.1

]
, A2 =

[
3 0
0 4

]
, Ad2 =

[
0.1 −1.1
0.3 −0.8

]
,

B2 =

[
0.3

−0.1

]
, Bw2 =

[
1
0.6

]
,

C2 =

[
−0.4 0.1
0.2 −0.3

]
, Cd2 =

[
−0.8 0.4
−2.2 0.2

]
,

Dw2 =

[
0.5
0.2

]
h = 0.7, hM = 1.6, d = 0.003, T = 5, c1 = 1.4, c2 =

7.9 µ = 1.3, α = 0.02. Solve the LMIs in Theorem 3.4,
we obtain the feasible solutions as follows:

P1 =

[
91.5023 59.5738
59.5738 59.3507

]
, Q11 =

[
0.3870 0.2811
0.2811 0.2160

]
,

Q21 =

[
0.9370 0.6525
0.6525 0.5037

]
, Z1 =

[
17.6717 12.4013
12.4013 10.5504

]
,

P2 =

[
7.9658 5.5558
5.5558 4.9213

]
, Q21 =

[
29.0450 19.9782
19.9782 16.1920

]
,

Q22 =

[
0.3624 0.2719
0.2719 0.2129

]
, Z2 =

[
43.0322 27.1583
27.1583 28.3567

]
.

We obtained the saturation gain matrices as,

K1 =
[
−0.1621 −0.5423

]
, K2 =

[
−1.7542 − 0.2486

]
.

The system is finite time stabilizable with the prescribed
L2 −L∞ performance γ 2

= 0.6. Figure 6, Figure 7, Figure 8,
and Figure 9 shows the state responses of the system with
different initial values.

FIGURE 7. State responses of the closed-loop system (1) in Example 4.2.

FIGURE 8. State responses of the closed-loop system (1) in Example 4.2.

FIGURE 9. State responses of the closed-loop system (1) in Example 4.2.

TABLE 1. Comparison with other works.

Remark 13: This work addresses the finite-time bound-
edness of switched time-varying systems with actuator
saturation. In contrast to research results on finite-time
boundedness in ([2], [4], [22], and [27]), which investigated
switched, filtering, and discrete-time systems respectively,
we explore finite-time switched systems with actuator
saturation using LMIs and introduce new integral inequalities
in this paper. Consequently, the approach presented in this
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work proves to be more effective while managing the
system’s complexity. In Table 1, a comparison table with
previously published results is presented below.

V. CONCLUSION
In this study, we have investigated the intricate problem
of finite-time L2 − L∞ control for switched systems with
time-varying delays and actuator saturation. Our primary
contributions encompass the derivation of a sufficient
condition for ensuring the finite-time boundedness of the
closed-loop system, achieved through the application of the
Lyapunov functional approach. We have demonstrated that
the resulting controller can be efficiently obtained using
cutting-edge Linear Matrix Inequality techniques. Extensive
numerical examples and simulations have validated the
practical effectiveness of our proposed methodology by
MATLAB. Looking forward, our research opens avenues
for future work, including the extension of our approach to
tackle fractional-order systems with distributed delays and
the exploration of solutions to address uncertainty mining and
control challenges, promising advancements in the field of
finite-time control.

REFERENCES
[1] M. Xiang and Z. Xiang, ‘‘Stability, L1-gain and control synthesis for

positive switched systems with time-varying delay,’’ Nonlinear Anal.,
Hybrid Syst., vol. 9, pp. 9–17, Aug. 2013.

[2] X. Lin, H. Du, and S. Li, ‘‘Finite-time boundedness and L2-gain analysis
for switched delay systems with norm-bounded disturbance,’’ Appl. Math.
Comput., vol. 217, no. 12, pp. 5982–5993, Feb. 2011.

[3] H. Chen, P. Shi, and C. Lim, ‘‘Stability of neutral stochastic switched time
delay systems: An average dwell time approach,’’ Int. J. Robust Nonlinear
Control, vol. 27, no. 3, pp. 512–532, Feb. 2017.

[4] X. Lin, S. Li, andY. Zou, ‘‘Finite-time stabilization of switched linear time-
delay systems with saturating actuators,’’ Appl. Math. Comput., vol. 299,
pp. 66–79, Apr. 2017.

[5] G. Zong, L. Hou, and Y. Wu, ‘‘Robust l2 − l∞ guaranteed cost filtering
for uncertain discrete-time switched system with mode-dependent time-
varying delays,’’ Circuits, Syst., Signal Process., vol. 30, no. 1, pp. 17–33,
Feb. 2011.

[6] W. Sun, H. Gao, and O. Kaynak, ‘‘Finite frequencyH∞ control for vehicle
active suspension systems,’’ IEEE Trans. Control Syst. Technol., vol. 19,
pp. 416–422, 2011.

[7] L. Zhang and H. Gao, ‘‘Asynchronously switched control of switched
linear systems with average dwell time,’’ Automatica, vol. 46, no. 5,
pp. 953–958, May 2010.

[8] X.-Q. Zhao, D. Ye, and G.-X. Zhong, ‘‘Passivity and passification of
switched systems with the persistent dwell time switching,’’ Nonlinear
Anal., Hybrid Syst., vol. 34, pp. 18–29, Nov. 2019.

[9] D. Yang, X. Li, and J. Qiu, ‘‘Output tracking control of delayed switched
systems via state-dependent switching and dynamic output feedback,’’
Nonlinear Anal., Hybrid Syst., vol. 32, pp. 294–305, May 2019.

[10] M. S. Ali and S. Saravanan, ‘‘Finite-time stability for memristor based
switched neural networks with time-varying delays via average dwell time
approach,’’ Neurocomputing, vol. 275, pp. 1637–1649, Jan. 2018.

[11] Y. Yin, X. Zhao, and X. Zheng, ‘‘New stability and stabilization conditions
of switched systems with mode-dependent average dwell time,’’ Circuits,
Syst., Signal Process., vol. 36, no. 1, pp. 82–98, Jan. 2017.

[12] X. Zhang and C. Su, ‘‘Stability analysis and antiwindup design of switched
linear systems with actuator saturation,’’ Int. J. Control, Autom. Syst.,
vol. 16, no. 3, pp. 1247–1253, Jun. 2018.

[13] W. Qi, Y. Kao, X. Gao, and Y. Wei, ‘‘Controller design for time-
delay system with stochastic disturbance and actuator saturation
via a new criterion,’’ Appl. Math. Comput., vol. 320, pp. 535–546,
Mar. 2018.

[14] S. Shanmugam, R. Vadivel, and N. Gunasekaran, ‘‘Finite-time syn-
chronization of quantized Markovian-jump time-varying delayed neural
networks via an event-triggered control scheme under actuator saturation,’’
Mathematics, vol. 11, no. 10, p. 2257, May 2023.

[15] H. Yang, P. Shi, Z. Li, and C. Hua, ‘‘Analysis and design for delta
operator systems with actuator saturation,’’ Int. J. Control, vol. 87, no. 5,
pp. 987–999, May 2014.

[16] H. Yang, Z. Li, C. Hua, and Z. Liu, ‘‘Stability analysis of delta operator
systems with actuator saturation by a saturation-dependent Lyapunov
function,’’ Circuits, Syst., Signal Process., vol. 34, no. 3, pp. 971–986,
Mar. 2015.

[17] W. Guan and F. Liu, ‘‘Finite-time H∞ memory state feedback control for
uncertain singular TS fuzzy time-delay system under actuator saturation,’’
Adv. Difference Equ., vol. 2016, no. 1, Dec. 2016, Art. no. 52.

[18] Y. Ma, P. Yang, Y. Yan, and Q. Zhang, ‘‘Robust observer-based passive
control for uncertain singular time-delay systems subject to actuator
saturation,’’ ISA Trans., vol. 67, pp. 9–18, Mar. 2017.

[19] L. Fu and Y. Ma, ‘‘Passive control for singular time-delay system
with actuator saturation,’’ Appl. Math. Comput., vol. 289, pp. 181–193,
Oct. 2016.

[20] W. Qi and X. Gao, ‘‘Robust H∞ control for stochastic time-delayed
Markovian switching systems under partly known transition rates and
actuator saturation via anti-windup design,’’ Optim. Control Appl.
Methods, vol. 37, no. 4, pp. 608–626, Jul. 2016.

[21] J. Lian and X. Wang, ‘‘Exponential stabilization of singularly perturbed
switched systems subject to actuator saturation,’’ Inf. Sci., vol. 320,
pp. 235–243, Nov. 2015.

[22] Y. Ma and L. Fu, ‘‘Finite-time H∞ control for discrete-time switched
singular time-delay systems subject to actuator saturation via static output
feedback,’’ Int. J. Syst. Sci., vol. 47, no. 14, pp. 3394–3408, Oct. 2016.

[23] F. Amato, M. Ariola, and C. Cosentino, ‘‘Finite-time stabilization via
dynamic output feedback,’’ Automatica, vol. 42, no. 2, pp. 337–342,
Feb. 2006.

[24] F. Amato, M. Ariola, and C. Cosentino, ‘‘Finite-time control of linear
stochastic systems,’’ Int. J. Innov. Comput., Inf. Control, vol. 4, no. 3,
pp. 687–694, 2008.

[25] F. Amato, R. Ambrosino, M. Ariola, and G. De Tommasi, ‘‘Robust finite-
time stability of impulsive dynamical linear systems subject to norm-
bounded uncertainties,’’ Int. J. Robust Nonlinear Control, vol. 21, no. 10,
pp. 1080–1092, Jul. 2011.

[26] M. S. Ali and S. Saravanan, ‘‘Robust finite-time H∞ control for a class of
uncertain switched neural networks of neutral-type with distributed time
varying delays,’’ Neurocomputing, vol. 177, pp. 454–468, Feb. 2016.

[27] J. Cheng, H. Zhu, S. Zhong, F. Zheng, and Y. Zeng, ‘‘Finite-time filtering
for switched linear systems with a mode-dependent average dwell time,’’
Nonlinear Anal., Hybrid Syst., vol. 15, pp. 145–156, Feb. 2015.

[28] H. Zhou, S. Sui, and S. Tong, ‘‘Fuzzy adaptive finite-time consensus
control for high-order nonlinear multiagent systems based on event-
triggered,’’ IEEE Trans. Fuzzy Syst., vol. 30, no. 11, pp. 4891–4904,
Nov. 2022.

[29] W. Qi, C. Zhang, G. Zong, S.-F. Su, and M. Chadli, ‘‘Finite-time event-
triggered stabilization for discrete-time fuzzy Markov jump singularly
perturbed systems,’’ IEEE Trans. Cybern., vol. 43, pp. 4511–4520, 2023.

[30] Y. Li, Y.-X. Li, and S. Tong, ‘‘Event-based finite-time control for
nonlinear multiagent systems with asymptotic tracking,’’ IEEE Trans.
Autom. Control, vol. 68, no. 6, pp. 3790–3797, Jun. 2023.

[31] R. Kavikumar, R. Sakthivel, O. M. Kwon, and B. Kaviarasan, ‘‘Finite-time
boundedness of interval type-2 fuzzy systems with time delay and actuator
faults,’’ J. Franklin Inst., vol. 356, no. 15, pp. 8296–8324, Oct. 2019.

[32] A. Seuret and F. Gouaisbaut, ‘‘Wirtinger-based integral inequality: Appli-
cation to time-delay systems,’’ Automatica, vol. 49, no. 9, pp. 2860–2866,
Sep. 2013.

[33] X. M. Sun, J. Zhao, and D. J. Hill, ‘‘Stability and L2-gain analysis for
switched delay systems: A delay-dependent method,’’ Automatica, vol. 42,
pp. 1769–1774, Oct. 2006.

[34] S. He and F. Liu, ‘‘L2 − L∞ fuzzy control for Markov jump systems with
neutral time-delays,’’Math. Comput. Simul., vol. 92, pp. 1–13, Jun. 2013.

[35] T. Hu, Z. Lin, and B. M. Chen, ‘‘An analysis and design method for
linear systems subject to actuator saturation and disturbance,’’ Automatica,
vol. 38, no. 2, pp. 351–359, Feb. 2002.

[36] K. Gu, V. L. Kharitonov, and J. Chen, Stability of Time Delay Systems.
Boston, MA, USA: Birkhuser, 2003.

VOLUME 12, 2024 11709



S. Shanmugam et al.: Finite-Time Boundedness of Switched Time-Varying Delay Systems

[37] O. M. Kwon, J. H. Park, and S. M. Lee, ‘‘Augmented Lyapunov functional
approach to stability of uncertain neutral systems with time-varying
delays,’’ Appl. Math. Comput., vol. 207, no. 1, pp. 202–212, Jan. 2009.

[38] J. Song and S. He, ‘‘Nonfragile robust finite-time L2−L∞ controller design
for a class of uncertain Lipschitz nonlinear systems with time-delays,’’
Abstract Appl. Anal., vol. 2013, Apr. 2013, Art. no. 265473.

[39] Y. Jin, Y. Zhang, Y. Jing, and J. Fu, ‘‘An average dwell-time method for
fault-tolerant control of switched time-delay systems and its application,’’
IEEE Trans. Ind. Electron., vol. 66, no. 4, pp. 3139–3147, Apr. 2019.

[40] H. Sobhanipour and B. Rezaie, ‘‘Enhanced exponential stability analysis
for switched linear time-varying delay systems under admissible edge-
dependent average dwell-time strategy,’’ IEEE Trans. Syst., Man, Cybern.
Syst., vol. 53, pp. 5331–5342, 2023.

[41] R. Ma, M. Ma, J. Li, J. Fu, and C. Wu, ‘‘Standard H∞ performance of
switched delay systems under minimum dwell time switching,’’ J. Franklin
Inst., vol. 356, no. 6, pp. 3443–3456, Apr. 2019.

SARAVANAN SHANMUGAM was born in 1990.
He received the bachelor’s degree from the Depart-
ment of Mathematics, Government Arts College,
Thiruvannamalai, Thiruvalluvar University, Vel-
lore, Tamil Nadu, India, in 2011, the master’s
degree in mathematics from the Madras Christian
College, University of Madras, Chennai, Tamil
Nadu, in 2013, and the Doctor of Philosophy
degree in mathematics from Thiruvalluvar Uni-
versity, in 2018. He was a Visiting Research

Fellow with the Department of Industrial Engineering, Pusan National
University, Busan, South Korea, from January 2018 to July 2018. He was
a PNU Postdoctoral Research Fellow with the School of Mechanical
Engineering, Pusan National University. He is currently with the Centre
for Nonlinear Systems, Chennai Institute of Technology, Chennai, India.
His current research interests include finite-time control of time-delay
systems, stochastic stability, nonlinear systems, Markovian jump systems,
H∞ control, and multi-agent systems. He serves as a reviewer for various
SCI journals.

M. SYED ALI received the degree from the
Department of Mathematics, Gobi Arts and Sci-
ence College, Bharathiar University, Coimbatore,
Tamil Nadu, India, in 2002, the master’s degree
in mathematics from the Sri Ramakrishna Mission
Vidyalaya College of Arts and Science, Bharathiar
University, in 2005, the Master of Philosophy
degree in mathematics with specialized in the area
of numerical analysis from The Gandhigram Rural
University, Gandhigram, India, in 2006, and the

Doctor of Philosophy degree in mathematics specialized in the area of fuzzy
neural networks from The Gandhigram Rural University, in 2010. He was
selected as a Postdoctoral Fellow in 2010, for promoting his research in the
field of mathematics, with Bharathidasan University, Tiruchirappalli, Tamil
Nadu, until February 2011. Since March 2011, he has been an Assistant
Professor with the Department of Mathematics, Thiruvalluvar University,
Vellore, Tamil Nadu, India. He has published more than 230 research
articles in various SCI and Scopus indexed journals holding impact factors.
He also published research papers in national journals and international
conference proceedings. His research interests include stochastic differential
equations, dynamical systems, fuzzy neural networks, complex networks,
and cryptography. He received the Young Scientist Award 2016 by The
Academy of Sciences, Chennai. He serves as a reviewer for several SCI
journals.

G. NARAYANAN received the Ph.D. degree
in mathematics from Thiruvalluvar University,
Vellore, India, in 2022. He was a Research Faculty
with the Center for Nonlinear Systems, Chennai
Institute of Technology, Chennai, India. He is
currently a Postdoctoral Research Fellow with the
Research Center ofWind Energy Systems, Kunsan
National University, Gunsan-si, South Korea. His
current research interests include fractional-order
nonlinear systems, wind turbine systems, and
multi-agent networked systems.

MOHAMED RHAIMA was born in 1984.
He received the M.Sc. degree in mathematics
from the Faculty of Sciences of Tunis, Tunisia,
in 2012, and the Ph.D. degree in mathematics
from the University of Tunis El Manar, Tunisia,
and Tor Vergata University, Rome, Italy, in 2017.
His research interests include nonlinear stochastic
control systems, nonlinear stochastic dynamical
systems, stochastic fractional-order systems, and
stochastic delay systems.

11710 VOLUME 12, 2024


