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ABSTRACT Health monitoring systems in the home environment are safety-critical. It is necessary to
evaluate the safety of health monitoring systems. Conventionally, system safety is guaranteed through
conformance to related safety standards or requirements. This conformance is qualitatively demonstrated by
the safety case. However, the result of the qualitative evaluation is not straightforward to review. Moreover,
two problems must be considered from the viewpoint of systematic evaluation. First, if the result of the
evaluation of a system is unsafe, the traceability of the result to the system safety requirements must be
considered to improve system safety. Second, re-evaluation may occur in case of changes to system safety
requirements or related system design. Thus, this paper proposes a framework for quantitative evaluating
system safety for health monitoring systems. The framework focuses on three models, i.e., system safety
requirements structure, safety case, and Bayesian network, with five steps to solve the above concerns.
Finally, the framework is applied to an example health monitoring system for demonstration.

INDEX TERMS Bayesian network, health monitoring systems, safety case, system safety evaluation
framework, system safety requirements, traceability.

I. INTRODUCTION
Health monitoring systems (HMSs) in the home environment
adopt information and communication technologies to sense
health information from occupants and transmit it to the cloud
for processing in order to provide appropriate and timely
health services [1], [2]. Thus, HMSs are safety-critical as
their failure or malfunction would cause harm or even death
to occupants, especially the elderly [3], [4]. For example,
an HMS system that failed to provide correct service to
hypertensive patients based on collected health data would
increase the risk of developing cardiovascular disease [5].
Therefore, it requires evaluating the safety of HMS systems.

Conventionally, the safety of a system is guaranteed by
conforming to related safety standards or requirements;
for example, a vehicle mounted system must comply with
ISO 26262 for vehicle safety [6]. This conformance is
generally qualitatively demonstrated by safety cases [7], [8],
[9]. A safety case is a reasoned and compelling evidence-
supported argument that a system is safe for a defined applica-
tion in a given environment. Someworks in the literature [10],
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[11], [12], and [13] transform safety cases into Bayesian
networks, which enable the quantitative safety evaluation of a
system. Bayesian networks (BNs) [14], [15] are probabilistic
graphical models that express causal relationships of a set of
variables on which to infer uncertain knowledge. The reasons
to adopt BNs for quantitative system safety evaluation are
triple. First, the knowledge the safety case presented should
be retained since the knowledge is the theoretical foundation
based on which a system can be concluded safe. This
knowledge can be represented by probabilistic variables and
their causal relationships of BNs. Second, safety cases are
characterized by epistemic uncertainty, since it provides an
inductive reasoning process with uncertainties in the evidence
and arguments [16], [17]. BNs can deal with epistemic
uncertainty by reasoning about probabilistic variables with
uncertain states [14]. Third, safety cases are dynamic [18].
The states of some node variables could not be determined
when transforming into BN. BN can handle this, as it can
readily process incomplete data sets [19].

However, there are limitations to only transforming safety
cases into BNs without explicitly considering system safety
requirements from the perspective of systematic system
safety evaluation. First, if a system is evaluated as unsafe,
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it cannot retrieve related system safety requirements based
on the evaluation result to further improve the system
safety. By retrieving related system safety requirements,
system design and results of engineering activities, such
as testing, that can prove that the system design satisfies
the requirements can be scrutinized. Second, the safety
requirements of the system would change since the HMS
systems are self-adaptive and dynamic [20]. Thus, a re-
evaluation of the system safety is required. In this case, the
changes cannot be propagated to the BN through safety cases
to enable re-evaluation.

To overcome the above two limitations, the safety
requirements of the system must explicitly be linked to the
safety cases that connect to the BNs in the first place. Thus,
system safety requirements retrieval and change propagation
can be enabled. To this end, requirements traceability [21],
[22], [23] can be employed. It is used to link artifacts and
to trace the link between artifacts. Artifacts are traceable
elements like a requirement. The traceability in this paper
is different from the requirements traceability. First, the
traceability in this paper is to trace an evaluation result, if it
is not satisfactory, to related system safety requirements for
system safety improvement. Second, the artifacts are not only
system safety requirements but also elements of safety cases
and random variables of BNs. Third, the links are between
the system safety requirements, the safety cases, and the BN,
rather than between the requirements themselves. So, the link
types are different.

Then, on the basis of the traceability, the two limitations
discussed above can be solved. To retrieve related system
safety requirements, highly influential random variables in
the BN to the evaluation result must be identified. The
random variables are then traced through safety cases to
related system safety requirements. To this end, the sensitivity
analysis [24] can be applied. Sensitivity analysis investigates
the importance of model input in determining its output.
The work of this paper takes the variable representing the
safe state of an HMS system as the target while the other
variables in the BN as input to investigate highly influential
variables. For change propagation, changes to system safety
requirements have to be captured first. The changes are
propagated to the BN through traceability links. In other
words, the safety case and the BN need to be revised in
accordance with the changes.

Therefore, this paper proposes a framework for quantita-
tively evaluating the safety of HMS systems in the home
environment. To the best of the author’s knowledge, there
has been no similar framework proposed in the literature.
Thus, compared to the conventional way of evaluating system
safety, i.e., safety cases, the contributions of this paper are
summarized as follows.

• A framework is proposed to quantitatively evaluate the
safety of HMS systems.

• The rules proposed to enable the transformation of the
system safety requirements structure to the safety case
and the BN.

• A traceability metamodel is proposed to build traceabil-
ity models between the system safety requirements, the
safety cases, and the BN.

• The framework enables requirements retrieval and
change propagation based on the traceability.

• An application example is utilized to demonstrate that
the limitations discussed have been overcome by the
proposed framework.

The paper is organized as follows. Section II discusses
related work. Section III introduces some preliminary knowl-
edge to better understand the proposed framework. Then
Section IV elaborates the framework. Next an application
example is adopted to apply the proposed framework in
Section V. Section VI discusses some issues based on the
application example. Finally, Section VII concludes this
paper.

II. RELATED WORK
This section introduces related work on the application of
safety cases to evaluate system safety, the transformation of
safety cases into BN, and the traceability of requirements.

A. APPLICATION OF SAFETY CASES
Safety case is the pivotal technique of the proposed frame-
work. It has been applied to qualitatively evaluate the safety
of various safety-critical systems. In safety management
requirements for defense systems, Def Stan 00-56 [9]
introduced a generalization of the safety case concept and
prescribed the necessitate of safety cases in all phases of
system development. [25] focuses on the usability of safety
cases. The author integrates the Bowtie methodology into
the process production to ensure usable safety in the field
of nuclear power plants. The System-Theoretic Process and
Analysis (STPA) [26] is recommended to assist in producing
a safety case in the present paper rather than the Bowtie
methodology. The reason is that STPA is a relatively new
technique. The safety case evolves along with the system
development process. Therefore, [18] proposed a dynamic
safety case for aviation systems. The dynamic safety case
framework consists of four steps, that is, identify, monitor,
analyze, and response. The rationale is tomonitor and analyze
the identified uncertainties in the safety case and response
appropriately. The dynamicity of the safety case in the present
paper is due to changes to safety requirements. Changes
are propagated to the safety case through traceability links.
Safety case in the automotive domain is also a research
interest. The paper [27] presents the content of the safety
case in compliance with ISO 26262 and embeds it into
the existing hierarchy of automotive safety. However, if an
automotive system cannot be demonstrated safe by the safety
case, improvement to system safety is not explicitly given.

B. QUANTITATIVE EVALUATION
There are a few techniques to ensure quantitative evaluation
of system safety. A survey in [11] suggested that almost half
of the techniques surveyed for the quantification of safety
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cases are based onBN. In [10] the safety case is represented in
the Goal Structuring Notation (GSN) that will be introduced
in Section III-B and is encoded in the BN by following some
predefined rules. This paper proposes the transformation
rules for transforming a safety case represented by GSN
into BN based on [10]. There are some other related works.
Each of these works was to solve some aspect of applying
BN to obtain quantitative confidence in the safety case.
The paper [28] discussed the suitability of employing BN
to represent the safety case. Reference [29] adopted BN
for quantitative confidence propagation in the safety case
network. The work in [13] applied BN to obtain quantified
confidence of each claim.

C. REQUIREMENTS TRACEABILITY
Requirements traceability defined in the literature is ‘‘the
ability to describe and follow the life of a requirement in both
a forwards and backwards direction’’ [23], [30]. As discussed
in Sections I and IV-D, the differences between traceability
in this paper and requirements traceability are artifacts and
trace links. However, requirements traceability tools could be
used to implement the traceability in this paper. For example,
matrix, cross-referencing, hierarchy, and database, which the
introduction of these tools can be found in [31] and [23].
Cross-referencing is adopted in the application example in
Section V. This does not mean that the cross-referencing is
more outstanding than others. One could select one based on
the application needs and the features of the tool.

A traceability model varies since the application scenarios
are different. It is impossible to provide a traceability model
for all. Thus, a metamodel that is used to define a model
is required. There are two types of languages to describe
a metamodel, i.e., Ecore and UML (Unified Modeling
Language) class diagram [32]. Ecore [33] is included in the
core of the Eclipse Modeling Framework and can be used to
describe models. The UML class diagram can be found in the
Object Management Group standard [34]. The class diagram
is adopted in this paper since it is widely used and is more
familiar to the author.

III. PRELIMINARIES
This section briefly introduces four concepts, i.e., health
monitoring systems, safety case, system safety requirements,
and Bayesian network, to better understand the proposed
framework.

A. HEALTH MONITORING SYSTEMS
Health monitoring systems (HMSs) in the home environment
adopt information and communication technologies to sense
vital signs of occupants (e.g., heart rate), home environment
(e.g., room temperature), occupants’ behavior (e.g., fall),
etc. and preprocessed locally and transmitted them to the
cloud for further processing in order to provide appropriate
and timely health services [1], [2]. The home environment
refers to the smart home whose definitions are classified into
two categories [35]. One focuses on the home and the user.
Another focuses on the building and the system. Sensing

data is preprocessed locally for several reasons. For example,
to obtain preliminary results in case the cloud service is
unavailable due to network failure and to compress the data
for better network bandwidth utilization. The sensed data is
processed on the cloud by professionals such as the hospital
to obtain more accurate results.

The components of an HMS system can consist of
sensing, processing, actuating, communication and stor-
age [1], [36] based on cloud-based smart home [35]. The
sensing component is to collect various sensor data, for
example, vital signs. The processing component includes
two functions, namely perception and reasoning. Perception
means extracting features through various properties. For
example, to extract high- or low-blood pressure features from
a person’s blood pressure data. The reasoning is to predict
and detect more complex situations or illnesses using rules
or algorithms. Actuating refers to informing caregivers and
medical professionals of health deterioration and the like.
Each component should communicate with others through
wired or wireless techniques. Sensor data and processed ones
need to be stored locally or remotely in the cloud.

B. SAFETY CASE
In the safety-critical domains, a system is safe when it
complies with related safety standards or requirements. This
is demonstrated by the safety case. A safety case is a reasoned
and compelling evidence-supported argument that a system is
safe for a defined application in a given environment [7], [9].
The argument of a safety case includes claims and evidence.
Claims are about the safety of a system, while evidence is
used to support claims.

There are many ways to demonstrate the safety case,
among which the goal structuring notation (GSN) [8] is
predominantly adopted in the literature [37]. The GSN
notation is a directed acyclic graphical argument notation
that is capable of explicitly documenting the elements and
structure of an argument and the relationship of an argument
to related evidence. The claims are goals in the GSN
notation, and their satisfaction is achieved through evidence
or subgoals. The evidence can be engineering activities, such
as testing, showing that a goal is satisfied [38]. Thus, the
GSN notation provides a layered structure of arguments.
An argument, except the bottom one, consists of a goal that is
supported by one or more subgoals. A bottom-layer argument
includes a goal that is supported by related evidence.

The core elements of the GSN notation are listed in
Table 1. The core relationships between the core elements are
described in Table 2.

C. SYSTEM SAFETY REQUIREMENTS
System safety requirements are prescriptive statements to be
enforced in terms of the safety of a system in a given envi-
ronment [9], [30], [31]. They prescribe to mitigate, eliminate,
or monitor the identified hazards. The initiation of them can
be from requests from stakeholders or safety standards. For
example, stakeholdersmay require anHMS system to provide
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TABLE 1. The core elements of GSN notation.

TABLE 2. The core relationships of GSN notation.

the correct service to prevent a hypertension patient from
developing cardiovascular disease.

System safety requirements are system requirements,
so they can be documented in ways that treat system require-
ments. On the one hand, the system requirements are docu-
mented hierarchically. A high-level requirement is satisfied
by satisfying all its connecting bottom-level requirements
through intermediate-level requirements. On the other hand,
system safety is considered a control problem [39]. System
safety requirements are elicited along with the decomposition
of system-level hazards into factors related to controllers of
the system. The controllers must constrain the behavior of
the system. Therefore, system safety requirements can also
be documented hierarchically.

In addition to system requirements, the general building
blocks of the requirements hierarchy also include the
requirement context, etc. [30]. A brief introduction of them
is in Table 3. There are tools that can be used to build a
hierarchy of safety requirements of the system. A prominent
one is the requirement diagram of the system modeling
language (SysML) [40]. SysML is a general-purpose system
modeling language. It extends the UML to address the
requirements [34]. The SysML requirements diagram is
capable of illustrating the requirements hierarchy and their
relationships with other building blocks.

D. BAYESIAN NETWORK
Bayesian networks (BNs) [14], [15] are a probabilistic graph-
ical model that represents the joint probability distributions of
a set of variables in a given domain. It is formally defined

as a two-tuple, that is, BN = (G,P), where G represents
the directed acyclic graph and P is the joint probability
distribution. G is also a two-tuple and G = (V, E), where
V denotes a set of nodes that represents random variables
and E is a set of directed edges between nodes. P is defined
as the factorization of the joint probability into the product
of conditional probabilities, that is, P(V1,V2, . . . ,Vn) =∏n

i=1 P(Vi|pa(Vi)), where Vi ∈ V (i = 1 . . . n), and pa(Vi)
is the parent nodes of Vi.

The construction of BNs has two parts based on the BN
definition above. One is to build the directed acyclic graphG.
Another is the elicitation of conditional probabilities. The
former is to parameterize domain knowledge and clarify
their dependencies. The latter is to determine the probability
of a node variable at some states dependent on other node
variables. Both can be learned from data or elicited by domain
experts to follow some formal procedures [19], [41], [42].

One critical application of BN is to reason about the
probability of a node variable at a state, given some evidence.
Evidence is that the dependent node variables are in some
known states. One can refer to the sprinkler example in [19]
for better understanding. The present paper employs BN to
evaluate the probability that an HMS system is in a safe state,
given some evidence that influences the safety of the system.
The variable node of BN that represents the safe state of an
HMS system is the target node.

IV. SYSTEM SAFETY EVALUATION FRAMEWORK
The safety of an HMS system is determined by the
compliance of the system with related safety requirements.
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TABLE 3. General elements to build a system requirements hierarchy.

FIGURE 1. The proposed framework for evaluating system safety.

The system safety evaluation consists of calculating the
degree of confidence in the conformance and determining the
acceptance of the result. To this end, the proposed framework
consists of three models, i.e., system safety requirements
structure, safety case, and the BN, as shown in Figure 1.
The safety case is the conventional tool for qualitative safety
evaluation. It is transformed into BN for quantitative safety
evaluation. System safety requirements are required due to
two reasons. First, it is used when retrieving related safety
requirements to improve system safety. Second, changes to
the system safety requirements must be propagated to the BN
through the safety case for re-evaluation. Then five steps are
proposed with respect to the three models. Step five includes
5.1 and 5.2 in the figure, which means that requirement
retrieval and change propagation can be done in parallel with
no preference.

There are two situations about the existence of the system
safety requirements structure and safety case, i.e., preexist
and not exist. This paper deals with the latter case. For the
former case, step one and two would be linking elements of
the safety case to the system safety requirements structure,
and transforming the safety case into BN, respectively.
In this case, step one is to set up the traceability model
between the safety case and the requirements structure.
This can be achieved by using the metamodel introduced in
Section IV-D. Step two can follow the transformation rules in
Section IV-B2.

A. STEP 1: SYSTEM SAFETY REQUIREMENTS ELICITATION
Since system safety requirements are prescribed to mitigate,
eliminate or monitor identified hazards, as discussed in

FIGURE 2. System safety requirements elicitation along with the risk
management process based on [9].

Section III-C, their elicitation can occur along with the
risk management process, as shown in Figure 2. Risk
management includes hazard identification and analysis,
risk estimation and evaluation, risk reduction, and risk
acceptance [9]. It can start with an undesired event, for
example, an accident, to identify system-level hazards. Then
the identified system-level hazards can be analyzed, and
related risks are estimated and evaluated. Finally, risks are
reduced through countermeasures and demonstrated to be
acceptable.

For a better understanding of the process of eliciting
system safety requirements along the risk management
process, system safety requirements are classified into three
categories, i.e., system-level safety requirements, derived
safety requirements, and safety design requirements. System-
level safety requirements correspond to system-level hazards
that can be elicited based on experts’ knowledge. System-
level hazards are system states that, under some worst-case
environmental conditions, will result in undesired events [39].
Then, hazard analysis is adopted to identify the causes of
system-level hazards. The causes are unsafe control actions
of system components that can be taken as controllers.
Hazard analysis can be achieved using the System-Theoretic
Process and Analysis (STPA) [26], [39]. The reasons are
two-fold. First, STPA is a new hazard analysis technique.
Second, STPA complies with the philosophy that system
safety is a control problem. Therefore, it provides a way
to identify unsafe control actions that cause system-level
hazards. The estimation and evaluation of the risk can
determine whether the risk has been reduced to an acceptable
level by considering the causes. Thus, the derived safety
requirements correspond to unsafe control actions. Risk
reduction is the systematic process of reducing risks [9]. It can
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be a design of sub-systems or a redesign of the original system
to eliminate, mitigate, or monitor the identified hazards. The
input to risk reduction can be the final result of the STPA
analysis, that is, the causes of unsafe control actions. The
safety design requirements are the design constraints that
relate to the causes of unsafe control actions.

Other elements of the requirements hierarchy, shown in
Table 3, can also be generated during the risk management
process. First, the risk management process results, i.e.,
system-level hazards, unsafe control actions, and their
causes, also have context and the necessity of existence.
These can be transformed into requirement context and
justification of safety requirements. Second, one or more
unsafe control actions can cause a system-level hazard, and
several causal factors will cause an unsafe control action.
These relationships can be satisfaction relationships. Third,
the causes of unsafe control actions can be utilized to propose
design solutions. The solution can be the scheme in the
requirements hierarchy.

A map between the system safety requirements and a
system with its components is required. First, the system
and its components are supposed to satisfy these safety
requirements. Second, the system and its components could
be the reason for a system to be unsafe. In step IV-E,
only related safety requirements must be retrieved based on
traceability for further analysis. Third, if the system and its
components change, which compromises system safety, the
change must be represented in the requirements structure.
The system-level safety requirements correspond to the entire
HMS system. The derived safety requirements map to the
sensing, processing, actuating, communication, and storage
components as introduced in Section III-A. The safety design
requirements are related to the detailed design of these
components.

B. STEP 2: MODEL TRANSFORMATION
This step introduces the model transformation rules to build
BN from a safety case that is transformed from the system
safety requirements structure. Model transformation is the
creation of a new model based on another model manually
or facilitated by some tools [43]. The transformations are
between two mappings. One is between the system safety
requirements structure and the safety case. Another is
between the safety case and the BN.

1) TRANSFORMING FROM THE REQUIREMENTS STRUCTURE
INTO A SAFETY CASE
As discussed in Section III-B, the safety case in this paper is
represented by the GSN. Therefore, this section will intro-
duce the mapping between the system safety requirements
structure and the GSN, with their transformation rules. The
mapping is based on the semantic meanings of related terms.
The mapping and explanation are shown in Table 4.

The transformation rules are the following steps. It builds
the safety case in a top-down fashion from the requirements

structure. The goals and requirements form the skeletons of
the structures of GSN and the requirements, respectively. So,
other elements can be easily transformed if the skeleton is
transformed. The transformation rules applied to a system
safety requirements structure will produce a safety case.

1) Transform the system-level safety requirement and its
connecting nodes into the top-level goal and the nodes
that connect to it, respectively.
a) Transform the system-level safety requirement

into the top-level goal.
b) Transform the nodes connecting to the system

safety requirement into the nodes connecting
to the top-level goal based on the mapping in
Table 4. Justification and context may need to be
transformed here. In this case, the connections
between these nodes and the system safety
requirement need to be transformed into the
InContextOf relationship of the GSN structure.

c) Transform the satisfy connection between the
system-level safety requirement and its adjacent
node below into the SupportedBy relationship.

2) Transform the derived safety requirements and their
connecting nodes into intermediate-level goals and
nodes that connect them.
a) Transform a derived safety requirement into a

corresponding intermediate-level goal.
b) Transform the nodes connecting to the derived

safety requirement into nodes that connect to the
intermediate-level goal based on the mapping in
Table 4. Justification and context may need to be
transformed in this step. The connections between
these nodes and the derived safety requirements
should be transformed into the InContextOf
relationship.

c) Transform the satisfy connection between the
derived safety requirement and its adjacent nodes
below into a SupportedBy relationship.

d) If there are derived safety requirements that are
not transformed, then go to step 2a.

3) Transform the scheme nodes into solution nodes.
a) Transform a scheme node into a solution node.
b) If there are scheme nodes that are not trans-

formed, go to step 3a.

2) TRANSFORMING FROM THE SAFETY CASE INTO BN
The causal relationships of the nodes in a safety case
enable the transformation into BN. In the GSN structure,
every goal is supported by sub-goals or solutions. The goal
holds only if its supporting sub-goals or solutions, together
with the rationale of the supportiveness, i.e., the strategy
hold. Context, assumption, and justification can be taken
as premises in order for a goal or strategy to hold. The
transformation introduced in this section is based on the
mapping approach discussed in [10]. The main work in this
step consists of transforming the safety case structure into a
BN structure and probability elicitation.
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TABLE 4. The mapping between system safety requirements and GSN elements.

To enable structural transformation, the nodes of the safety
case must be parameterized. Parameters can be used as the
node variables in the BN. The mapping is illustrated in
Table 5. The state space of the variables includes hold and
notHold. hold means that the corresponding GSN element
is satisfied. The transformation follows a top-down fashion,
i.e., from the top goal down to the evidence along the
SupportedBy connections. The rules below can be used to
achieve the transformation.

TABLE 5. The mapping between GSN elements and variables of BN.

1) Transform the top-level goal into Vg.
a) Transform the supporting elements of the

top-level goal into causal factors of Vg, that is,
transform the sub-goals, strategy, context, and
justification that connect to the top-level goal into
{V s1

g , V s2
g , . . . }, Vs, Vc, and Vj, respectively. Then

connect {V s1
g , V s2

g , . . . }, Vs, Vc, and Vj to Vg.
If the strategy has context and justification that
connect to it, then transform them into V ′

c and
V ′
j , respectively. And connect V ′

c and V
′
j to Vs as

causal factors.
2) Transform an intermediate-level goal into V i

g.
a) Transform the supporting elements of the inter-

mediate level goal into causal factors of V i
g, that

is, its sub-goals, strategy, context, and justifica-
tion that connect to the intermediate level goal

into {V si1
g , V si2

g , . . . }, V i
s , V

i
c, and V

i
j , respectively.

Then connect {V si1
g , V si2

g , . . . }, V i
s , V

i
c, and V

i
j to

V i
g. If the strategy has context and justification

that connect to it, then transform them intoV i′
c and

V i′
j , respectively. And connect V

i′
c and V i′

j to V i
s as

causal factors.
b) If there exist intermediate-level goals that have

not been transformed, then go to step 2.
3) Transform a bottom-level goal into V b

g .
a) Transform the supporting elements of the

bottom-level goal into causal factors of V b
g , that

is, the solution, strategy, context, and justification
that connect to the bottom-level goal into V b

e , V
b
s ,

V b
c , and V

b
j , respectively. Then connect V b

e , V
b
s ,

V b
c , and V b

j to V b
g . If the strategy has context

and justification that connect to it, then transform
them into V b′

c and V b′

j , respectively. And connect

V b′

c and V b′

j to V b
s as causal factors.

b) If there are bottom goals that have not been
transformed, go to step 3.

There are two categories for probability elicitation [41],
[42], [44]. The first category is the judgment of experts
assisted by, for example, probability-scale methods, gamble-
like methods, and probability-wheel methods. This category
heavily depends on expert knowledge and empirical experi-
ence to elicit related probabilities by marking them on like
scales. The second category is learning from related data sets.
The quality of the data set, for example, whether missing
values exist and the size of the data set, is critical.

The first category may be more feasible for the probability
elicitation of this paper. On the one hand, the BN built in this
paper is transformed from a safety case that is transformed
from the system safety requirements structure. Experts who
developed the system safety requirements structure may be
capable of eliciting the probabilities assisted by tools or BN
experts. On the other hand, the data set used to learn the
probabilities is difficult to obtain. To the best of the author’s

1152 VOLUME 12, 2024



Z. Yang: Framework for Evaluating the Safety of HMSs in the Home Environment

knowledge, there are no such and similar data sets in the
literature. Even if there is a small amount of data, it can
be a non-trivial work to apply the data in this paper due to
different systems having different design goals and working
environments.

According to the characteristics of the safety case structure
and the transformed BN, the node variables in the BN
corresponding to the context, assumption, justification, and
solution are the leaf nodes. Their probabilities in the hold
state may depend on the conformity of their description to
related facts. The node variable in the BN corresponding to a
strategy in the hold state is conditioned on variables related
to the context and assumption. The node variable in the BN
corresponding to a goal in the hold state is conditioned on the
variables that correspond to its sub-goals, solutions, context,
justification, assumption, and strategy.

C. STEP 3: SYSTEM SAFETY EVALUATION
The system safety can be quantitatively evaluated on the basis
of the BN obtained in the previous step. To this end, evidence
must be gathered first to evaluate system safety. Then assess
to determine whether the evaluation result is acceptable or
not.

The evidence in the BN is the concrete state of a node
variable. For example, a Boolean variable V denotes all
relevant hazards that have been identified. The evidence can
be V = true or V = false. To determine the state of
V , the answer to the question, for example, are identified
hazards relevant and comprehensive? must be provided with
proof. Not all variables’ states can be determined. The more
evidence gathered, the more reliable the evaluation result
will be.

Generally, safety can be concluded when related risk has
been reduced to an acceptable or tolerable level. Risk is the
combination of two parts [9], [45], that is, the probability
of the occurrence of an unsafe event and the severity of
the consequence of the event. Therefore, safety levels can
be defined in terms of the above two factors. A prominent
and widely used benchmark is the safety integrity level
(SIL), as introduced in IEC 61508 [45]. The safety integrity
is ‘‘the probability of a safety-related system satisfactorily
performing the required safety functions under all the stated
conditions within a stated period of time’’. The rationale
for evaluating safety can also be applied to assess the BN
result. The reason is that safety is obtained when all safety
requirements aremet. System safety requirements are defined
where hazards must be eliminated, mitigated, or monitored
considering the risk the hazards raised, as introduced in step
one (Section IV-A). Risk can be reduced to an acceptable
or tolerable level when the safety requirements of the
system are met. So, the SIL can be applied in this paper.
However, the SIL may need to be customized to fit the
context of HMS systems. Methods to determine the SIL
are not introduced, as they are beyond the scope of this
paper.

D. STEP 4: TRACEABILITY METAMODEL
Traceability is required to solve the problems discussed in
steps 5.1 and 5.2, that is, to retrieve related system safety
requirements to improve system safety; and to propagate
the changes to system safety requirements and then to
the BN for re-evaluation. Two things have to be done
to enable traceability, that is, artifacts can be traced and
links between artifacts. Since the instances of the system
safety requirements structure, the safety case, and the BN
vary. In this paper, a traceability metamodel is proposed.
A metamodel is generally defined as a model used to build
a model [46], [47]. Therefore, no matter what instances of
the system safety requirements structure, the safety case, and
the BN are, the traceability between them must comply with
the rules defined in the metamodel.

The artifacts to be traced include three categories, i.e.,
elements of system safety requirements and GSN notation,
as well as node variables of BN. For the traceability of this
paper, the link is to connect artifacts that have mapping
relations. The metamodel is depicted in Figure 3. There are
three columns in the figure. The left column corresponds
to the elements of the system safety requirements. The
middle column relates to elements of the GSN notation.
The right column corresponds to the node variables of the
BN. The connection between two artifacts is represented by
the association relation of the class of the unified modeling
language. The association is to connect classes that have
relationships. For simplicity, the details of the classes are
omitted. The relationships between classes of each column
are not shown in the figure, since they are irrelevant to
traceability.

E. STEP 5.1: REQUIREMENTS RETRIEVAL
Once the safety level of the HMS system is evaluated as
unsafe by the BN, the system safety needs to be improved.
To this end, it first identifies the variable nodes that are in
notHold state and have a high influence on the target node
of the BN. In other words, a unit variation in these variables
causes more variation in the target node variable than others.
Then trace these variable nodes to related system safety
requirements based on the traceability. Finally, analyze the
reason for the safety requirements in notHold state to improve
the safety of the system.

To identify the variables that have a high influence on the
target node variable, sensitivity analysis [24] can be applied.
In the field of BN, it studies the uncertainties of random
variables in their possible states to affect the probability of
the target variable in a specific state [48], [49], [50]. Most BN
tools can achieve sensitivity analysis by, for example, setting
the target node and clicking on some buttons. For example,
the GeNIe modeler provides ways of automatically analyzing
sensitivity [51]. It is a graphical tool to assist in building and
analyzing based on BNs.

After identifying highly influential variables, trace them to
the system safety requirements through the safety case along
the traceability links. Then analyze to improve system safety.
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FIGURE 3. The traceability metamodel.

The analysis should be conducted by experienced experts.
The following example questions can be used to guide the
analysis.

1) Are hazards identified comprehensively?
2) Are hazards correctly analyzed?
3) Are system safety requirements correctly and reason-

ably elicited based on the hazards?
4) Are system components correctly designed to meet the

safety requirements?
5) Have the tools used in hazard identification/analysis,

safety requirements elicitation, and system components
design compromised system safety?

6) Can the proposed solutions improve system safety?

F. STEP 5.2: CHANGE PROPAGATION
HMS systems are self-adaptive systems that are characterized
by the dynamicity of system requirements [20]. Therefore,
the system safety requirements can be changed during the
system life cycle. The changes have to be evaluated to
determine if they affect system safety. If they do, the changes
must be propagated to the BN through traceability links for
re-evaluation of the system safety.

In requirement engineering, requirements can be main-
tained, for example, via the version control or evolution

link [30], [31], [52]. Thus, changes to the system safety
requirements can be captured by comparing two versions of
the system safety requirements or by tracing the requirements
changes through evolution links. To evaluate the changes, one
can always check whether the system-level hazards, unsafe
control actions, and the causes of unsafe control actions are
still taken care of by the changed safety requirements, since
a system is safe when all hazards are under control.

After the changes in the safety requirements are deter-
mined, they are about to be propagated to the safety case and
then to the BN. To this end, the mappings and transformation
rules introduced in Section IV-B can be used. It has to
transform the changes to the corresponding elements of the
safety case first. Then transform the changes in the safety
case to the related part of BN. Be aware that the conditional
probabilities of the changed node variables in different states
may also need to be reelicited. Finally, a re-evaluation of the
system safety can be performed.

V. APPLICATION EXAMPLE
This section adopts an example HMS to demonstrate the
application of the proposed framework so as to discuss
the contribution of this paper. To this end, this section
first introduces an example HMS system. Then apply the
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FIGURE 4. Architecture of the example HMS system.

proposed framework to quantitatively evaluate the safety of
the example system. Finally, to demonstrate requirements
retrieval and change propagation.

A. AN EXAMPLE HMS SYSTEM
The example HMS system introduced in this paper is revised
based on the one in [53]. It gathers environmental, behavioral,
and physiological data through various sensors. Then analyze
them to determine if occupants that are assumed to have
chronic disease need to change their medication or call
emergency service. The architecture of the example system
is illustrated in Figure 4. In this example, two scenarios are
considered. One is to change the current or to deliver a new
medicine. Another is to call first-aid service. The data is
acquired in the home environment and stored locally in the
home gateway and in the cloud. The home gateway can do
preliminary analysis, and the medical service is responsible
for comprehensively analyzing the data. If there is a need
to change the current or to deliver new medication, the
gateway and the medical service can send commands to
the pharmaceutical service. The pharmaceutical service can
inform the information about the medicines through the smart
pillbox to occupants. If an emergency is necessary, they can
command the first-aid service to send an ambulance.

B. QUANTITATIVE EVALUATION OF THE EXAMPLE SYSTEM
This section introduces the application of the proposed
framework to evaluate the safety of the example HMS
system. First, the system safety requirements structure is
built based on the risk management process. Then the safety
case represented by GSN notation is transformed from the
requirements structure. Third, transform the safety case into
BN for quantitative safety evaluation.

To build the system safety requirements structure, hazards
and their causal factors are required to be identified. This is
achieved by applying the STPA technique. The first step is
to define the undesired safety event and system-level hazards
and requirements, as shown in Table 6. Then to induce unsafe
control actions based on the control structure illustrated in
Figure 5. Unsafe control actions and their causal factors are
shown in Table 7. Be aware that the example is to demonstrate
the application of the proposed framework and not to elicit
comprehensive unsafe control actions and their causal factors.

FIGURE 5. Control structure of the HMS system example for eliciting
unsafe control actions. The red arrows represent the control directions,
and the text attached to them is the control actions. The blue arrows
denote the feedback.

System safety requirements are then derived from system-
level hazards, unsafe control actions, and their causal factors.
The requirements structure is illustrated by the requirement
diagram of SysML as shown in Figure 6. For compliance
with the relationship between system safety requirements
introduced in section III-C, the satisfy relationship of SysML
is adopted to represent the relationship between different
levels of requirements. Though the meaning of satisfy
relationship may not be exactly the same as in SysML.

Then transform the system safety requirements structure
into the safety case that is represented by the GSN notation
as shown in Figure 7. The transformation takes the require-
ments structure and the transformation rules introduced in
Section IV-B as input. Finally, the safety case is transformed
into the BN based on the transformation rules introduced in
Section IV-B. The transformed BN is illustrated in Figure 8.
The author elicited the probabilities of the node variables of
the BN based on the probability-scale method [41].

After obtaining the BN, it can be used to evaluate the
system safety. This paper utilizes the GeNIe modeler for
building and evaluating based on the BN. GeNIe is an
interactive tool for model building and learning. The node
Vg_G_SR in Figure 8 represents the safety state of the
HMS system. For demonstration purposes, the state of node
Vg_G1_1 is set to notHold and the probability of node
Vg_G_SR in state hold is 78.24%. This means that the
example HMS system is evaluated as 78.24% safe.

To determine whether 78.24% represents safe or unsafe,
the SIL should be set up. IEC 61508 [45] introduced steps
and suggested techniques to determine the SIL. The SIL, for
example, can have four levels, e.g., safe, tolerable, tolerable
after improvement, and intolerable. Each level corresponds to
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a probability interval that represents the average probability
that the unsafe event to the system has occurred. If the 78.24%
were in the tolerable after improvement probability interval,
the HMS system is tolerably safe only if the unsafe event has
been handled.

C. REQUIREMENTS RETRIEVAL AND CHANGE
PROPAGATION
As discussed at the end of the last section, the system is
78.24% safe and needs improvement. The next step is to
determine the node variables that are in notHold state and are
sensitive to the target node variable. Then trace the sensitive
nodes to related safety requirements. Finally, analyze the
reasons why the safety requirements are not satisfied.

The GeNIe modeler provides the function for sensitive
analysis. The result of the analysis is shown in Figure 8.
The nodes Vg_G1_1, Vs_S1_1, Vc_C1_1, Vj_J1_1, and
Vg_G1_2 are sensitive to the target node Vg_G_SR. The node
Vg_G1_1 is in notHold state. Thus, node Vg_G1_1 should
be traced based on the traceability model. The traceability
links are embedded between the models of system safety
requirements structure, safety case, and the BN. For example,
the requirement ID SR3.4 is stored at the goal node G3_4 of
the safety case. The goal node ID G3_4 is stored at the node
Vg_G3_4 of the BN. So, the requirement SR3.4 is retrieved
through the traceability link.

The change to requirements can be modification, addition,
and deletion. If a requirement is revised or deleted, its child
requirements may also need to be modified or deleted. For
example, the requirement SR2.4 in Figure 6 was modified or
deleted, its context CTX4, the child requirement SR3.6 and
the scheme TestCase4 are alsomodified or deleted. Then trace
the requirements to nodes G2_4, C2_4, G3_6, and S1_6 of
the safety case in Figure 7. Finally, trace these goal nodes to
nodesVg_G2_4,Vg_C2_4,Vg_G3_6, andVe_S1_6 of the BN
in Figure 8. In this case, not only the conditional probabilities
of nodes Vg_G2_4, Vg_C2_4, Vg_G3_6, and Ve_S1_6 need
to be revised, but also the conditional probabilities of nodes
on these nodes also need to be revised, e.g., Vg_G1_1. If a
new requirement SR3.6′ is added to node SR2.4, then trace
SR2.4 to G2_4 of the safety case and Vg_G2_4 of the BN.
Finally, add a new node G2_4′ to G2_4, and a new node
Vg_G2_4′ to Vg_G2_4. Whereafter, a reevaluation can be
conducted.

VI. DISCUSSION
This section provides a discussion based on the application
results. The first is the feasibility of the proposed framework,
which proves that the proposed framework has overcome the
limitations discussed in Section I. Second, problems need
to be solved to apply the proposed framework into practice.
Third, the pros and cons of the proposed framework.

A. FEASIBILITY
Safety case consists of layered arguments, in which a
parent claim is supported by child claims or evidence.

Claims are about the safety requirements of a system, and
evidence relates to engineering activities about the system.
A system is safe when the top-level claim is satisfied
by the lower-level claims and evidence. Generally, it is
tolerable if some claims are not supported or have weak
evidence support. In this case, the safety of a system
depends entirely on the expertise to judge. It may not be
straightforward to know the safety of a system. Thus, the
safety case is transformed into BN for quantitative safety
evaluation. As seen from the result in section V-B and
Figure 8, even when the node variable Vg_G1_1 is in notHold
state, the possibility of the system being safe can still be
obtained.
The transformation from the safety case to the BN depends

on the semantic meaning of GSN notation elements and
their causal relationships, as discussed in Section IV-D.
For example, the goal G1_1 is supported by sub-goals of
G2_1, G2_2, G2_3, G2_4, G2_5, and G2_6 in Figure 7.
The satisfaction of the sub-goals causes the goal G1_1 to
hold. Thus, this relation is represented in the BN in that the
state of node Vg_G1_1 is affected by the states of Vg_G2_1,
Vg_G2_2, Vg_G2_3, Vg_G2_4, Vg_G2_5, and Vg_G2_6 as
shown in Figure 8.

Quantitative evaluation of the system’s safety is not
the end. If the evaluation result is not acceptable, safety
improvement to the system is required. In the case of this
paper, the node variables in state notHold are mainly focused.
The reason is that the requirements corresponding to these
variables are not satisfied. Then a sensitive analysis is applied
to look for the node variables which are more sensitive
to the target node. The higher sensitive node variables
in state notHold are traced to related safety requirements.
In Figure 8, the node Vg_G1_1 is more sensitive to the
target node Vg_G_SR and is in notHold state, as introduced
in Section V-C. Then trace the node Vg_G1_1 to the node
G1_1 of safety case in Figure 7 and to the requirement
SR1.1 of Figure 6. Finally, analyze the requirement SR1.1 for
further improvement.

Changes to safety requirements affect the safety of the
system. Re-evaluation is a must when changes have occurred.
To re-evaluate the system safety, the safety case and BN
must be modified according to the changed requirements.
The changes propagated from safety requirements to the
BN through safety case is based on the traceability model.
The last paragraph of Section V-C demonstrated how
modification, addition, and deletion of the requirements
propagated to the BN.

B. PROBLEMS
To apply the proposed framework into practice, several
problems need to be solved. The problems in this paper refer
to the activities that are time-consuming or relatively more
difficult. The problems listed here may not exhaustive.

1) Safety requirements elicitation and requirements struc-
ture construction.
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TABLE 6. Definitions in order to apply the STPA technique.

TABLE 7. Unsafe control actions that can result in system-level hazards and their causal factors.

• Safety requirements are elicited based on iden-
tified system hazards. Both requirements elici-
tation and identification of system hazards are
labor-intensive and thus error-prone. There are
only 31 requirements in the application example,
which would be large in real projects. They and
the requirements structure construction consumed
roughly half the time the author applied the
proposed framework to the example HMS system.

Luckily, there are tools and formal procedures,
e.g., STPA and SysML, that can assist in doing this
work.

2) Transform the safety requirements structure into the
safety case and the BN.

• The transformation is conducted by hand since
there are only 31 requirements, and the complex-
ity is manageable manually. If the requirements
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are large and the complexity is unmanageable
manually, there must be a way to handle the
problem. One possible solution could be model-
driven engineering [32].

3) Probability elicitation of node variables of BN.
• Probability elicitation is a time-consuming process
in applying BN, especially by experts. First, the
number of conditional probabilities to be elicited
is large. Second, elicitation always comes with
biases. Nearly 30%of the time the author spent was
doing the elicitation.

4) Traces between requirements and BN through safety
case.

• Traceability is still a manual process in the applica-
tion example. Therefore, it is prone to errors. If the
requirements become large, traceability could be
unmanageable. If the trace process is automated,
the problem could be solved.

5) Identification of what requirements have been changed
and assessment of whether they can affect the safety of
the system.

• As discussed in Section IV-F, changes can be iden-
tified by techniques of requirements maintenance.
However, to assess whether changed requirements
will affect system safety must be a manual
process.

C. PROS AND CONS
This section introduces the advantages and disadvantages of
the proposed framework.

The advantages are as follows:
1) It can quantitatively evaluate the safety of an HMS

system.
2) It can trace related requirements for improving system

safety when a system is evaluated unsafe.
3) Changes to requirements can be propagated to the BN

in order to re-evaluate the system safety.
The disadvantages could be that:
1) Some work is done manually, e.g., the process of

transforming safety case into BN. So, it may be
time-consuming and error-prone.

2) The accuracy of the evaluation depends on the proba-
bilities elicited for the BN. Probability elicitation could
only be performed manually. The data used to learn the
probabilities seem infertile. The quality of the BN may
not be easily managed.

VII. CONCLUSION
This paper proposes a framework for quantitatively eval-
uating the safety of an HMS system. Compared with the
conventional way of system safety evaluation, i.e., safety
cases, the contributions are as follows. First, it enables the
quantitative evaluation of system safety by transforming the
safety case into a BN. Second, it can trace from an evaluation

result to related safety requirements to improve system safety.
Traceability depends on trace links between system safety
requirements, safety cases, and BN. Third, changes to safety
requirements can be propagated through trace links to the BN
to re-evaluate the system’s safety. The application results of
the proposed framework to an example HMS system illustrate
these advantages.

There are some work can be done in the future, for
example,

• Automate some work of the proposed framework, e.g.,
transformation from requirements structure to safety
case and the BN.

• Methods to determine the SIL that fits the HMS system
environment are used to assess the evaluation results.

• The approach or procedure for eliciting the probability
of BN aims to ensure the evaluation accuracy.
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