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ABSTRACT In complex data environments, rational handling of unbalanced datasets is key to improving
the reliability of early disease prediction. Early warning of disease risk in both temporal and spatial terms,
contributes to disease prevention and treatment. To this end, a bi-dimensional substratum information mining
model based onAssociationRuleDiggingwithDynamic Thresholding andWeight Optimization (ARDdtwo)
was proposed for the early diagnosis of thyroid cancer. It is an integrated assessment framework consisting of
association rule digging by constructing a dynamic threshold model (ADRcdt) for qualitative analysis, and
a self-optimizing component importance measurement model (SoCIM) for quantitative analysis. ARDcdt
incorporates temporal and spatial features of sparse data to address the distributional bias problem.Moreover,
new importance diagnostic calculations were designed to further identify high-risk low-frequency (HRLF).
The SoCIM can determine the relative weight of each component by assessing its level of risk in the
overall system based on the Risk Enhancement Level (REL) and Risk Reduction Level (RRL), realizing the
self-adjustment and optimization of the weight setting. Finally, the model was validated through an empirical
analysis. The evaluation of the research work shows that improved results were achieved, such as accuracy,
f1-score, and precision, with optimized values of 36.04%,56.57%, and 53.89%, respectively. The overall
area under the curve for the model was 0.882. This proves the validity of the proposed model for practical
applications. For patients, it can simplify the pathological process and reduce the examination costs.

INDEX TERMS Disease early prediction, bi-dimensional substratum information mining, ARDdtwo, high-
risk low-frequency.

I. INTRODUCTION
The thyroid gland is an important endocrine gland in the
human body and is responsible for synthesizing, storing,
and releasing thyroid hormones, which play a crucial role
in metabolism, growth, and development, as well as tem-
perature regulation [1]. Thyroid cancer is a malignant tumor
that occurs in the thyroid tissue and has been increasingly
diagnosed in recent years, posing a significant global pub-
lic health challenge. According to the ‘‘Cancer Facts and
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Figures’’ report published in 2023 by the United States,
thyroid cancer is the most common cancer of the endocrine
system, accounting for approximately 92.4% of new cases of
endocrine cancer in the country [2]. Although the mortality
rate of thyroid cancer is low, as the disease progresses, it can
invade surrounding tissues and organs and even metastasize
to other parts of the body, such as the lungs and bones, causing
more severe damage to the body [3].

The diagnosis of thyroid cancer typically requires a com-
bination of various examination methods, such as ultrasound,
fine-needle aspiration cytology (FNAC), blood tests, and
radioactive isotope scanning. Ultrasound is currently the
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preferred method for diagnosing thyroid nodules because it
avoids excessive puncturing of human cells. However, there
have also been issues with the overdiagnosis and overtreat-
ment of thyroid nodules. In actual diagnosis, thyroid nodules
exhibit strong heterogeneity with uneven internal compo-
nents, and benign nodules and malignant tumors can have
overlapping ultrasound images. Additionally, the images may
contain many artifacts and noise; therefore, the differences in
experience and perception of different doctors can affect the
accuracy and consistency of the judgement [4], [5], increasing
the risk of invasive testing and treatment for patients. Simi-
lar to most diseases, people often lack concern about their
thyroid health before symptoms appear. Furthermore, little
research has been conducted on early prediction of thyroid
disease. If the occurrence of the disease can be predicted
before symptoms appear through existing medical data, it can
prevent disease progression, take appropriate treatment mea-
sures earlier, and improve the cure rate.

Compared with traditional diagnosis based on doctors’
knowledge and experience, machine learning utilizes a large
amount of disease data for model training, thereby learn-
ing more complex and accurate disease prediction patterns
and improving prediction accuracy. Commonly usedmachine
learning methods include support vector machines (SVM),
decision trees, and random forests. These methods can extract
features and train models using existing disease data, and
have been widely researched and applied in disease predic-
tion, such as predicting the risk of diabetes, heart disease, and
cancer [6], [7], [8].

In contrast to the aforementioned methods, association
rules can discover hidden correlations between different vari-
ables that may not be easily observed directly or ignored.
By mining these associations, useful information can be
extracted and applied to prediction models to improve
the prediction accuracy. Association rules can also effi-
ciently process large volumes of data and extract meaningful
association patterns from massive datasets. This helps expe-
dite the construction and analysis of prediction models,
thereby enhancing efficiency. Additionally, it is the result
of data-based analyses that are objective and interpretable,
which makes the results of the prediction model easier to
understand and accept [9]. Therefore, this method is well
suited for the research purpose of this study, which is to
achieve large-scale early prediction of thyroid cancer from
existing physical examination data that can be reasonably
accessed.

The clinical diagnosis of thyroid cancer is complex and
expensive. From the patient’s perspective, improvements
could be made in terms of reducing costs and easing the
anxiety of waiting for results. As a result, we propose building
an accurate and efficient early mass prediction system for
thyroid cancer based on machine learning to help patients
simplify the examination process and reduce the burden of
visiting the doctor.

This paper facilitates our understanding of getting a real
sense of the important role as well as the great potential

of artificial intelligence in the field of medicine. The main
contributions of this study are as follows.

(1) This model considers the unbalanced distribution of
elements in time and space in a complex data environ-
ment, categorizes the elements into explicit and implicit
elements by setting new thresholds on the input data in
the time dimension, and further explores the implicit
elements in the spatial dimension to determine potential
high-risk low-frequency (HRLF) elements and obtain
more accurate mining results.

(2) The Component Importance Measure (CIM) can be
used to identify elements in the system that are at a
higher risk of failure and take into account the rela-
tive weights of the implicit and explicit parts of each
element, replacing the previous method of calculating
the weights, which were based on the percentage of an
element in the dataset.

(3) This model can find and visualize latent information
that is not easily detectable from input data. It is adapt-
able in practical applications and can be used for early
and large-scale prediction of different diseases, thereby
reducing the cost of testing for patients.

The remainder of this paper is organized as follows.
A review of related studies is presented in Section II.
Section III provides a detailed representation of the model-
building process, including data collection and processing,
creation of ARDcdt and SOCIM, and selection of model
evaluation criteria. Section IV presents an evaluation of the
relevant results and discusses the implications of the study.
Section V summarizes the study and proposes future work.

II. RELATED WORK
Both medical imaging and machine learning are widely used
for the diagnosis of thyroid disorders. Given that conventional
ultrasound characterization of thyroid cancer does not include
either PPV or high sensitivity at the same time, Ho et al. used
univariate analysis andmultivariate logistic regression to con-
struct a joint prediction model to identify specific risk factors
for PTMC in female patients who have had children, which
effectively improved diagnostic accuracy, but the scope of
this study was limited, and the data sample was insufficient
[16]. Li et al. used multiple linear regression analysis to
develop a diagnostic model for differentiating thyroid cancer
in clinical practice and developed the Thyroid Malignancy
Scoring System (TMRS), given that the conventional diag-
nostic methods of ultrasonography and FNAB do not provide
a definitive diagnosis of thyroid malignancy. However, the
model is aimed at the diagnosis of thyroid cancer and can-
not be used to screen for thyroid disease in the general
population [17]. Nan Miles Xi et al. constructed a machine
learning-based diagnostic model for thyroid cancer that com-
bines machine learning with clinical data. A deep neural
network model incorporating algorithms such as convolu-
tional neural networks (CNN) and recurrent neural networks
(RNN) was used to classify and predict thyroid cancer,

VOLUME 12, 2024 4675



Z. Jia et al.: Multidimensional Prediction Method for Thyroid Cancer

and experiments were conducted to demonstrate the model’s
potential for improving diagnostic accuracy. However, there
were some limitations to this study’s approach. For example,
themethod uses L1 regularization for feature selection, which
may filter out certain features that are useful for diagnosis.
Additionally, manual feature extraction is susceptible to sub-
jective factors [18].

At present, few studies have specifically focused on the
early prediction of thyroid cancer. The methods mentioned
above are applicable for diagnosing the benign and malignant
nature of thyroid nodules in patients but may not be suitable
for large-scale early prediction in the general population.
Association rule mining (ARM) is applicable to many fields
of predictive modeling, especially in scenarios where it is
necessary to mine the association patterns and discover hid-
den rules in data. It was originally designed by researchers to
discover hidden relationships in market basket databases to
improve efficiency [19]. It can mine valid pattern information
from large amounts of data and is suitable for managing large
datasets that rely on existing sample data for large-scale early
prediction. Kang et al. proposed a satellite power system state
prediction method based on online learning with parameter
association rules, and an online rules-limited temporal con-
volutional network was proposed to improve the adaptability
of the state prediction method. An association rule mining
approach based on the fusion of Frequent PatternGrowth (FP-
Growth) and trend sign aggregation approximation (TSAX)
is used to monitor whether anomalies in the data may lead
to unwanted model updates, and the results illustrate that
the maximum mean absolute error of the proposed method
comes from a shunt current of less than 0.42, which means
that the effectiveness of the proposed method is ensured by
the ability of association rules to effectively detect abnor-
mal data [10]. Sheng et al. proposed a new approach for
association rule mining in the context of power transformer
state parameters using big data, which utilizes a probabilistic
graph model to capture the relationships and dependencies
among different state parameters of power transformers and
developed a novel algorithm to mine association rules from
a probabilistic graph model. The algorithm considers the
probabilities and dependencies between parameters to iden-
tify meaningful and statistically significant associations, and
the results demonstrate that the discovered association rules
can provide valuable insights for condition monitoring, fault
diagnosis, and maintenance decision-making in power trans-
former systems [11]. Yuan et al. proposed a method for
predicting overall traffic modes using the VOMM (Vector
Outer Product Model) approach and an AR (Association
Rule) mining algorithm with large-scale data. This study
utilized association rules to extract the traffic state rela-
tionship between different regions from historical data and
discovered the correlation and patterns between traffic modes
and various factors. The experimental results showed that
the proposed method performed well in predicting overall
traffic modes. The combination of VOMM and AR min-

ing algorithms enables the model to capture the complex
interactions among various factors and accurately predict the
traffic mode [12]. Sun et al. proposed an ensemble system
for predicting the spatial and temporal distribution of energy
security weaknesses in transmission networks, established a
fuzzy inference with a rare association rule learning system
to predict the spatial and temporal distribution of energy
security vulnerabilities in the long term, and demonstrated
the practical application of this methodology to guarantee the
sustainability and security of energy supply [22].

With the rapid development of information technology
and application of big data, a large amount of medical data
has been obtained. Making full use of these data resources,
valuable information can be extracted to support medical
decision-making, disease prediction, diagnosis, and treat-
ment. Owing to the ability of association rules to handle
large-scale data information as well as their interpretability,
many studies have used it for disease prediction. For example,
Khedr et al. presents an efficient method for association rule
mining from distributed medical databases to predict heart
diseases. A distributed association rule mining algorithm is
used to perform data mining efficiently in distributed health-
care databases through parallel computing techniques. This
algorithm reduces computational complexity and improves
mining efficiency [13]. Tandan used association rules to mine
symptom patterns and overall symptom rules in patients with
COVID-19 to explore common symptoms and differences in
symptoms between different types of patients [20]. Yujie et al.
constructed an early prediction and diagnosis model for coro-
nary heart disease based on theWEKA data mining platform,
first using the J48 decision tree to construct a coronary
heart disease diagnosis prediction model, then mined strong
association rules through the Apriori algorithm, and finally
quantified the influence of input attributes on coronary heart
disease diagnosis according to the Multilayer Perceptron
algorithm; however, the model was established with too few
examples, and the accuracy of themodel was not good enough
[21]. Li et al. applied data mining techniques to the risk
prediction of diabetes mellitus and conducted experiments
on medical datasets. The relationship between diabetes and
various symptoms was found to provide effective support for
early risk prediction of diabetes [14].
Although ARM has been widely used for predictive mod-

eling, it has some limitations. In practical applications, for
the elements that appear in biased data with low frequency,
the traditional algorithm uses a fixed scoring method to ana-
lyze all the variables, which makes the model pay too much
attention to the general elements that occupy the main posi-
tion in the dataset and makes these special elements directly
discarded without being analyzed, but these elements may
contain high-risk elements [22].When quantifying the impor-
tance of elements, existing algorithms usually determine their
weights solely based on the proportion of elements in the
system as a measure, and the parameters are not adjusted
and optimized during the model-building process; thus, the
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importance of sparse data is not objectively analyzed. Based
on these problems, this paper proposes a bi-dimensional sub-
stratum information mining model, namely, Association Rule
Digging with Dynamic Thresholding and Weight Optimiza-
tion Model (ARDdtwo).

First, association rule digging with the construction of
a dynamic threshold model(ARDcdt) is designed to incor-
porate sparse data into the assessment, and the conditional
importance thresholds and diagnostic criteria score calcula-
tion methods are improved to analyze the potential implicit
relationships in complex data environments using a temporal-
spatial-mining system, which not only focuses on the general
elements that dominate the dataset but also fully analyzes and
evaluates the sparsely distributed elements. Considering the
degree of influence of age on thyroid lesions, the calculation
method of the threshold value of the diagnostic criteria was
reset with the age distribution as the division criterion, and
specific threshold values were used for information mining
for different age groups. In the spatial dimension, a new
calculation method of the conditional importance diagnostic
criteria was designed, which can further identify the ele-
ments with high risk–frequency (HRLF)for the entire system
from the set of implicit elements. Finally, to adjust and opti-
mize the parameter weights, the weight measurement method
self-optimizing component importance measurement model
(SoCIM) is designed based on the component importance
measure (CIM), which can realize the evaluation criteria of
weights based on the assessment of the risk index of each
element.

III. MATERIALS AND METHODS
A. DATA PRE-PROCESSING
Because a large amount of real data is essential to build a
reliable predictionmodel, this study collectedmedical exami-
nation data for 2021 from 11 provinces provided by The Third
Xiangya Hospital. Considering the large number of medical
examination forms and the redundancy of information in the
forms, we pre-processed the obtained data. Outliers due to
manual entry or improper operation of the system, as well as
some samples with a large number of missing and duplicate
values, were removed, and the continuous data in the forms
were discretized to facilitate final result analysis and model
building. A total of 1456 disease samples were obtained from
17817medical examination data, and the elements under each
feature in the resulting data samples were analyzed. The age
range of the sick samples was 0-90 years old. To target the
causative factors of different age groups, we divided the sick
samples into three groups according to their age, and the
distribution is shown in Fig.1.

A standardized database allows all the data to be grouped
in a uniform space to perform the required processing steps.
Therefore, in this study, let Pt ∈ P = {P1,P2, . . .Pz} repre-
sent the medical examination data entered into database P for
a certain age group. In Pt , let U = {u1, u2, . . . , un, . . . , uY }

be a set containing all the features contained in the database,

FIGURE 1. Distribution of the total number of male patients and the total
number of female patients with thyroid cancer in each age group from
the valid data screened in 11 provinces in 2021. (a) 0-30 years. (b) 31-60
years. (c) 61-90 years.

and un be one of the relevant feature variables, Y be the cor-
responding target feature variable (i.e., the diagnostic result
for that piece of data). Then, Y = {Y1,Y2, . . . ,Yi} is a set
containing all the target variables. Each feature un in the
database consists of a set of elements, an,1, an,2, . . . , an,k ,
which are also known as items in the association rules. In this
study, an element is a component of a characteristic (e.g.,
‘does not smoke but often smokes secondhand’ is an element
of the characteristic ‘does smoke’). Let I = {b1, b2, . . . , bn}
be a set containing all input variables; then, an,k is equivalent
to any one of the variables in I . Thus, the set of items X
is a subset in I . The association rule can be expressed as
X → Y . To facilitate the processing of data during modeling
by combining the medical examination data numbers with the
data processing space P, it can be denoted as Pl . Based on
the above settings, each set is written as a matrix, and the
data processing space used to mine implicit variables can be
represented as

Pl =


l1
l2 P
...

li

 =


u1 u2 · · · un · · · uY

l1 b11 b12 · · · b1n · · · Y1
l2 b21 b22 · · · b2n · · · Y2
...

...
...

. . .
...

. . .
...

li bi1 bin · · · bin · · · Yi

 (1)

Starting from the second row, each row represents the cor-
responding physical examination data of the examiner and
bij represents the elements contained under feature uj, li
represents the ith row of medical examination data in the data
sample.

B. FEATURES SELECTION
Because the complete medical examination form contains
43 features, the data dimension is too high for modeling.
Therefore, the original features must be filtered to improve
the efficiency and flexibility of the model. First, we removed
features that were not relevant to model building such as
mobile phone numbers, dates of medical examinations, and
payment methods. After filtering out this invalid information,
we used XGboost to perform feature importance ranking
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to achieve dimensionality reduction for subsequent model
building [23], [24]. The designed filtering process is illus-
trated in Fig.2.

FIGURE 2. Flow chart of input features selection.

C. ASSOCIATION RULE DIGGING WITH CONSTRUCTING
DYNAMIC THRESHOLDS MODEL
1) CONDITIONAL IMPORTANCE DIAGNOSTIC THRESHOLD
SETTING BY TIME DOMAIN
Traditional association rule mining uses a fixed impor-
tance evaluation criterion score calculation method to obtain
potential relationships between elements and results in one
dimension. However, for medical examination data and most
medical data, the episodic nature of the disease determines the
imbalance of the data; therefore, using a traditional algorithm
will make the mining results biased toward the side with
more quantity, which is unfair, and a low percentage of
easily overlooked factors is likely the cause of the lesions.
Moreover, there are differences in the probability of the same
factor causing lesions in different populations; therefore, the
data must be thoroughly analyzed. For example, Fig.2. shows
that there is a clear difference in the number of diseases
between young and middle-aged populations, which means
that the probability of disease differs between these two
groups. Using the same threshold for mining analysis will
lead to the youth group’s pathogenic elements not being paid
attention to because they are lower than the set threshold, and
the screening results will be biased toward the middle-aged
group’s pathogenic factors, which will reduce the accuracy
of the group’s prediction. However, the prevalence rate is
increasing in the youth group and their pathogenic factors
should be analyzed as well. Therefore, we need to improve
the threshold setting method so that it is more reasonable to
analyze sparsely distributed data comprehensively.

Considering the relationship between age and the proba-
bility of disease occurrence, we categorized the data by age
group and designed a method for setting the threshold for the
diagnostic criteria of conditional importance. It enabled us to
set the corresponding thresholds according to the distribution
of patients in each age group in a targeted manner, thus,
people in the age group with the lowest probability of disease
could also be adequately analyzed. Our data sample was
divided into three parts: a represents young population (18-30
years old), b represents middle-aged population (31-60 years
old), and c represents elderly population (61-90 years old).
One age group was chosen as the base unit period, and the

same threshold was used for data samples within the same
age group.

According to the distribution of patients in each age group,
this study proposes five corresponding time-domain-based
importance diagnostic calculations, which can be expressed
as follows: (2)–(6), as shown at the bottom of the next page,
where ⟨. . .⟩ represents the number of diseased samples in
the database that satisfy all the conditions included in the
equation simultaneously, the subscript ‘0’ represents the ini-
tial preset threshold, Y (hy) represents the age group in which
the diseased sample is located, and Y (hmax

y ) represents the
age group with the highest number of diseased samples in
the database.

2) SIGNIFICANCE DIAGNOSIS METHOD DESIGN BY SPATIAL
DOMAIN
a: TRADITIONAL DIAGNOSTIC CRITERIA
The expression for traditional association rules can be
expressed as X → Y (X and Y are the precursors and
successors of the association rules). It has five important
diagnostic criteria: support, confidence, conviction, lift, and
leverage. Assuming that the total amount of data is D, they
can be expressed as

Support (sup(X → Y )) is the probability of occurrence of
item sets X and Y in the total item set; it is usually used to
remove meaningless rules.

sup(X → Y ) =
count(X ∪ Y )

D
(7)

Confidence (conf (X → Y )) is the ratio of the probability
of occurrence of X and Y simultaneously to the probability
of occurrence of X alone, which reflects the reliability of the
rule.

conf (X → Y ) =
sup(X ∩ Y )
sup(X )

(8)

Lift (lift(X → Y )) is complementary to confidence and
denotes the enhancement of the probability of occurrence of
Y by the occurrence of X .

lift(X → Y ) =
conf (X → Y )

sup(Y )
(9)

Conviction(conv(X → Y )) analyses the situation when
there is no occurrence of Y . It represents the product of the
two probabilities of X appearing and Y not appearing, and
the ratio between the probabilities of X appearing with Y not
appearing.

conv(X → Y ) =
1 − sup(Y )

1 − conf (X → Y )
(10)

Leverage(leve(X → Y )) denotes the probability of X and
Y appearing in D simultaneously when X and Y are not
completely independent.

leve(X → Y ) = sup(X → Y ) − sup(X )sup(Y ) (11)
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b: CONDITIONAL IMPORTANCE DIAGNOSTIC CRITERIA
Data mining using the new thresholds set in the time domain
yields implicit and explicit factors corresponding to each age
group. Considering the rigour of disease diagnosis, it was
possible that rare elements, whichmake up a small percentage
of the database, may also be important to the occurrence of the
disease.It is necessary to perform latent relationship mining
among the implicit elements screened to identify the high-
risk-low-frequency (HRLF) elements.

Existing models suffer from the problem of considering
dominant elements in the database but filtering out HRLF
variables directly when analyzing potential relationships
between variables. This is because the ODM still uses the
same fixed thresholds to calculate the importance scores of
the implicit variables in different features as the common
variables in the corresponding features, resulting in a set
of implicit variables being excluded directly. They did not
reach the initial threshold set and their importance was not
confirmed. For example, in one of the patient data in the
database, ‘‘positive optimism’’ in the feature ‘‘daily psycho-
logical state’’ is the explicit factor, and ‘‘negative depression’’
is the implicit factor.When using traditional importance diag-
nostics, because its results are influenced by a large set of
dominant variables in the database, sample data containing
the implicit element ‘‘negative low’’ will be directly excluded
because they do not reach a set fixed threshold.

This study resets the calculation method of important diag-
nosis based on the spatial domain to identify HRLF variables
that lead to disease occurrence from the already screened
hidden variables, and the association rule can be expanded
as

XA + XB → Y (12)

where XA represents the set of explicit variables and XB

represents the set of implicit variables.
A second correlation analysis of the database can be com-

pleted according to the distribution of the hidden variables in
the distinctive features. When the feature contains a hidden
element, the threshold setting method for the corresponding
evaluation criterion can be written as (13)–(17), shown at the
bottom of the next page, where x represents a value between
2 and i, y represents a value between 2 and n, TN represents a
range of values from 2 to (n+1), Y (ht ) represents one of the
age bands a, b, and c.

D. SELF-OPTIMIZING COMPONENT IMPORTANCE
MEASUREMENT MODEL
1) COMPONENT IMPORTANT MEASURE
In previous models, a common method for measuring the
importance of elements was based on their proportion in the
overall data or frequency of occurrence. However, this is not
reasonable for data such as healthcare data, where there is
often an extreme imbalance in outcomes, as the proportion of
elements or frequency of occurrence does not equate to the
degree of significance, so we need to devise a more scientific
and rational method of calculating relative significance.

In this regard, the CIM principle can be used to measure
the impact of different elements on the outcome, enabling
the assessment of each element of the system based on its
respective risk of failure, uncovering components that are
prone to system failure, and improving system stability. The
CIM computational model is usually a combination of the
Risk Enhancement Level (REL) and the Risk Reduction
Level (RRL) to assess the level of risk. REL is defined as
the relative increase in the risk of causing disease when an
element an,k is present and is used to identify the components
that maintain the stability of the system; RRL is defined as the

min sup = min sup
0

·

〈
li ∈ Pl(x, 1);Pl(x, n+ 2) = Y (hy)

〉〈
li ∈ Pl(x, 1);Pl(x, n+ 2) = Y (hmax

y )
〉 , x ∈ (1, i) (2)

min conf = min conf0 (3)

min conv = min conv0

·

〈
li ∈ Pl(x, 1);Pl(x, n+2) = Y (hy);Pl(x, n+ 1) = Y (hi)

〉〈
li ∈ Pl(x, 1);Pl(x, n+ 2)=Y (hmax

y )
〉 (4)

min lift = min lift0

·

〈
li ∈ Pl(x, 1);Pl(x, n+ 2) = Y (hy);Pl(x, n+ 1) = Y (hi)

〉〈
li ∈ Pl(x, 1);Pl(x, n+ 2) = Y (hmax

y );Pl(x, n+ 1) = Y (hi)
〉 (5)

min leve = min leve0

·

〈
li ∈ Pl(x, 1);Pl(x, n+ 2) = Y (hy);Pl(x, n+ 1) = Y (hi)

〉〈
li ∈ Pl(x, 1);Pl(x, n+ 2) = Y (hmax

y );Pl(x, n+ 1) = Y (hi)
〉 (6)
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relative degree of reduction in the risk of pathogenicity when
an element is not present and is used to identify the elements
that reduce the occurrence of risk. The two are functionally
complementary and can therefore be used to measure the
trend and influence of the various components of the system
on the occurrence of the disease. Their corresponding math-
ematical expressions are:

T REL(an,k |ri ) =
1 − R(0K ,Q(ti))
1 − R(Q(ti))

(18)

T RRL(an,k |ri ) =
1 − R(Q(ti))

1 − R(1K ,Q(ti))
(19)

where 1 − R(0K ,Q(ti)) represents the risk of disease when
an element is determined to be present, 1− R(1K ,Q(ti)) rep-
resents the relative degree of reduction in the risk of disease
when an element is not present, and 1 − R(Q(ti)) represents
the risk of the disease appearing in the system.

2) RELATIVE WEIGHT
Based on the CIM, it can analyze the impact of different
elements on the risk of disease and thus construct a model
for calculating the Elemental Spatial Risk Index (ESRI). The
relative weights of the elements are measured by the degree
of direct impact on the overall risk of the system at the time
of their occurrence, which provides a more precise result of
the weights of each element. The ESRI was calculated based
on the REL and RRL. The ESRI of an element an,k ∈ un in
the system is denoted as ωan,k . From the above analysis, each
element has a dominant and recessive part because the same
element affects different age groups differently, and the rela-
tive weight for any element contains both the impact weight
of the common set of variables and the impact weight of the
HRLF. uAn is the subset that contains the explicit elements
of all features and uBn is the set that contains the implicit

elements. The total number of cases is represented by V .
It can be expressed using the following formula:

ωan,k = ωA
n,k + ωB

n.k (20)

where ωA
n,k represents the risk created by explicit elements

and ωB
n.k represents the risk caused by implicit elements.

ωA
n,k =


0, an,k ∈ uBn
|li∈Pl |∑
x=2

〈
Pl(x, y) = an,k

〉
⟨V ⟩

, an,k ∈ uAn
(21)

According to risk structure theory, the overall risk of a
system is related to the relative position of the elements in the
system concerning their constituent structures. All the con-
stituent parts in the database are independent of each other.
The overall pathogenic risk of the system can be expressed as

OS =

n∏
i=1

Oi (22)

where OS represents the risk of the system as a whole and
Oi represents the risk of a component of the system. To solve
for the overall risk of failure of the system, the risk structure
of the system must be determined; therefore, the logical
relationships between the features must be analyzed. For
disease samples in the input data, even the absence of the
corresponding element under any of the features may result
in the disease no longer occur; therefore, in this system, the
features should be connected in series. Assuming that each
element is relatively independent, the overall risk of the sys-
tem is obtained by the product of the risk of the corresponding
elements in all features. Thus, the risk index from the implicit
element can be expressed as

ωB
n,k =

{
0, an,k ∈ uAn
ω1 · CREL + ω2 · CRRL , an,k ∈ uBn

(23)

Sup(XA + XB → Y ) =

〈
li ∈ Pl(x, 1);XA ⊆ Pl(x,TN ) ̸= ∅;Pl(x, y) ∈ XB ̸= ∅

〉〈
li ∈ Pl(x, 1);Pl(x, y) ∈ XB ̸= ∅

〉 (13)

Conf (XA + XB → Y ) =

〈
li ∈ Pl(x, 1);XA ⊆ Pl(x,TN ) ̸= ∅;Pl(x, y) ∈ XB ̸= ∅;Pl(x, n+ 1) = Y (ht )

〉〈
li ∈ Pl(x, 1);Pl(x, y) ∈ XB ̸= ∅

〉 (14)

Conv(XA + XB → Y ) =
1

1 − Conf

· {1−

〈
li ∈ Pl(x, 1);Pl(x, y) ∈ XB ̸= ∅;Pl(x, n+ 1) = Y (ht )

〉〈
li ∈ Pl(x, 1);Pl(x, y) ∈ XB ̸= ∅

〉 }
(15)

lift(XA + XB → Y ) = Conf

·

〈
li ∈ Pl(x, 1);Pl(x, y) ∈ XB ̸= ∅

〉
⟨li ∈ Pl(x, 1);Pl(x, y) ̸= ∅;Pl(x, n+ 1) = Y (ht )⟩

(16)

leve(XA + XB → Y ) =

〈
li ∈ Pl(x, 1);Pl(x, y) ∈ XB ̸= ∅;XA ∈ Pl(x,TN );Pl(x, n+ 1) = Y (ht )

〉〈
li ∈ Pl(x, 1);Pl(x, y) ∈ XB ̸= ∅

〉
− Sup ·

〈
li ∈ Pl(x, 1);Pl(x, y) ∈ XB ̸= ∅;Pl(x, n+ 1) = Y (ht )

〉〈
li ∈ Pl(x, 1);Pl(x, y) ∈ XB ̸= ∅

〉 (17)
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CREL =

1 −

L∏
K=1

〈∣∣∣lx∈PBy ∣∣∣∑
x=2

∣∣∣li∈Pl (x,1);Pl (x,y)∈an,k ;Pl (x,y)∈uBy ∣∣∣
|li∈Pl (x,1);Pl (x,y)∈uy|

〉

1 −

n+1∏
y=2

〈∣∣∣lx∈PBy ∣∣∣∑
x=2

∣∣∣li∈Pl (x,1);Pl (x,y)∈an,k ;Pl (x,y)∈uBy ∣∣∣
|li∈Pl (x,1);Pl (x,y)∈uy|

〉
(24)

CRRL =

1 −

L∏
K=1

〈∣∣∣lx∈PBy ∣∣∣∑
x=2

∣∣∣li∈Pl (x,1);Pl (x,y)=an,k ;Pl (x,y)∈uBy ∣∣∣
|li∈Pl (x,1);Pl (x,y)∈uy|

〉

1 −

n+1∏
y=2

〈∣∣∣lx∈PBy ∣∣∣∑
x=2

∣∣∣li∈Pl (x,1);Pl (x,y)̸=an,k ;Pl (x,y)∈uBy ∣∣∣
|li∈Pl (x,1);Pl (x,y)∈uy|

〉
(25)

where PBy represents a sub-matrix consisting of implicit ele-
ments, uBy stands for a subset of implicit elements by.

E. MODEL EVALUATION
The confusion matrix is commonly used as a metric to assess
the performance of the model and is analyzed in matrix form
by judging the sample data in the dataset according to the
true categories and categories predicted by the classification
model. Model evaluation metrics included accuracy, preci-
sion, sensitivity, specificity, and F1-score.

When assessing differences in model performance, the
subject operating characteristic curve (ROC curve) is the core
metric, and the classification model can be selected based on
the performance of FP and TP metrics, as shown in Fig 3,
Diagram A. The performances of different models can be
visually compared using the area under the curve (AUC).
When the curve is closer to the upper-left corner, the model’s
performance improves. However, the performance of a model
cannot be fully measured using only precision and recall rates
corresponding to a point. More comprehensive assessment
of the model can be made employing a Precision-Recall (P-
R) curve, as shown diagram B, which uses ‘Recall’ as the
horizontal axis and ‘Precision’ as the vertical axis. This shows
the balance between the precision and recall rates at different
threshold values.

FIGURE 3. The ROC and PR curves. Diagram A represents the ROC curve
and Diagram B represents the PR curve.

Furthermore, 5-fold cross-validation methodology was
adopted in this study. Following five rounds of testing, four

of the five folds were used as training data, and the remaining
fold was used as validation data, thus ensuring that every
record entered the database was validated at least once, which
can further reduce the impact caused by potential data bias.

IV. REAULTS AND DISCUSSION
A. RESULTS OF FEATURE SELECTION
Considering that Body Mass Index (BMI) is more scientific
than height and weight as separate assessment characteristics,
16 discrete and continuous features were obtained by the
feature importance results derived from Xgboost, as shown
in Table.1.

B. RESULTS OF THE MEANINGFUL IMPLICIT ELEMENT
SELECTION
The initial threshold values were set to minsup = 0.2, min-
conf = 0.6, and minconv = 1.1. With the newly defined
thresholds and conditional diagnostic criteria, the associa-
tion rule mining results for each age group obtained after
analyzing the input data are shown in Table.2. Notably, the
thresholds and HRLF change with age.

Each group has its own HRLF elements, which suggests
that many of the factors discarded when mining with ODM
do not have a significant association with disease in that
age group. When mining for deep hidden information. It can
identify elements in the data that may have a low occurrence
rate, but possess a strong influence on the outcome or target
variable. These elements may be overlooked by traditional
statistical methods that focus onmore prevalent factors. Then,
using (20), we calculate the weights that each element holds
in the overall system. By utilizing ARDdtwo, the algorithm
can assign different weights to each feature based on their
importance in predicting the target variable.Through assign-
ing higher weights to these influential but rare elements,
it may lead to the discovery of previously unrecognised pat-
terns, relationships or anomalies in the data.

The youth group had better physical health and emotional
regulation and therefore had the lowest number of HRLF.
The results show that drinking too much and sleeping too
much are potentially high-risk factors. In the middle-aged
population, it can be seen that there are more HRLF factors
than in any other group, this is why people in this age group
have the highest probability of developing the disease. Unlike
the other two age groups, family history has a potentially
high-risk impact on the ability to develop thyroid disease,
especially hypertension. In addition, stress and psychological
conditions in daily life have a potential impact on thyroid
gland health. This may be related to the nature of work
and stressful life of the middle-aged population, and the
accumulation of unhealthy habits over time is responsible
for the increased incidence of thyroid cancer. To reduce the
incidence of thyroid cancer in the middle-aged population,
it is important to reduce the intake of alcohol and tobacco in
daily life, eat breakfast on time, sleep neither too long nor too
short, preferably between 6-8 hours, exercise, relax, reduce
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TABLE 1. Feature screening results.

work and life stress, and develop good lifestyle habits. For the
elderly population, smoking, drinking, stress, and depression
were hidden factors mined by ARDdtwo.

Therefore, we need to care more about older adults to
enable them to maintain a happy and positive mood in their
daily lives. For themselves, they need to improve their living
habits, not to smoke or drink, to maintain a balanced diet

TABLE 2. Data mining results of ARDdtwo by each age group.

and exercise to keep their BMI within the normal range,
in addition to not sleeping for too long at night.

C. MODEL COMPARISON
1) COMPARISON WITH TRADITIONAL MODELS
To further evaluate the performance of our system, we com-
pared the designed model with a traditional association-rule
model using the same selection of features. As shown in
Fig.4, the AUC obtained with ODM was 0.541, whereas
that obtained with ARDdtwo was 0.882 (a 63.03% increase).
Moreover, ARDdtwo is not only closer to the upper left
corner of the ROC graph but also has a higher AUC score,

4682 VOLUME 12, 2024



Z. Jia et al.: Multidimensional Prediction Method for Thyroid Cancer

which intuitively shows that the model designed in this study
performs significantly better.

FIGURE 4. Results of AUC score. A represents ODM and B represents
ARDdtwo.

Finally, in Fig.5, a line graph of the evaluation metric
scores shows that ARDdtwo outperforms ARDdtwo in every
aspect. The AUC, SE, accuracy, precision, recall, and F1-
score were improved by 63.03%, 36.31%, 36.04%, 53.89%,
63.74%, and 56.57%, respectively. Therefore, the model
designed in this study exhibited a significant effect enhance-
ment.

FIGURE 5. Evaluation results of each metric for ODM and ARDdtwo.

The number of negative samples was much larger than
the number of positive samples in the medical examination
sample data, we used P-R curves to compare the two models.
The results are shown in Fig. 6, whereModel_1 represents the
ODM and Model_2 represents ARDdtwo. The area enclosed
by the PR curve and the coordinate axis of ODM is 0.311,
whereas the area enclosed by ARDdtwo is 0.723. In addition,
Model_2 completely encloses Model_1, which shows that
ARDdtwo performs much better for positive examples in the
case of a data imbalance.

2) COMPARED TO THE EXISTING MODEL
The predictive model proposed in the literature [25] for
patients with TI-RADS grade 4a thyroid nodules predicts the
nature of their thyroid nodules. The selected characteristics
were age and PLR, TSH, and ALB levels. The literature [26]
used several machine-learning methods to predict thyroid
cancer, and the results showed that Random Forest (RF) has
the best overall prediction with an accuracy of up to 0.9091.

FIGURE 6. Graphs of P-R curves obtained from ODM and ARDdtwo for
the same input data.

TABLE 3. Input feature for different models.

Therefore, we input the features selected in this study into the
RF model with optimized parameters. The input features of
the different models are listed in Table.3.

Comparing the AUC results, only the joint prediction was
close to the accuracy of ARDdtwo. In addition, in their study,
except for age, the TSH and ALB data required professional
instruments for collection and testing. However, ARDdtwo
has no restriction on input data and can be mined for potential
correlations in any situation. Therefore, although the number
of features we chose was large, they are all easily accessible
and do not cause harm to human health, which improves the
adaptability of the model in different application scenarios.

The AUC obtained by RF was only 0.817, indicating the
superior predictive ability of our model. In a comprehensive
comparison, it can be seen from Fig.7 that ARDdtwo has a
significant advantage in terms of prediction effectiveness.

D. PRINCIPAL FINDINGS
The increasing annual incidence of thyroid cancer has caused
widespread regulatory concern, and early diagnosis of the
disease is important for early intervention and treatment.
In this study on the prediction of thyroid cancer, data were
obtained from The Third Xiangya Hospital, and the possible
factors contributing to thyroid lesions were analyzed for each
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FIGURE 7. Line graph of AUC scores for each model.

age group. It is clear from the distribution of the data sample
that the number of female patients was higher than that of
male patients in all age groups, and the probability of the
disease was approximately 2.13 times higher than that of
males, which means that women are more likely to develop
thyroid cancer than men. Therefore, women should be more
aware of the need to prevent thyroid diseases. In addition,
the number of patients in the young and old age groups was
approximately 21.69% of the total number of patients, which
was much less than the number of patients in the middle-aged
group. These phenomena are consistent with the conclusions
obtained from previous studies that have been conducted [29],
[30], [31].

Thyroid cancer is associated with many factors [28], [32].
Screening results showed differences in the effect of the same
element on different age groups [34], [35], which is consis-
tent with existing studies confirming the association between
age and thyroid cancer. The proportion of explicit factors
was greater for young and elderly populations, whereas the
influence of implicit factors was least pronounced for young
people and most pronounced for middle-aged people. This
means that the factors that contribute to thyroid pathology
in the young and older age groups are easier to detect and
prevent than those in the middle-aged group. However, both
groups should pay more attention to their thyroid health
if they have a family history of diabetes or hypertension,
sleep too much or have an abnormal body mass index (BMI)
[33], and increase the frequency of medical check-ups. The
incidence of thyroid cancer is also due to the accumulation
of bad habits over time, and many studies have shown an
association between stress and the development of thyroid
cancer [36], [37], [38]. Therefore, it is important to maintain
a happy mood and an optimistic and positive attitude towards
life and good lifestyle habits. In conclusion, managing one’s
diet and lifestyle habits and maintaining a positive and stable
mood can help reduce the risk of thyroid disease.

As with most diseases, there is a lack of concern for thyroid
health among people with thyroid before symptoms become
apparent, and people are often less likely to go to the hospital
for a detailed examination some targeted tests are harmful
and expensive [15]. Thyroid cancer screening using physical

examination data has been studied previously. Screening for
early thyroid cancer using high-frequency ultrasound can
help in the early diagnosis of thyroid cancer [27], [39], but
is limited in use but does not allow for rapid screening of
large populations because it requires the use of an instrument
to examine everyone. Both this study and the literature [27],
[40] used univariate analysis for risk factors, which allowed
the model to obtain high prediction accuracy. However, other
models require recalculation or substantial adjustment when
the type of disease changes, whereas the model designed in
this study can be flexibly transformed in different application
scenarios. When Y in the association rule changes, it can be
used for the prediction of different diseases to improve its
usefulness in practical applications.

Meanwhile, our study fully considers implicit elements
that are easily ignored in a sparse data environment instead
of using fixed thresholds. When a variable threshold is used
to divide each element into implicit and explicit parts, SoCIM
can evaluate the element weights more accurately. The scores
of each evaluation metric in Fig. 4 clearly indicate that the
predictive effect of the revised association rule algorithm is
improved.

V. CONCLUSION
In this study, a disease early predictionmodel that can adapt to
spatiotemporally unbalanced data distributions was designed.
It incorporates all characteristic information in the medical
examination form into the analysis. Qualitative analysis of
ARDcdt is used to differentiate the types of input variables
and to uncover HRLFs that are at elevated risk but are eas-
ily overlooked. Based on the CIM, a quantitative analysis
module, SoCIM, can adjust and optimize the relative weights
of elements during model building. Utilizing big data gener-
ated by the healthcare industry to reduce costs and improve
forecasting of thyroid gland disease in a simple and effective
manner. The main conclusions are summarized as follows:

(1) Because ODM uses only one dimension for data infor-
mation mining, ARDdtwo conducts two mining from
two dimensions to analyze the features in the database
more comprehensively and precisely. In addition, two-
dimensional mining redesigns the conditional filtering
algorithm in distinguishing the importance of risk fac-
tors which solves the ‘spoofing behavior’ that ODM in
one dimension may produce when the data are unbal-
anced.

(2) The HRLF analysis module can fully consider ele-
ments that are easily ignored and account for a small
percentage of the input data, thereby improving the
shortcomings of previous methods that were biased
when analyzing unbalanced datasets.

(3) SoCIM can scientifically measure the relative weight
of each element according to the degree of influence
of each element on the prediction effect of the entire
system so that the importance of the elements in the
calculation process of the model can be fairly assessed,
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and the prediction performance of the model can be
further improved.

(4) The model can be used not only for thyroid disease
prediction but also for other diseases. Moreover, the
results mined by the model can provide targeted advice
and methods for disease prevention, improvement of
daily living habits, and reduction in disease occurrence.

Future work will include using larger datasets and testing
the performance of the proposed model for different diseases.
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