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ABSTRACT Reading therapy is an effective approach for improving mental states or addressing disabilities
associated with individuals’ dyslexia. In traditional approaches, this process is performed through the
intervention and supervision of an expert, which incurs time and cost. However, by utilizing artificial
intelligence technologies, the reading therapy process can be automated. This article focuses on presenting
an internet-based automated platform for reading therapy. In this method, audio and visual features during
the reading therapy are processed using deep learning techniques to identify the individual’s emotional state
based on their reading status. In this state, two separate convolutional neural networks are used to describe the
facial image features and speech characteristics of the individual. Then, the described features from these two
models are merged to determine the individual’s mental states using LSTM layers. Finally, a reinforcement
learning model is used to provide feedback and design subsequent exercises. This reinforcement approach
leads to continuous improvement of the evaluated process and plays a significant role in enhancing the
efficiency of the internet-based reading therapy system. The performance of the proposed method has
been evaluated based on information from 20 volunteers. According to the results, the proposed method
can effectively improve individuals’ mental states and compete with the conventional supervisor-based
approaches. The performance of the proposed deep learning models in identifying emotional states has
also been investigated. The results indicate that this model achieves a minimum improvement of 9.71%
in emotional state recognition compared to previous research, with an average correlation coefficient of
0.64485.

INDEX TERMS Internet-based reading therapy, reading therapy framework, deep learning, fuzzy logic,
reinforcement learning.

I. INTRODUCTION
Reading, a cornerstone of personal growth and development,
holds immense potential to enhance individual well-being
and cognitive abilities. It serves as a potent cognitive
enhancer, effectively boosting concentration and fostering
deeper comprehension [1]. Studies have demonstrated the
efficacy of reading in improving sleep quality and alleviating
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anxiety, with daily reading practices consistently reducing
anxiety levels by over 60% in most individuals [2]. This
remarkable effect stems from the ability of reading to induce
a state of tranquility akin to meditation, leading to profound
relaxation and inner peace [3]. Moreover, reading contributes
to the expansion of general knowledge and the cultivation of
creativity, empowering individuals to navigate the complexi-
ties of the world with greater insight and innovation.

Amidst these well-established benefits, there is a concern-
ing trend of declining per capita reading rates across various
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societies [4]. This decline in reading habits coincides with a
rising prevalence of mental health disorders, with depression
rates in the United States exhibiting a steady increase, from
7.3% in 2015 to 8.6% in 2019 and 9.2% in 2020 [5]. The
stark contrast between the benefits of reading and the growing
mental health crisis has prompted the development of reading
therapy, a promising approach to addressing psychological
distress through the power of literature.

Reading therapy is a scientific and effective approach for
improving mental states or addressing disabilities associated
with individuals’ dyslexia. This therapeutic approach is often
planned by experienced professionals based on interactions
with the individual undergoing treatment. Therefore, the pro-
cess of reading therapy requires careful supervision at all
stages of implementation [6]. This requirement makes the
reading therapy process time-consuming, costly, and suscep-
tible to errors. On the other hand, the lack of continuous
access to a therapist makes it impossible to benefit from
reading therapy methods in all circumstances [7]. These
conditions indicate the necessity of providing an automated
framework for reading therapy to address the shortcomings
and limitations of traditional approaches.

Deep learning, a subset of artificial intelligence, holds
immense promise for revolutionizing reading therapy by
enabling smarter and more personalized experiences [8].
Deep learning models can analyze facial expressions, tone of
voice, and other nonverbal cues to assess patients’ emotional
states during reading sessions [9]. This real-time moni-
toring allows therapists to dynamically adjust the reading
materials and therapeutic interventions based on patients’
emotional responses, ensuring a more effective and sensitive
approach [10].
This article focuses on presenting a new and automated

platform for reading therapy. The proposed system utilizes
the global internet network as a communication platform. The
widespread penetration of the internet in various communities
and its attractiveness to individuals facilitate the ease of use
and motivation for adopting the proposed approach. In the
proposed reading therapy system, deep learning techniques
are used to analyze the individual’s emotional states, and
reinforcement learning strategies are employed for designing
therapeutic programs. The contribution of this article includes
the following aspects:

• In this article, a new platform for internet reading ther-
apy, based on machine learning techniques is proposed.
In this system, therapy programs are determined reac-
tively based on the individual’s emotional states.

• The current article presents a hybrid deep learningmodel
for recognizing individuals’ mental states. This model
consists of a parallel combination of two CNN models
that are used to describe facial and speech emotional
characteristics. The extracted features from these two
models are merged, and the individual’s emotional states
are determined using LSTM components.

• In this article, an interactive model based on rein-
forcement learning is proposed for designing therapy

programs. This reinforcement model includes a number
of learning automata that determine the next exercises
based on the identified emotional states for the indi-
vidual. In this reinforcement model, reward and penalty
operators are used to continuously improve the individ-
ual’s mental state and avoid incorrect strategies.

These aspects have not been investigated in previous research
and can be considered as innovative aspects of the current
article. The structure of the remaining sections of this article
is as follows: In the second section, some relevant research is
studied. The third section presents the details of the proposed
platform for internet-based reading therapy. The fourth and
fifth sections are dedicated to discussing the research findings
and presenting the conclusions, respectively. Table 1, lists the
abbreviations used in this article.

TABLE 1. Table of abbreviations.

II. RELATED WORKS
The number of studies conducted in the field of reading ther-
apy has been limited, and the application of machine learning
techniques in these studies has received partial attention.
In [11], an interactive tool based on artificial intelligence
techniques is presented for smartphones, which addresses
issues related to writing and dyslexia. In this method, the
individual’s activities in using the software are initially moni-
tored to determine their level of dyslexia using Support Vector
Machines (SVM). Then, based on predefined rules, training
exercises are suggested. It should be noted that this research
only provides a limited design and no information is reported
regarding its performance. In [12], a framework for treating
speech and hearing disorders in children and adolescents is
proposed. This research first introduces a set of therapeu-
tic tools based on existing processing and communication
technologies and then suggests suitable strategies for system
design based on the strengths and weaknesses of each tool.
Accordingly, a set ofmachine learning techniques is proposed
to be employed in this framework. However, similar to [11],
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this study also limits itself to presenting the design and sug-
gesting strategies for its development.

In [13], the relationship between individuals’ blood types
and their preferred book genres is studied, and an attempt
is made to provide a method for recommending content in
reading therapy programs based on that. This study was
conducted on 80 individuals with blood types A, B, AB, and
O, and each individual indicated their reading preferences
through a questionnaire. According to the results of this study,
individuals with blood types B and O havemore distinct read-
ing preferences, but reliable conclusions cannot be drawn for
blood types A and AB. This research suggests that the content
used in reading therapy can be selected based on individuals’
blood types, although scientific evidence to support this claim
is not provided.

In [14], the preference for using digital content compared
to printed books for reading therapy purposes was examined.
This article investigates which of the mentioned media is
preferred by individuals and can have stronger effects on
the therapeutic process. The research showed that the use
of printed books had a positive impact on the effectiveness
of reading therapy and was preferred by individuals. On the
other hand, the prioritization presented by individuals has a
significant correlation with their education level and their use
of internet tools.

In [15], a machine learning-based method for analyzing
individuals’ behavior and distinguishing between anxiety
and depression is presented. In this study, the necessary
data for diagnosing anxiety and depression were collected
through responses to a set of questions from 125 participants.
Decision tree was used to classify the data and differenti-
ate between different levels of anxiety and depression. This
method achieved an average accuracy of 71.44% in distin-
guishing between these two conditions, which does not show
significant progress. In [16], a combined deep learning model
for emotion detection through simultaneous processing of
facial images and speech signals is presented. This model
utilizes two CNNs with different architectures for processing
facial expressions and speech signals. Feature maps are gen-
erated from images using the ResNet network, while feature
points of speech are extracted using Mel-Frequency Cepstral
Coefficients (MFCC) and a 2D CNN model. By merging the
feature maps from these two models, the emotion detection
task is performed.

In [17], an online system for measuring the level of anx-
iety using machine learning techniques is proposed. In this
approach, the necessary data for anxiety assessment were col-
lected through wearable sensors such as electrocardiogram,
electrodermal, and respiration sensors. Then, various learning
models such as K-nearest neighbors, SVM, naive Bayes, and
ensemble models were used to identify the level of anxiety.
The results showed that the ensemble technique can perform
better than other learning models with a maximum accuracy
of 89.9%. In [18], heart rate data from wearable sensors
were used to predict mental health and determine anxiety
and depression. This method employed an LSTM model to

process the information of heart rate variations in the time
and frequency domains. The research showed that using data
from 5-minute and 2-minute time intervals, the detection of
individuals’ mental health can be achieved with accuracies of
83% and 73%, respectively.

In [19], a chatbot for evaluating mental health based on
natural language processing (NLP) techniques and machine
learning is presented. This research also organized a tex-
tual database for detecting different mental states. In this
approach, the user’s entered text is preprocessed, and with the
help of NLP techniques, content-based features are extracted
from the text. Then, different learning techniques such as
logistic regression, naive Bayes, decision tree, and random
forest are used for evaluating an individual’s mental health.
In [20], two-dimensional and three-dimensional CNNmodels
are used for processing speech and facial images, respec-
tively. The features from these models are combined using
a mutual attention mechanism to identify emotional states.

In [21], a method for emotion detection based on facial and
speech features is proposed. In this approach, facial feature
maps are extracted using a CNN model and combined with
speech features based on the Fisher Vector structure. Then,
the resulting feature vectors are classified using a Gaussian
Mixture Model, and finally, an SVM with a Radial Basis
Function (RBF) kernel is used for emotion recognition. The
method presented in [22] is based on the factorized bilinear
pooling (FBP) for emotion recognition through simultaneous
processing of facial expressions and speech. Initially, a fully
connected convolutional network with an attention mecha-
nism is used to identify local emotional states. Then, a global
FBP approach is employed to integrate audiovisual features.
To enhance this approach, an adaptive weighting mechanism
based on attention mechanism is used to weight speech and
image features. Emotion recognition is performed by a fully
connected layer and a SoftMax layer.

In [23], GAN networks are used for emotion detection
through simultaneous processing of facial expressions and
speech. This approach addresses the problem of limited train-
ing samples for facial expression recognition.

III. PROPOSED MODEL
The accurate analysis of individuals’ mood and emotions,
the utilization of appropriate textual resources, and the effec-
tive design of personalized treatment programs are among
the essential prerequisites for achieving an efficient read-
ing therapy system. Additionally, a suitable reading therapy
system should provide a high level of accessibility. In the
proposed method, an attempt has been made to fulfill these
prerequisites through the combination of deep learning and
reinforcement learning techniques. The proposed model uti-
lizes the internet as a communication platform for interacting
with individuals. The structure of the proposed model is
illustrated in Figure 1.

According to the structure depicted in Figure 1, in the
proposed model, the internet acts as a communication inter-
face between the user and the reading therapy model. The
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FIGURE 1. Structure of the proposed internet-based reading therapy
model.

interaction between the user and the system is facilitated
through a Graphical User Interface (GUI). During the exe-
cution of reading therapy exercises, the user’s facial images
and speech are recorded and transferred via the internet to
a web server where the proposed reading therapy model is
deployed. It’s important to note that to protect user privacy,
this information is transmitted using the SSL encryption
protocol.

The user’s speech signals and facial images are pro-
cessed by the proposed deep learning model to determine
the user’s emotional states based on the combination of
features extracted from these two signals. Subsequently,
the output of the deep learning model is transferred to a
reinforcement learning model. This reinforcement learning
model utilizes a separate learning automaton for each emo-
tional state to determine an optimal strategy for designing
the reading therapy program based on the user’s current
state. The activated learning automata update their probability
vector using reward and penalty operators and retrieve the
next reading therapy exercise from the database. Finally, the
selected item is presented to the user via the GUI. This
process is repeated until the completion of the reading therapy
program.

With these explanations, the proposed internet-based read-
ing therapy model can be summarized in two phases.

1. Extraction of User Emotional States based on Deep
Learning

2. Reinforcement Learning-based Reading therapy Pro-
gram Design

The first phase of the proposed model utilizes a parallel
combination of two CNN models to extract features from the
user’s speech and facial characteristics. These two feature
sets are then merged and processed using a combination of
LSTM layers to ultimately identify the user’s emotional states
through a classification layer.

In the second phase of the proposed model, a combina-
tion of reinforcement learning models is used for selecting
reading therapy texts. For this purpose, a separate rein-
forcement learning model is designated for each identifiable
emotional state. Upon identifying each emotional state, the
corresponding reinforcement learning model in the proposed
model becomes active, and the selection process of study
items is performed based on the structured probability vec-
tor within the model. It should be noted that the proposed

reinforcement learning model utilizes reward and penalty
operators to update its probability vector after each change
in the user’s emotional states. This section continues with the
details of each phase of the proposed model.

A. EXTRACTION OF USER EMOTIONAL STATES BASED ON
DEEP LEARNING
In the proposed approach, a hybrid model based on deep
learning techniques is used for the identification of user emo-
tional states. This emotional detection system consists of two
CNN models that simultaneously extract visual and auditory
features of the user. These features are then combined using
LSTM layers and classified by a SoftMax layer. The archi-
tecture of the proposed model for emotional state detection is
presented in Figure 2.

FIGURE 2. The architecture of proposed deep learning model for emotion
recognition based on audio-visual features.

According to Figure 2, each speech signal and captured
facial image are processed by separate CNNmodels. The task
of these CNN models is to extract features related to emo-
tions from the facial images and speech signals. To extract
emotional features from the facial images, the face region
needs to be separated from the input image, for which the
well-known Viola-Jones algorithm [24] is used. Additionally,
to make the speech signals compatible with the CNN model,
the Short-Time Fourier Transform (STFT) technique [25] is
employed, which allows the description of each speech signal
in a matrix form based on time and frequency. Each of these
samples is processed by the corresponding CNN model, and
their features are extracted in the form of a vector. The facial
feature vector has dimensions of 200, and the speech feature
vector has dimensions of 150. The structure of the CNN
models used in the proposedmethodwill be explained further.
After feature extraction by the proposed CNN models, the
feature vectors are merged using a concatenation layer with
dimensions of 350. These features are then processed by two
sequential LSTM layers with dimensions of 128. The output
of LSTM2 is transformed using a fully connected layer to a
vector with dimensions of 100. Finally, the classification and
detection of emotional states are performed using a SoftMax
layer. In the following, the preprocessing of facial images and
speech signals will be described, followed by the configura-
tion of the CNN models for feature extraction from each of
these signals.
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1) PREPROCESSING OF FACIAL IMAGES
For the preprocessing of facial images, the image color sys-
tem is first converted to grayscale. This is because color
layers of images may not reflect useful information regard-
ing the person’s emotional states. Using color images alone
would only increase the complexity of the recognition model.
After converting the images to grayscale, the Viola-Jones
algorithm is utilized to identify the facial region in the input
images. The high speed and acceptable detection accuracy of
this algorithm have made it widely used in various research
studies, particularly for object detection tasks, including the
recognition of facial regions. The Viola-Jones algorithm is
a cascading algorithm that learns facial features through the
application of the AdaBoost algorithm on a set of weak
classifiers. Based on this, the cascading algorithm trains N
binary classification models to determine the presence of a
face in the input image. In the detection phase, the input
image is sequentially passed through all the binary classifiers,
and at each stage, if a classifier declares the absence of a
face, the result will be the absence of a face. Otherwise,
the facial region in the input image will be determined. The
computational details of this algorithm are described in [24],
and we will not delve into them here. Finally, the facial region
is cropped from the image and transformed into a 100× 100-
pixel matrix. This matrix is then used as the input for the CNN
model for facial image processing.

2) PREPROCESSING OF SPEECH SIGNALS
For the preprocessing of speech signals, each input sample is
first converted into a mono channel signal. Then, the signal
frequency is converted to a constant value of 100 Hz. Next,
the STFTmodel is used to describe the features of each signal
and form a spectrogrammatrix. The STFTmodel is a suitable
solution for representing signal variations in the time domain.
It provides a suitable input for deep learning techniques
such as CNN and is suitable for describing interpretable
features that show signal differences in neighboring points.
The spectrogram produced by this model is a time-frequency
matrix obtained by normalizing the magnitude of the STFT
squares of the signal. To form this matrix, the input signal
is first divided into a set of segments of equal length using a
windowing function. Then, the Fourier transform is computed
for each segment. The STFT can be described as follows [25]:

STFTS[n] (m,w) =

∑+∞

n=−∞
S[n] × w [n− m] e−jwn (1)

In the above equation, S[n] represents the normalized signal.
Additionally, w[m] denotes the windowing function centered
at m. After calculating the STFT of the signal based on the
above equation, the spectrogram of the signal can be obtained
by squaring it [25].

SPGS[n] (m,w) =
∣∣STFTS[n] (m,w)

∣∣2 (2)

The result of the above equation is a spectrogram matrix
that describes the temporal and frequency dimensions of the
signal. In the proposed method, a 3-second interval of the

speech signal is used. The resulting spectrogram matrix is
then used as the input for the CNN model for the speech
signal.

3) CONFIGURING CNN MODELS FOR AUDIO-VISUAL
FEATURE EXTRACTION
The two CNN models employed in the proposed method
utilize a similar structure for audio-visual feature extraction.
They have the same number and combination of layers,
but different configurations for each layer’s parameters. The
overall structure of these two CNN models is illustrated
in Figure 3. According to this figure, each CNN model
accepts the face region/spectrogram matrix of the speech
signal through an input layer, with the dimensions determined
based on the input sample. Therefore, for the CNN model of
the speech signal, the input layer dimensions are 24 × 300,
and for the CNN model of face images, the dimensions are
100×100. The input sample is processed by three consecutive
convolution components to extract feature maps of the signal.
Each convolution component consists of a 2D convolution
layer, a ReLU layer as an activation function, and a pooling
layer. In the CNN model of the speech signal, the pooling
layer is of the Max pooling type, while in the CNN model
of facial images, it is of the Average pooling type. Finally,
the feature maps obtained from the last pooling layer in these
two CNN models are transformed into vector form by fully
connected (FC) layers. Thus, the weight vector generated by
the FC2 layer is considered as the extracted features for each
sample.

FIGURE 3. Structure of the CNN models used in the proposed method for
facial and speech feature extraction.

As mentioned, each of the proposed CNN models for face
and speech feature extraction has a different configuration for
its layers. It should be noted that the configuration of these
two CNN models was done using the BayesOpt tool [26],
and the results are presented in Table 2. According to this
table, generally, face images require a more complex CNN
model to extract efficient features related to emotions, result-
ing in the need for more convolution filters with smaller
dimensions. This is because facial image patterns are more
complex compared to STFT matrices. On the other hand,
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TABLE 2. Configurations set for each layer of the two CNN models for
face and speech feature extraction.

face images require a larger number of features for more
accurate description compared to speech signals. Therefore,
the dimensions of each extracted feature vector from face
images will have a length of 200, which is 50 features more
than the descriptor vectors of speech signals.

4) DESIGNING A REINFORCEMENT LEARNING-BASED
READING THERAPY PROGRAM
In the second phase of the proposed model for internet-based
reading therapy, the output vector from the deep model (Soft-
Max layer in Figure 2) representing the recognized emotional
states is used as the input for the reinforcement learning
model. It is important to note that a person’s emotional states
can be accompanied by high uncertainty, and in some cases,
their mood may be a combination of two (or even multiple)
basic emotional states. Therefore, in the proposed model, two
emotional states with higher weights are considered as the
input for the reinforcement learning model, where the order
of states is significant.

The proposed reinforcement learning model is a combi-
nation of learning automata models, where each learning
automata corresponds to a binary combination of emotional
states. Thus, if the number of basic emotional states is N,
the proposed reinforcement learning model consists of K =

N × (N-1) learning automats models, each responsible for
designing the study program based on the currently identified
states. This structure is illustrated in Figure 4.

In Figure 4, the set of recognizable emotional states is
depicted in the upper part of the image. The output of the
CNN model for an input sample is a pair of emotional
states, where the first and second elements represent the first
and second identified states, respectively. In Figure 4, it is
assumed that the CNN model has generated the output pair
(Excited, Depressed) for a hypothetical sample. In this case,
the corresponding learning automata model is activated, and
it is responsible for the process of selecting a study item to be
presented to the user.

FIGURE 4. The structure of the proposed reinforcement learning model
for planning the reading therapy program based on the identified
emotional states.

In the proposed method, each learning automata is char-
acterized by two sets: the set of actions and the set of
probabilities. The set of actions for each learning automata
includes the available study items (texts) for presentation to
the user. This set is represented as A = {a1, a2, . . . , aN },
where N represents the size of the set of actions. Addition-
ally, in the learning automata model, a probability value is
assigned to each action, representing the probability of select-
ing that item. Thus, the set of probabilities for each learning
automata is described as P = {p1, p2, . . . , pN }. At the start
of the system for a new user’s reading therapy, all actions
in each learning automata have equal probability values of
1
N , and the selection process is performed randomly. As the
reading therapy program progresses, the probability vector is
updated, and the selection process is based on the maximum
probability value in the automata.

In order to continuously improve the choices in a rein-
forcement learning model, interaction with the environment
is essential. Each learning automata model monitors the con-
tinuous changes in the user’s mood and updates its probability
vector accordingly. In Figure 4, the changes in the user’s
mood are considered as the environment’s response and rep-
resented as β (Ci−1). In the proposed reinforcement learning
model, after each selection and presentation to the user, the
changes in the user’s mood compared to the previous session
are evaluated, and based on reward and punishment operators,
the probability vector of the selecting automata is updated.
To do this, different mood states are ranked as follows:
1- Tense, 2- Angry, 3- Frustrated, 4- Depressed, 5- Bored,
6- Tired, 7- Neutral, 8- Calm, 9- Relaxed, 10- Content,
11- Happy, 12- Delighted, and 13- Excited. The desired state
of the proposed reinforcement learning model is to determine
a reading therapy strategy that steers the user’s mood towards
emotional states with higher scores. If we denote the average
score of the top two identified emotional states for the user in
the i-th iteration as Si, then the reward and penalty processes
in the learning automata models are as follows:
Reward: If (Si > Si−1) or (Si = Si−1, Si ≥ 7) it means that

the recent action taken by the reinforcement learning model
has resulted in positive changes or maintaining the desirable
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state in the user’s mood. Therefore, the selecting automata
responsible for this action updates its probability vector using
the following equation [27]:

pk+1
j =

{
pkj + a[1 − pkj ] j = i,

(1 − a) pkj ∀j ̸= i.
(3)

where in the above equation, i represents the index of the
recent selected action (which resulted in positive changes
in the user’s mood). The values pk+1

j and pkj represent the
probability of action j in the new iteration and the previous
iteration, respectively. Additionally, a represents the reward
parameter, which is set to 0.5.
Penalty: If (Si < Si−1) or (Si = Si−1, Si < 7), it means

that the recent action taken by the reinforcement learning
model has resulted in negative changes in the user’s mood.
Therefore, the selecting automata responsible for this action
updates its probability vector using a penalty operator [27]:

pk+1
j =

 (1 − b)pkj j = i,(
b

N − 1

)
+ (1 − b) pkj ∀j ̸= i.

(4)

where in the above equation, i represents the recently selected
action (which resulted in negative changes in the user’s
mood). Additionally, b represents the penalty parameter,
which is set to 0.5.

It should be noted that to prevent the transfer of repetitive
content to the user, after selecting an item by a learning
automata, that item will be set aside for T cycles. The process
of detecting the user’s emotional states and selecting items by
the reinforcement learning model will be repeated sequen-
tially until the end of the therapy program. It is also worth
mentioning that the learned automata models obtained at the
end of each session for each user are stored and used in the
next session of the therapy program.

IV. IMPLEMENTATION AND RESULTS
The proposed method was implemented and evaluated using
MATLAB 2019a software. After implementation, the pro-
posed deep model was developed using the MATLAB Com-
piler and executed on a server. The RECOLA database [28]
was used to train the proposed deepmodel for mood detection
in users. Additionally, 10 participants were used to evalu-
ate the performance of the proposed method in the reading
therapy.

A. EXPERIMENTAL SCENARIOS
The experiments in this research were conducted in two
phases. In the first phase, the performance of the proposed
deep model in detecting the moods of the evaluated individ-
uals was assessed. For this purpose, the proposed model was
first trained using samples from the RECOLA database. This
database contains audio and facial images of 46 participants
recorded under different mood conditions. Six individuals
were used to label the emotional states in the samples of this
database. The labeling process was based on two emotional

dimensions: Arousal (ranging from low to high) and Valence
(ranging from negative to positive). Since the output of the
proposed deep model consists of 13 predefined emotional
states, in order to align the output with the Arousal and
Valence dimensions in the RECOLA database, each emo-
tional state was described as an ordinal variable indicating
different degrees of these two dimensions. Figure 5 illustrates
the mapping of target labels in the proposed model to the
Arousal and Valence dimensions in the RECOLA database.

FIGURE 5. Mapping target labels in the proposed model to the arousal
and valence dimensions in the RECOLA database.

Using the mapping model depicted in Figure 5, the output
of the proposed deepmodel can bemapped to the Arousal and
Valence dimensions for identifying individuals’ emotional
states. After determining the output of the proposed method
based on these dimensions, the performance of the proposed
method is evaluated using various evaluation metrics. For this
purpose, the proposed model is first trained using 27 training
samples from the RECOLA database, and the remaining
samples are used for testing its performance.

The second phase of the experiments evaluates the effec-
tiveness of the proposed internet-based reading therapy
system in improving the mood of 20 volunteers. In this phase,
each participant has utilized the proposed internet-based
reading therapy system for 10 sessions. Each session has a
minimum duration of 30 minutes, and the session’s end time
is determined by the user. The results of all sessions are
reviewed by an expert. In this phase, changes in the user’s
mood from the beginning to the end of each session are
evaluated, and the results are validated by the expert.

B. PERFORMANCE OF THE PROPOSED DEEP MODEL IN
MOOD RECOGNITION
Following the scenario described in section IV-I, the pro-
posed deep learningmodel was trained using 27 samples from
the RECOLA database, and 9 validation samples were used
to evaluate its performance. Each video sample contains at
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least 10 significant mood changes that occur at different time
intervals. In each of these time intervals, themood states iden-
tified by the proposed method are compared to the ground
truth states, and the performance of the proposed model in
mood recognition is evaluated using Root Mean Squared
Error (RMSE), Mean Absolute Error (MAE), and Concor-
dance Coefficient Correlation (CCC) metrics. Additionally,
the results of the proposed hybrid model are compared to
those obtained by using only the speech CNN models or
the face CNN models for mood recognition. Furthermore,
to assess the effectiveness of the proposed model, its perfor-
mance is compared to the methods presented in [16] and [20].

FIGURE 6. Evaluation results of different methods based on the RMSE
metric for Arousal (left column) and Valence (right column) in terms of
individual samples (first row) and error range (second row).

Figure 6 illustrates the evaluation results of the proposed
method based on the RMSE metric for the Arousal and
Valence dimensions. In this graph, the RMSE metric is cal-
culated based on the following equation [29]:

RMSE =

√
1
N

∑N

i=1
(ti − pi)2 (5)

In the above equation, N represents the number of test sam-
ples (distinct recognition instances), and ti and pi represent
the actual and predicted values for the Arousal and Valence
dimensions, respectively. In the first row of Figure 6, the
errors of different methods in identifying mood changes
are presented for each sample. Since each video sample
contains multiple changes in the Arousal and Valence dimen-
sions, the average RMSE values are calculated for each
sample. Figure 6 shows that the proposed method is capable
of more accurate identification of mood changes in most
samples. Furthermore, comparing the proposed method with
approaches that rely solely on speech or image features for
mood recognition indicates the significant superiority of the
proposed method. Based on these results, it can be concluded
that the combination of speech and facial features in the
proposed model has been effective in reducing recognition

errors. On the other hand, the second row of Figure 6 repre-
sents the range of RMSE variations for all test samples. These
plots divide the range of RMSE variations into 4 quartiles,
and the middle line of each box represents the median RMSE.
The narrower range of RMSE variations and the lower values
compared to other methods indicate that the outputs of the
proposed method have higher reliability.

Figure 7, shows the performance of different methods in
identifying individuals’ mood based on theMAEmetric. This
figure also presents the errors in mood detection for Arousal
and Valence dimensions. TheMAEmetric is calculated using
the following formula [29]:

MAE =
1
N

∑N

i=1
|ti − pi| (6)

Based on the MAE metric, it is possible to determine how
much each method deviates from the actual positive or nega-
tive mood of individuals. By examining the plotted graphs
in Figure 7, the findings extracted from Figure 6 can be
confirmed. These results indicate that the proposed method,
by simultaneously analyzing speech and facial features, can
predict individuals’ mood with lower prediction errors. In the
Arousal dimension, the RMSE of the proposed method is
0.1905, and the MAE is 0.1570. The closest performance
to the proposed method is achieved by Praveen et al. [16],
with RMSE and MAE values of 0.2136 and 0.1748, respec-
tively, in the Arousal dimension. The order of performance
of different methods in the Valence dimension is also main-
tained similarly. Based on the obtained results, the proposed
method can reduce the RMSE and MAE metrics by at least
16.51% and 18.7%, respectively. These results confirm the
desirable performance of the proposed method in identifying
individuals’ mood. This superiority of the proposed method
can be attributed to the parallel CNNmodel and the integrated
feature processing through LSTM models.

FIGURE 7. Evaluation results of different methods based on the MAE
metric for the Arousal aspect (left column) and Valence aspect (right
column), separated by sample (first row) and based on the range of
absolute error changes (second row).
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The comparison of the performance of different methods in
identifying theArousal andValence dimensions indicates that
almost all methods perform more accurately in identifying
individuals’ mood in the Arousal aspect. This is because dis-
tinguishing between different emotional states in the Arousal
dimension is easier compared to the Valence dimension,
resulting in lower prediction errors.

For a more precise comparison of the performance of
different methods in identifying various dimensions of indi-
viduals’ mood, the Taylor diagram can be used. This diagram
demonstrates how close the predictions of each method are
to the actual values. The Taylor diagram simultaneously con-
siders Pearson correlation, standard deviation, and root mean
square deviation (RMSD) between the model predictions and
the actual degree of individuals’ mood. Therefore, it provides
a better insight for interpreting the results in a more accurate
manner. The Taylor diagrams obtained from the identification
of various dimensions of individuals’ mood using different
methods are shown in Figure 8.

FIGURE 8. Taylor diagrams resulting from the identification of individuals’
mood in the (a) Arousal and (b) Valence dimensions.

Based on Figure 8, the predictions made by the proposed
method (fusion of speech and image) have a lower standard
deviation compared to the actual values of individuals’ mood.
Additionally, the lower RMSD value of the proposed method
compared to other methods indicates its closer proximity
and better alignment with the actual values of individuals’
mood. Furthermore, the higher correlation of the outputs of
the proposed method with the actual values of individuals’
mood indicates that this method is capable of more accurately
modeling the changes in individuals’ mood and provides a
more precise estimation compared to other approaches. Based
on this figure, the superiority of the proposed method over
other methods for both the Arousal and Valence dimensions
is clearly observable, confirming its satisfactory performance
in identifying individuals’ mood.

In Figure 9, regression plots of the proposed method and
other compared approaches for predicting individuals’ mood
in the Arousal dimension are depicted. Similarly, Figure 10
represents these results for the Valence dimension. In these
plots, the actual degree of mood is shown on the horizontal
axis, and the predicted values by each method are shown
on the vertical axis. Based on the presented results in these
figures, the values of RA = 0.63096 and RV = 69746 for
the Arousal and Valence dimensions in the proposed method
indicate a higher correlation between the outputs of this
method and the target variable. The regression points for the
proposed method in both cases have a higher correlation with
the points on the Y = T axis. Therefore, it can be concluded
that the outputs of the proposed method exhibit a higher level
of alignment with the actual values of individuals’ mood.
As mentioned, the reason behind this is the better perfor-
mance of the proposed parallel CNN model in processing
speech and facial features simultaneously and the utilization
of LSTM layers to provide a more accurate approximation of
mood changes over time.

FIGURE 9. Regression plots of the proposed method and other
approaches for predicting individuals’ mood in the Arousal dimension.

Table 3 provides a summary of the results obtained from
the experiments conducted in this section. In this table,
in addition to the RMSE and MAE metrics, the performance
of the methods is also compared based on the CCC met-
ric. This metric describes the level of correlation coefficient
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FIGURE 10. Regression plots of the proposed method and other
approaches for predicting individuals’ mood in the valence dimension.

TABLE 3. Numerical values resulting from the evaluation of mood
detection methods based on the RECOLA database.

agreement between the output and the actual values and is
introduced as a standard metric in the RECOLA database.

CCC (T ,P) =
2 × Corr(T ,P) × σT × σP

σ 2
T + σ 2

P + (µT − µP)
2 (7)

In the above equation, T and P represent the vectors of actual
and predicted mood values, and Corr(T ,P) describes the
Pearson correlation coefficient between these two vectors.
σT and µT represent the standard deviation and mean of the
T values, respectively.

The results presented in Table 1 confirm the superiority
of the proposed method in mood detection. The higher CCC
values in the proposed method indicate that the predictions
provided for the Arousal and Valence mood coefficients have
both a higher correlation with the actual values and a smaller
deviation from these values. As a result, the approximations
provided by the proposed method are more accurate com-
pared to the compared methods.

C. PERFORMANCE OF THE PROPOSED METHOD IN
INTERNET READING THERAPY
In the second phase of evaluating the performance of the
proposed method, its effectiveness in improving individuals’
mood through the implementation of internet-based therapy
programs was examined. Following the procedure described
in section IV-I, this phase of the experiments involved the par-
ticipation of 20 volunteers in the internet-based therapy study

based on the proposed model. Each volunteer participated
in 10 therapy sessions for a minimum of 30 minutes, and
changes in their mood were monitored from the beginning
to the end of the sessions. It is worth mentioning that in
order to eliminate the effects of users’ unfamiliarity with the
system environment, the initial 5 minutes of each session
were disregarded. Additionally, all sessions were reviewed by
an expert, and any discrepancies related to individuals’ mood
were corrected.

In Figure 11, the average changes in participants’ mood
during the 10 therapy sessions implemented by the proposed
model are shown. The mood changes are presented based
on the following scoring: 1- Tense, 2- Angry, 3- Frustrated,
4- Depressed, 5- Bored, 6- Tired, 7- Neutral, 8- Calm,
9- Relaxed, 10- Content, 11- Happy, 12- Delighted, and
13- Excited. Additionally, to better display the effectiveness
of each session, the mood changes at the beginning and end of
each session are provided. It should be noted that the values
presented for each session are calculated based on the average
scores extracted from all volunteers.

FIGURE 11. Average changes in participants’ mood during the 10 therapy
sessions implemented by the proposed model.

Analyzing the presented graph in Figure 11 reveals several
key features regarding the proposed method. The comparison
of the average mood scores at the beginning and end of
the sessions demonstrates that, on average, participants had
a better mood state at the end of each session compared
to the beginning. Therefore, it can be concluded that the
proposed method had a positive and tangible effect on indi-
viduals’ mood in each session. Furthermore, over time, the
internet-based therapy approach has been more beneficial for
individuals, as indicated by the increasing difference between
the average mood scores at the beginning and end of the
sessions. This upward trend can be attributed to two main
factors. Firstly, over time, individuals become more adapted
to the internet-based therapy environment and benefit more
from its advantages. Secondly, the reinforcement learning
approach requires modeling users’ mood through reward
and punishment operators to achieve optimal therapy strate-
gies, which can only be accomplished through time and the
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selection of an initial set of actions. Another notable inference
from Figure 11 is the continuous improvement of individuals’
mood during the sessions. On average, each participant’s
mood at the beginning and end of each session shows sig-
nificant improvement, indicating a shift from a passive state
to an inclined state of enthusiasm in the later sessions. The
validity of this claim can be confirmed based on the results
presented in Figure 12, which shows the average duration of
internet-based therapy sessions.

FIGURE 12. Average duration of internet-based therapy sessions.

As mentioned, the duration of each session is determined
by the user, allowing the evaluation of their enthusiasm to
participate in the therapy sessions. Figure 12 illustrates that
as the therapy sessions progress, the average duration of the
sessions increases. In other words, over time, the participants’
enthusiasm for attending the therapy sessions has grown. This
can be attributed to the effective performance of the reinforce-
ment learning strategy in the proposed method. This strategy,
utilizing multiple learning automata models and based on
reward and penalty operators, has successfully contributed to
the continuous improvement of individuals’ mental states and
avoidance of erroneous therapeutic strategies.

V. CONCLUSION
An automated system for online therapeutic interventions
can be effective in a wide range of therapeutic and reha-
bilitation applications, such as improving mood, reducing
anxiety, treating depression, and addressing dyslexia. In this
paper, an AI-based automated system for online thera-
peutic interventions was proposed. The proposed method
utilizes a parallel combination of CNN models to analyze
the audio-visual emotional states of individuals. This hybrid
model combines the extracted features from each CNNmodel
and, after processing by LSTM layers, identifies the emo-
tional states of the individual using a classification layer.
The results showed that the combination of speech and facial
features (compared to using speech or facial features alone)
can reduce the average correlation coefficient (CCC) in emo-
tional state recognition by at least 14.2%. Furthermore, this
strategy achieved an improvement of at least 9.71% compared

to previous studies, with an average CCC of 0.64485. The
proposed method utilizes reinforcement learning models to
design therapeutic exercises based on the individual’s emo-
tional states. This reinforcement model employs reward and
punishment operators to continuously improve the individ-
ual’s emotional well-being and avoid ineffective therapeutic
strategies. The effectiveness of the proposed method in deter-
mining the effectiveness of therapeutic interventions was
studied with the participation of 20 participants. The research
results showed that the proposed approach was effective in
improving mood and increasing user engagement in using the
therapeutic intervention programs, and its performance was
competitive with a supervisor-based approach. These results
indicate that automated online therapeutic interventions can
be utilized in real-world scenarios.

One of the limitations of the current research was con-
sidering a relatively small population for evaluating the
performance of the proposed method in internet reading
therapy. More computation time is another limitation in the
proposed method which is the result of utilizing multiple
learning models. In future work, these limitations can be
addressed by developing cost-efficient computational meth-
ods and considering a larger papulation. In future work, the
proposed model can be adapted for specific applications in
therapy interventions, such as addressing speech problems in
individuals. Additionally, since mood states can be subject to
high uncertainty, combining the proposed model with a fuzzy
model can be explored to improve the model’s flexibility.
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