
Received 27 November 2023, accepted 19 December 2023, date of publication 22 December 2023,
date of current version 4 January 2024.

Digital Object Identifier 10.1109/ACCESS.2023.3346326

DAFA: A Dual-Awareness Feature Aggregator for
Table Structure Recognition on Medical
Examination Reports
XUANRUI HONG 1, KAI ZHA1, ZIMING FENG2, ZHEXUAN CHEN1,
XIAODONG DU1, AND MIN LIU3
1School of Electronic Information and Electrical Engineering, Shanghai Jiao Tong University, Shanghai 200240, China
2Credit Card Center, China Merchants Bank, Shanghai 201201, China
3Department of Integrative Medicine, Obstetrics and Gynecology Hospital, Fudan University, Shanghai 200011, China

Corresponding author: Min Liu (liumin7325@fckyy.org.cn)

ABSTRACT Table structure recognition (TSR) is crucial for document analysis, particularly for medical
examination report tables (MERTs), impacting efficiency and decision-making in healthcare. Most models
for TSR utilize either Graph Convolution Neural Networks (GCNs) or Transformers with html sequences
for structure recognition. These methods, however, face challenges with graph inductive bias and instability
in training, respectively. We observe that cells within the same row or column of a table not only are closely
aligned in their vertical and horizontal coordinates, respectively, but also exhibit highly similar features.
In previous work, the spatial feature of coordinates was often only used for concatenation with image
features, text features, etc. We believe that explicitly utilizing the unique spatial properties of tables can
better encode table features. In this paper, we introduce a novel structure named Dual-Awareness Feature
Aggregator (DAFA) for table, which leverages attention mechanisms to effectively extract table features.
Based on it, we design an end-to-end model called DAFA-Net requiring only images as input, without
the need for additional information such as texts. In addition, we try to address the prevalent challenge
of recognizing cross-row and cross-column cells in TSR — a scenario frequently encountered in medical
examination reports — by introducing a modified focal loss known as CRCC loss. We conduct extensive
experiments on four popular datasets. This includes a dataset specifically dedicated to medical data and
others that mirror the complexity typically encountered in medical tables. Experimental results show the
effectiveness and potential of our DAFA-Net for TSR within the healthcare sector.

INDEX TERMS Table structure recognition, graph attention, focal loss, medical examination reports.

I. INTRODUCTION
Tabular form is powerful in data organization and information
representation. Huge amounts of tabular data are disclosed in
medical and many other scenarios. Enterprises extract data
from tables for disease diagnosis and analysis. And there
are many downstream applications for tabular data extraction
on medical examination report tables. For example, it is
the base to transform the medical document data into other
formats, such as JSON. After that, it can be easier to
store the information in tables into data warehouses and
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perform complicated data analysis [1]. This data analysis can
be employed to enhance clinical decision-making, predict
diseases, manage patients, and support medical research,
ultimately contributing to the improvement of healthcare
and treatment. However, it is difficult to extract tabular
data automatically from medical examination reports which
are always unstructured files such as PDF files or images.
Besides, tables in medical examination reports are typically
without lines and contain cells that span across rows
or columns, which further complicates table recognition.
Furthermore, table data extraction is a tedious and error-prone
task when doing it manually, so we need a more intelligent
and automatic method.
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There are three sub-tasks for table data extraction: table
region detection, table structure recognition, and table content
extraction. Table region detection is to detect the region of
the table in the images or PDFs. Table structure recognition
is to extract table layout information from the table image
and rebuild its structure. Table content extraction is to extract
information with its structure from the table, which can be
provided to downstream tasks. These three sub-tasks can be
carried out one by one, or be treated as a whole process.
Table structure recognition, which is the topic in this paper,
lies between two other processes and plays a vital role in table
data extraction.

Table structure recognition has been researched for many
years, and a lot of methods are proposed. The existing
methods can be categorized in the following three main
categories: heuristic-based approach, traditional machine
learning approach, and deep learning approach.

1) Heuristic-based approach is to specify a set of rules
and apply the rules on table structure recognition, such as
PDF2TABLE [2], PDF-TREX [3] and an automatic table
metadata extraction algorithm [4].

2) There are shallow learning models for table recognition,
such as SVM [5], the Naive Bayes classifier [6], [7], and the
decision trees [8].

3) Deep learning, especially GNN models, is recently
adopted in table structure recognition, whereby a node in
GNN refers to a cell in the table. Chi et al. [9] propose a
model GraphTSR,which predicts edge relationship by extract
nodes and edges feature. Xuen et al. [10] propose ReS2TIM
to predict relationships(up/down/left/right) of adjacent cells.
Besides, some Transformer-based models have been used
in this area. Liu et al. [11] propose FLAG-Net, in which a
Flexible Context Aggregator (FLAG) combining CNN and
Transformer is presented. Ye et al. [12] fulfill the task of
recognizing table structure from image to HTML based on
MASTER [13] and use multi Transformer layers.

In current research, we observe that methods based on
Graph Neural Networks (GNNs) commonly employ the
K-Nearest Neighbors (KNN) algorithm to construct a graph
representation of the table [14], [15], effectively viewing
the relationships between table cells as static connections.
Such hardcoded connectivity undeniably restricts the model’s
understanding of the inherent heterogeneity and complex
structure of tables. Therefore, for tables with variable
structures, especially those common in the medical field that
lack lines and contain cells spanning across rows or columns,
this approach proves to be inadequate. On the other hand,
although Transformer-based sequence models have shown
potential in understanding tabular data, their dependency on
large-scale training samples and the instability during training
pose significant barriers to their application [11]. In light
of this, We incorporate Graph Attention Networks (GATs)
as the graph feature attention mechanism into our proposed
Dual-Awareness Feature Aggregator (DAFA) for table. The
advantage is that GAT is capable of capturing complex

interactions between nodes and dynamically learning the
relationships between cells through an adaptive attention
mechanism.

Furthermore, we observe that cells in the same row or
column of a table not only share similarities in their vertical
or horizontal coordinates but also exhibit strong consistency
in their features. For instance, in a medical examination
report, a column may represent different values of the same
test indicator. These values are not only consistent in their
spatial layout but also similar in their magnitude or numerical
characteristics, so we propose a graph spatial attention
mechanism (GSAT) based on spatial distance as a weighting
factor. Although this weighting factor is static in form,
it reflects the inherent spatial relationship between cells,
providing a location-based principle for feature aggregation.
The GSAT grounded in fixed spatial relationships simplifies
the learning process of the model and offers a robust
strategy for handling complex table layouts, such as those
with cells spanning multiple rows or columns. Based on
the motivations outlined, we introduce the Dual-Awareness
Feature Aggregator (DAFA) for table, which unifies the
adaptive learning capabilities of GATwith the spatial insights
of GSAT.

The main contributions of our work are as follows:
• We propose a Dual-Awareness Feature Aggregator
(DAFA) for table to aggregate and extract the feature of
cells in the table, based on which we present an end-to-
end network DAFA-Net for table structure recognition
with the table image as input;

• To address the problem of recognizing cross-row or
cross-column cells correctly, which often occurs in
medical tables, we design a modified focal loss called
CRCC loss;

• Experiment results show our method’s superior perfor-
mance over the GCN-based baseline TGRNet [16].

In this paper, we first introduce some related works in
Sec. II, including table cells detection and table structure
recognition, to show the current studies and the main
challenge. Then, we show the proposed method in Sec. III
and display the experimental results in Sec. IV. Finally,
we conclude the whole paper and suggest some future works
in Sec. V.

II. RELATED WORK
This section introduces the prior works related to our method.
We first introduce some methods about table cells detection
task in Sec. II-A. Then we introduce the efficient table
structure recognition methods including methods based on
graph in Sec. II-B, based on sequence in Sec. II-C and based
on region in Sec. II-D.

A. TABLE CELLS DETECTION
The table cells detection branch plays a crucial role in
the entire table structure recognition as it provides the
coordinate information of cells for the subsequent structure
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reasoning tasks. Many detection models have been adapted
for cell detection, including object detection models such
as Faster R-CNN [17], Mask R-CNN [18], as well as text
line detection models like MASTER [13] and convolutional
recurrent neural network (CRNN) [19]. Wei et al. [20] inte-
grated a table projection module (TPM) into the framework
of the Faster R-CNN model, projecting the entire table
horizontally and vertically to obtain grid division features.
This model directly provides the position coordinates of
cells. Raja et al. [21], in their end-to-end table structure
recognition model, employed Mask R-CNN for table cell
recognition. They incorporated dilated convolutions into
the Region Proposal Network (RPN) to capture features
in both horizontal and vertical directions and combined
pyramid features in the Feature Pyramid Network (FPN)
to extract features of table cells at different sizes. In the
TableMaster model [12], they used the MASTER [13] to
recognize the positions of cells in the HTML sequence.
Additionally, they employed PSENet [22] to detect text
lines and match the coordinates of cell boxes obtained from
MASTER. Qiao et al. proposed the LGPMA [23], which
primarily identifies the positions of table cells and then uses a
post-processing algorithm to reconstruct the table’s structure.
This model achieves cell detection using a soft pyramid mask
learning mechanism for both local and global image features.
Their work focuses on detecting and identifying reliable
table cells, serving as the foundation for table structure
recognition.

B. TABLE STRUCTURE RECOGNITION BASED ON GRAPH
Tables and graphs exhibit structural similarities. Graph-based
methods for table structure recognition treat cells as nodes
to construct a graph. Nodes are typically represented using
cell visual, textual, and positional features that have been
processed through embedding. Subsequently, Graph Neural
Networks (GNNs) are used for feature extraction, resulting
in two types of outputs. One type represents the relationships
between cells [9], [10], [11], [14], [15], [24], [25], such as
being in the same row, same column, or neither. The other
type represents the logical positions of cells, such as the row
and column indices of each cell [16], [26].

C. TABLE STRUCTURE RECOGNITION BASED ON
SEQUENCE
Table structures can be represented in sequential text formats
such as LaTeX or HTML. Consequently, a category of
table structure recognition methods has emerged, known
as ‘‘image to sequence’’ methods [12], [27], [28], [29],
[30]. These methods typically employ an encoder-decoder
network architecture, where the encoder is used to extract
table features, and the decoder is used to generate the table
structure sequence. For example, EDD [31] utilizes the CNN
as the encoder, employs the RNN as the structural decoder to
produce table HTML tags, and uses a text decoder to output
the table’s textual content.

D. TABLE STRUCTURE RECOGNITION BASED ON REGION
Tables are essentially grid structures formed by horizontal
and vertical lines within a region, but the merged cells and
missing lines add complexity to table structure recognition.
In region-based methods, the process typically involves two
steps: split and merge [32], [33], [34], [35], [36]. During
the split phase, grids are formed by identifying lines; in
the merge phase, grids are combined based on the features
of adjacent grids. Additionally, TableStrRec [37] adopts a
different approach. It proposes marking rows and columns as
regular or irregular while identifying them, and then applying
post-processing to restore the table structure.

III. METHOD
A. OVERALL ARCHITECTURE
As shown in Fig. 1, the DAFA-Net proposed in this paper
mainly consists of four modules: backbone(Sec. III-B), cell
detection(Sec. III-C), table feature extractor(Sec. III-D) and
table structure reasoning(Sec. III-E).

Firstly, the table image is input into backbone for visual
feature extraction, and then cell detection module outputs
bounding box coordinates of the cells. Given visual features
and bounding boxes, table feature extractor containing two
stacked DAFAs extracts and aggregates cell features. Finally,
table structure reasoning module reasons each cell’s logical
position, namely row index of start, row index of end, column
index of start, and column index of end.

B. BACKBONE MODULE
The backbone module is based on ResNet50 [38] and
FPN [39] networks. Given a table image I ∈ R3×H×W ,
four feature maps are obtained through backbone network
and they are f 1 ∈ R256×128×128, f 2 ∈ R256×64×64, f 3 ∈

R256×32×32, f 4 ∈ R256×16×16. After feature fusion, we get
f up-to-down ∈ R1024×128×128.

C. CELL DETECTION MODULE
Inspired by the work of Xue et al. [16], we also use the
method of masking cells in table images to mask the pixels
in cell areas. After processing the feature map extracted
from backbone, the text box coordinates are extracted. After
these text box coordinates are aligned, they will be used to
build graph structure nodes in GNN models. The loss of cell
detection is formed with 3 parts in Eq. (1):

Lcell_det = Lrow_seg + Lcol_seg + Lcell_seg (1)

Lrow_seg here is the cross entropy loss of row segmentation
coordinates, while Lcol_seg and Lcell_seg are column and cell
segmentation respectively. The weights are equal by default
for their relative similar implication.

D. DUAL-AWARENESS TABLE FEATURE AGGREGATOR
In this section, we introduce the core structure, Dual-
Awareness Feature Aggregator (DAFA) for table in the
proposed network of this paper.
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FIGURE 1. The architecture of DAFA-Net proposed in the paper. The input, a table image, sequentially passes through four modules: backbone, cell
detection, table feature extractor, and table structure reasoning. The output is row index of start, row index of end, column index of start, column index
of end for each cell in the table, effectively representing the table structure. The detailed introductions of each module can be found in Sec. III-B,
Sec. III-C, Sec. III-D, Sec. III-E.

It is very natural to consider a table’s cells as a graph’s
nodes. Therefore, a table is modeled as a graph in DAFA.
We set each cell in the table as a node v, so N cells constitutes
a node set V ∈ RN . The feature of node vi is represented as
xi ∈ Rd , where d is the feature dimension. So the features of
N cells constitute a feature set X ∈ RN×d . Using K-Nearest
Neighbor to construct a graph will make the graph carry the
strong inductive bias, and it will constrain feature aggregation
from cells. So we construct a fully connected graph G and
make use of the attention mechanism for feature extraction.
The edge between node vi and vj is ei,j, and the edge set is
E ∈ RN×(N−1)/2. Based on the above, we get the graphical
description of the table, G = (X,E).

1) FEATURE INITIALIZATION
The feature xi of the node vi consists of two parts as shown
in Eq. (2), Eq. (3) and Eq. (4)

xi = f visuali ||f spatiali (2)

f visuali = Roi_Align(f up-to-down, bi) (3)

f spatiali =

(
xci
W
,
yci
H
,
wi
W
,
hi
H

)
(4)

where bi = (x i1, y
i
1, x

i
2, y

i
2) and (x

c
i , y

c
i ) represent the bounding

box and the center coordinates of the node vi respectively.
And wi, hi,W , H are the width and height of the node vi and
the entire table. Besides, we use Roi_Align from Mask R-
CNN [18] for obtaining the feature of the node vi from the
feature map.

2) GRAPH FEATURE ATTENTION
Introducing the attention mechanism from Graph Attention
Network (GAT) [40], we input G = (X ,E) and get G′

=

(X ′,E) as output, where X = (x1, x2, . . . , xN ) ∈ RN×d and

X ′
= (x′

1, x
′

2, . . . , x
′
N ) ∈ RN×d , d is the feature dimension.

Attention coefficient αi,j between node vi and vj is calculated
by Eq. (5).

αi,j =
exp(LeakyReLU(a⊤[Wxi||Wxj]))∑

k∈N exp(LeakyReLU(a⊤[Wxi||Wxk ]))
(5)

where W ∈ Rd×d and a ∈ R2d . Attention coefficient αi,j
indicates the relative importance of node vj to node vi from
the perspective of feature similarity. Then we update the node
features according to the αi,j as Eq. (6).

x′
i = σ

∑
j∈N

αi,jWxj

 (6)

where σ represents activation functions.

3) GRAPH SPATIAL ATTENTION
Inspired by the Graph Attention Network (GAT) [40],
we propose Graph Spatial Attention (GSAT) mechanism for
table structure recognition task. As a method of organizing
content, tables exhibit a unique characteristic. For instance,
when we consider columns, the horizontal coordinates of
nodes within the same column are remarkably similar,
indicating a strong correlation among their features. Suppose
the column header indicates ‘‘Financial Amount,’’ then
each cell’s text will represent a specific monetary value,
such as ‘‘$1,000,’’ ‘‘$500,’’ or ‘‘$10,500.’’ Visually, these
values may share common features like the currency symbol
prefix, similar digit formatting, and decimal alignment.
Given this correlation, leveraging spatial coordinates to guide
feature aggregation can enhance the performance of machine
learning models in processing tabular data. This method
utilizes the inherent spatial properties of tables to direct
the learning process of the model, offering an informed
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approach to understand and integrate data effectively. Based
on it, our GSAT aggregates node features by measuring the
distance among nodes. Because in the final table structure
reasoning module, the logical position (rowstart, rowend,
colstart, colend) of the nodes are predicted for row and column
respectively, we aggregate features of nodes for row and
column respectively. For this reason, it is reasonable to use
Euclidean distance in the GSAT.

In the GSAT, we input G = (X ,E), (xci , y
c
i ) and get

G′′
= (X ′′,E) as output, where X = (x1, . . . , xN ) ∈ RN×d ,

X ′′
= (x′′

1, . . . , x
′′
N ) ∈ RN×d , d is the feature dimension, and

(xci , y
c
i ) is the center coordinates of the node vi’s bounding

box. Attention coefficient αi,j between node vi and vj is
calculated by Eq. (7) and Eq. (8).

αrowi,j =

exp
(
tanh(a(yci − ycj )

2)
)

∑
k∈N exp

(
tanh(a(yci − yck )

2)
) (7)

αcoli,j =

exp
(
tanh(a(xci − xcj )

2)
)

∑
k∈N exp(tanh(a(xci − xck )

2))
(8)

where a ∈ R. Attention coefficient αi,j indicates the relative
importance of node vj to node vi from the perspective of
position similarity for row and column respectively. Then we
update the node features according to the αi,j as:

x′′
irow = σ

∑
j∈N

αrowi,j Wxj

 (9)

x′′
icol = σ

∑
j∈N

αcoli,j Wxj

 (10)

where σ represents activation functions andW ∈ Rd×d . It is
worth noting that in the table feature extractor module as
shown in Fig. 1, we use a pair of feature extractors stacked
by DAFA to extract features for row and column respectively
in fact. For convenience, we call X ′′ uniformly for X ′′

row and
X ′′

col in the following content.
The overall structure of DAFA is shown in Fig. 2. The

updated feature matrix X ′ based on GAT and the updated
feature matrixX ′′ based on GSAT are concatenated in the last
dimension Xnew = X ′

||X ′′. We adopt the residual connection
and layer normalization like Transformer [41] for avoiding
vanishing gradient and improving the training speed as shown
in Eq. (11) and Eq. (12):

A = Add&Norm(X,Xnew) (11)

Y = Add&Norm(FFN(A),A) (12)

where the FFN(·) represents the feed forward network
and Add&Norm(·) represents the element-wise and layer
normalization. The graph G = (Y ,E) is the final output of
the Dual-Awareness Feature Aggregator (DAFA).

E. TABLE STRUCTURE REASONING MODULE
The node feature matrix X = (x1, . . . , xN ) ∈ RN×d

obtained by the table feature extractor is used for structure

FIGURE 2. The architecture of DAFA proposed in the paper. DAFA builds a
fully connected graph using cells as nodes. Subsequently, it leverages
Graph Feature Attention and Graph Spatial Attention to aggregate
features based on feature similarity and spatial similarity. Finally,
integrating a structure akin to a Transformer encoder yields updated node
representations.

reasoning in this module. Referring to TGRNet [16], the
logical position of the cell in the table can be represented
as si = (rowstarti , rowendi , colstarti , colendi ) ∈ R4, so the final
table structure recognized can be represented as Stable =

(s1, s2, . . . , sN ) ∈ RN×4, N is the total number of cells in the
table. We define the maximum index of the row for the table
as R ∈ R, the row index of start for the cell i as rowstarti =

r ∈ {0, 1, 2, . . . ,R−2}. And thenwe turnmulti-classification
into binary-classification problem by Eq. (13). For simplicity,
rowendi , colstarti , colendi are not repeated here.

uji =

{
0 if (j ≥ r)
1 if (j < r)

subject to j = 0, 1, 2, . . . ,R− 2

(13)

F. DESIGN OF LOSS FUNCTION
The DAFA-Net proposed in this paper mainly consists of two
tasks: cell detection, with Lcell_det, and structure recognition,
with Ltable_recog. They are trained in an end-to-end way. The
overall loss is as follows, where Lcell_det for cell detection
module refers to Eq. (1).

L = Lcell_det + Ltable_recog

Ltable_recog = Lrstart + Lrend + Lcstart + Lcend (14)

The recognition for cross-row or cross-column cells is one
of the difficulties in table structure recognition (TSR) task.
Inspired by focal loss [16], [42], we propose the focal loss for
TSR called CRCC (Cross-Row-Cross-Column) loss. We use
Lrstart as the example:

Lrstart (X,2) = −
1
N

N∑
i=1

ψ(xi,2) (15)

ψ(xi,2) =

r−1∑
j=0

(1 − pji)
γ
span
i log(pji)
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TABLE 1. Performance of GAE-Net and TGRNet [16].

+

R−2∑
j=r

(pji)
γ
span
i log(1 − pji) (16)

γ
span
i = min(2,−λspani log(1 − λ

span
i ) + 1) (17)

where N is the total number of cells in the table, pji is the
probability for predicting uji = 1 of the cell i. We set the
number of rows crossed by the cell i to be s, and then
the proportion of cells which cross s rows in the dataset is
λ
span
i . Cross-row and cross-column cells account for a small

proportion of all cells. By setting γ span parameter, they will
be highlighted in training. The ablation experiment results in
Sec. IV-E show the effectiveness of our CRCC loss.

IV. EXPERIMENTS
A. DATASETS
We evaluate the DAFA-Net proposed in the paper on
four datasets which are widely used for table structure
recognition task, containing CMDD [43], ICDAR-2013 [44],
TableGraph-24K [16], and SciTSR [9].
The CMDD dataset [43] consists of 357 images of medical

experiment report tables, some of which come from scanners,
while the others are taken by mobile phones. The dataset
includes 476 tables, with 372 in the training set and 104 in
the test set. The tables have a maximum of 24 rows and
5 columns. These MERT images fully reflect the complex
borderless table structure recognition scenario in the medical
field.

The ICDAR-2013 dataset [44] consists of a total of
150 tables: 75 of them are excerpts from 27 European
documents, and the other 75 are excerpts from U.S.
government documents, containing English content from a
total of 238 pages in 76 PDF files.

The TableGraph-24K dataset [16] is collected from the
TABLE2LATEX-450K dataset [27]. It contains 24,000 tables,

with 20,000 for training, 2,000 for validation, and 2,000 for
testing.

The SciTSR dataset [9] is a comprehensive dataset. The
dataset consists of 15,000 PDF-formatted tables, images of
the table regions, their corresponding structural labels, and
bounding boxes for each cell. It is divided into 12,000 training
instances and 3,000 testing instances. In addition, a complex
table list known as SciTSR-COMP is also provided.

B. EVALUATION METRICS
We use the same metrics with the TGRNet [16]. For cell
detection module, we use the Precision(P), Recall(R), and
Hmean(H ) with the IoU threshold 0.5. For table structure
recognition, we use the accuracy of four indices(rowstart ,
rowend , colstart , colend ) based on the detected table cells,
which are represented as ArowSt , ArowEd , AcolSt , AcolEd .
We also use Aall for correctness evaluation of all four indices.
Specially, Aall represents the ratio of correctly predicted
cells to the total number of predicted cells, wherein a cell’s
prediction is considered correct if and only if the other four
indices are predicted correctly.

C. EXPERIMENTAL SETTINGS
Our code is based on PyTorch, and all our experiments
were carried out on GeForce RTX 3090 GPUs. We used
the Adam optimizer with a learning rate set to 10−4 for
all models. Before training the complete end-to-end DAFA-
Net, we separately pre-trained the cell detection module and
the table structure recognition module for 30 epochs each.
Subsequently, we conducted a total of 50 epochs of overall
training. To speed up the training process, we incorporated a
pre-trained ResNet-50 model into the backbone module. It’s
also important to note that as part of our data preprocessing,
each input image was resized to 480 × 480 pixels.
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FIGURE 3. Sample images from the four datasets.

TABLE 2. Performance of table feature extractors on CMDD.

D. PERFORMANCE EVALUATION
We compare our methodDAFA-Net with the TGRNet [16] on
CMDD, ICDAR2013, TableGraph-24K and SciTSR datasets.
To our best knowledge, TGRNet [16] is an advanced method
based on GCN for end-to-end table structure recognition. The
results are shown in Table 1 and our DAFA-Net outperforms
the strong baseline TGRNet [16] on most metrics, especially
on ArowSt , ArowEd and Aall . The reason is that GCN relies
too much on the structure of the graph when extracting
cell features, but we use the attention mechanism to capture
important context information from the data. Besides, DAFA-
Net based on attention doesn’t suffer from instability during
training, and achieves better results than GCN-based method
in the case of consistent data volume, which demonstrate that
our method overcomes the problem of Transformer in the
application of table structure recognition.

E. ABLATION STUDY
To evaluate the Dual-Awareness Feature Aggregator (DAFA)
for table and the proposed CRCC loss, we conduct ablation
studies on CMDD and ICDAR2013 datasets.

We use different models as table feature extractors for
TSR: Graph Convolutional Network (GCN), Graph Attention
Network(GAT), and the stackedDAFAs. As shown in Table 2,
our structure DAFAs achieves satisfactory performance.

TGRNet [16] proposes a modified focal loss function
for addressing the long-tailed distribution problem in TSR
while we design the CRCC loss focusing on the difficulty
of recognizing cross-row or cross-column cells. The results

TABLE 3. Performance of different loss on ICDAR2013.

are shown in Table 3. Our CRCC loss achieves better scores,
especially on the accuracy of column prediction. According
to the statistics of cross-row and cross-column cells in
ICDAR2013, we find that the cross-row cells only span 2 or
3 rows, whereas the cross-column cells span 2, 3, 4, 5, 6,
7 or 9 columns. It means the column prediction is more
challenging than the row prediction, which is the reason why
in Table 3 CRCC loss outperforms in column prediction.

V. CONCLUSION AND OUTLOOK
We studied the problem of how to recognize the complex
table structure using attention mechanism. In this paper,
we propose a Dual-Awareness Feature Aggregator (DAFA)
as the table feature extractor. It makes full use of the
feature correlation and position correlation to aggregate
and extract the cell’s feature in the table. Based on it,
we propose the end-to-end solution for table structure
recognition, called DAFA-Net. To address the difficulty of
recognizing cross-row or cross-column cells in this task,
we design a modified focal loss focusing on these special
cells. It’s worth mentioning that this challenge exists in the
majority of table recognition scenarios, especially in medical
examination reports. Extensive experiments on CMDDwhich
is released from the Chinese medical laboratory reports,
and three other public datasets show our method achieves
competitive performance.

Regarding the future study, we may expand the scale of
the table and reduce the complexity of the graph model [45],
[46]. One important direction is to model the tables using
graph structure, and accordingly it calls for effective ways
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of measuring the distance between graphs e.g. using the
graph edit distance [47]. Also, it could be interesting to
explore the retrieval of similar tables via graph matching
techniques [48], ranging from the traditional non-learning
approaches (including both pairwise matching [49] to joint
matching of multiple graphs [50], [51] to the more recent
learning-based models either by supervised training [52] or
unsupervised training [53].
Another practical direction is to develop automatic neural

architecture search approaches [54] to develop more tailored
architecture for solving the table recognition problem,
whereby different techniques such as sampling [55], zero-
order decent search [56], operation re-merging [57] etc. have
been well developed.
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