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ABSTRACT Economic dispatch in combined heat and power (CHP) schemes takes into account the trade-off
between generating electricity and producing heat, ensuring that the system operates at the highest level of
efficiency and cost-effectiveness. A Mantis Search Algorithm (MSA), in this paper, is developed to address
the CHP economic dispatch taking into consideration valve points effect, feasible region constraints for CHP
units, and power losses are considered all at once. The MSA draws its inspiration from the unique sexual
cannibalism and foraging strategies of praying mantises including three stages of optimization which are
hunting, attacking, and cannibalism. Moreover, various recent meta-heuristic optimization algorithms, such
as the Aquila Optimizer (AO), Gradient-based Optimizer (GBO), Coot Optimizer (CO), andAfricanVultures
Algorithm (AVO), are utilized for comparative analysis across the two test systems. The developed MSA is
demonstrated to be superior across three power and heat loading levels for both a 7-unit system and a larger
84-unit system. In the case of the large 84-unit system, MSA exhibits a significant cost reduction, surpassing
AVO, GBO, CO, and AO by 2.017%, 2.511%, 0.817%, and 0.126%, respectively. Simulation results confirm
the remarkable efficiency of MSA as a promising solution for economic dispatch in combined heat and
power schemes. Testing outcomes indicate that MSA outperforms several previously published methods in
the literature, as well as the four adopted optimizers.

INDEX TERMS Mantis search optimization algorithm, economic dispatch, combined heat and power units,
valve point loading effect.

I. INTRODUCTION
Combined heat and power (CHP) generation units, are the
most effective way to concurrently produce thermal and elec-
trical energy [1]. A substantial quantity of energy is lost as
heat while converting fossil fuels into electricity in traditional
thermal units [2]. On the other hand, this dissipated heat is
utilized to supply the required thermal energy in CHP units.
This utilization will result in the enhancement of energy
efficiency to about 90 percent [3]. Additionally, CHP units
can reduce environmental pollution by 13-18 percent and the
whole fuel cost by 10-40 percent [4].

The associate editor coordinating the review of this manuscript and

approving it for publication was Frederico Guimarães .

Certainly, to effectively achieve the utilization of CHP
units, the optimal economic dispatch problem is addressed.
This optimization issue is solved to determine the optimal
production scheduling of both heat and power units with
minimizing the CHP fuel cost while maintaining operational
limitations [5].

Recently, several mathematical approaches have been elab-
orated to address the optimal dispatch of CHP units’ problem
such as the benders decomposition approach [6], [7] normal
boundary intersection approach [8], Lagrangian relaxation
approach [9], [10], branch and bound approach [11], and
sequential quadratic programming approach [12]. However,
the efficacy of these approaches depends on the initial con-
ditions, requires several iterations to reach an acceptable
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solution, and frequently does not converge toward a global
solution. Thus, these approaches show a great degree of com-
plexity and suffer from computational difficulties and sophis-
ticated mathematical formulations. Subsequently, heuristic
and metaheuristic techniques are effectively employed on the
optimal dispatch of CHP units’ issue. In [13], the combination
of sustainable supply chain management (SSCM) covering
its principles, and challenges with machine intelligence. This
work highlighted numerous opportunities resulting from this
synergy, including inventory management, improved demand
forecasting, and waste reduction. The paper looked ahead to
the future landscape of sustainable supply chains in the era
of machine intelligence, discussing emerging trends, techno-
logical innovations, and ethical considerations that will shape
the field. A case study of a decision-making framework in a
food company has been employed to demonstrate the identi-
fication of the best supplier [14]. The findings emphasize the
importance of considering suppliers’ energy efficiency, and
wastemanagement. To handle the complexity and uncertainty
linked to the influence performance and economic feasi-
bility, a multi-criteria decision-making approach Through
Inter-criteria Correlation (CRITIC) method is employed
in [15]. Additionally, the neutrosophic set theory is inte-
grated to manage uncertain information during the evaluation
process.

In [16], the authors have depicted a comprehensive review
of optimization techniques for optimal dispatch of CHP units.
In [17], the particle swarm optimization (PSO) technique
was suggested to address the CHP dispatch problem. Time-
varying acceleration factors have been employed to overcome
premature convergence of PSO and enhance the solution
quality. The influence of valve-point is formulated in the
polynomial cost function with the addition of a sinusoidal
term. After using the PSO with time-varying acceleration
factors, the authors have applied the Monte Carlo method to
address the uncertainties of energy demand and renewable
sources [18]. In [19], the PSO has also been proposed as an
optimization technique to investigate the impact of economic
dispatch of coal-fired CHP plants on the whole coal utiliza-
tion of the CHP plant.

Additionally, an improved optimization technique based on
the genetic algorithm (GA) [20] were illustrated to handle
objective function of the CHP economic dispatch to minimize
the whole fuel costs while sustaining the energy demand.
Both valve-point and transmission loss impacts have been
taken into consideration. In [21], an upgraded GA with new
mutation and crossover have been presented to handle the
studied problem. The non-dominated sorting GA II has pre-
sented to deal with both real and binary data of production
scheduling [22]. Indeed, the benefits of energy storage inte-
gration into the system have been investigated. Furthermore,
a hybrid non-dominated sorting GA and PSO have been
engaged effectively to address the mentioned problem [23].
The multi-objective objective function has been designed to
minimize both the whole fuel cost and air pollution results

from the generation units. Transmission losses have been
considered in the problem. However, their validation has been
limited to small-scale networks of (5 and 7) units.

The cuckoo search optimizer (CSO) has been proposed to
solve the optimal CHP economic dispatch problem as indi-
cated in [24], [25], and [26] to minimize the whole fuel cost
while sustaining the load demand considering the valve-point
loading impacts and transmission power loss. In [24], the
proposed method has been tested on small (5 units), medium
(24 units), and large-scale (48 units) systems. The 5-unit test
network has been considered for three demand levels of heat
and power. In [25], the performance of CSO has been verified
by applying on different scale six networks with 4, 5, 7, 11,
24, and 48 units. In [26], the suggested approach has been
applied to five diverse test systems. Three of these systems
with quadratic cost functions without considering the power
loss, while the other two test systems with nonconvex cost
functions.

A manta ray foraging optimizer [27] has been proposed to
establish the optimum schedule of heat and power of cogen-
eration units while considering the effects of valve point and
wind power. Two different scale systems: small with5 units
and large with 96 units, have been addressed by considering
two cases of peak and daily variation loading. The presence of
wind power attains economical results in diverse cases with
savings of 8%.

Myriads pf optimization techniques have also been pro-
posed to address the optimal dispatch of CHP units’ prob-
lem. These include heap-based optimization algorithm [28],
gravitational search algorithm [29], group search opti-
mizer [30], grey wolf optimizer [31], kho-kho optimizer [32],
marine predators optimizer [33], multi-player harmony
search algorithm [34], hybrid heap-based and jellyfish search
approach [35], whale optimization algorithm [36], hybrid
weighted vertices-based optimizer and PSO [37].

This paper utilizes the Mantis Search Algorithm (MSA) to
address the CHPED problem and compares it with four other
optimizers. The MSA is inspired by the unique behaviors
of praying mantises, such as sexual cannibalism and forag-
ing strategies, and it incorporates three optimization stages:
hunting, attacking, and cannibalism [38], [39]. Each mantis
represents a potential solution which is associated with a
position in the search space, which corresponds to a candi-
date solution. The MSA iteratively improves the mantises’
positions through a series of stages, including search, capture,
consume, and reproduce, which emulate the hunting behavior
of mantises. During the search stage, mantises explore the
search space by adjusting their positions using an integra-
tion of global and local search strategies. This allows them
to efficiently cover the solution space and locate promis-
ing regions [38]. The capture stage involves identifying the
most favorable solutions, where mantises converge towards
the best positions found so far. The consume stage involves
evaluating the fitness of each mantis based on an objective
function, which quantifies the candidate solution quality.
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Finally, the reproduce stage involves generating new man-
tises through reproduction operators, such as mutation and
crossover, to introduce diversity and explore diverse search
space regions [39].

MSA has the ability to handle both continuous and discrete
optimization problems, making it applicable to an exten-
sive range of actual-world scenarios. Additionally, it exhibits
strong exploration and exploitation capabilities by combin-
ing local and global search strategies, enabling efficient and
effective exploration of the search space while converging
towards optimal solutions. The algorithm also has the poten-
tial for parallelization, allowing for faster convergence and
scalability to larger problem sizes. Therefore, the MSA’s
advantages lie in its versatility, exploration-exploitation bal-
ance, potential for parallelization, and applicability to various
research objectives, making it a valuable tool for solving
the CHPED non-convex optimization problem, is approached
for the first time using four metaheuristic algorithms in this
study. To ensure a realistic representation of the real-world
counterpart, the problem formulation considers all practical
constraints. Various algorithms in recent years are chosen
for the study to be applied to CHP economic dispatch. The
manuscript contributions can be demonstrated as follows:

• A penalty mechanism is employed to handle all practical
constraints in the proposed non-convex CHP model,
ensuring the feasibility of the optimal solution.

• The paper introduces new techniques, namely the
African Vultures Algorithm (AVO) [40], Aquila Opti-
mizer (AO) [41], Gradient-Based Optimizer (GBO)
[42], and Coot Optimizer (CO) [43], which are applied
for the first time to solve the non-convex economic
dispatch of CHP problem.

• The tests conducted in this study include two distinct
case studies: a 7-unit system with three loading levels
and a larger 84-unit system, both subject to various
constraints.

• When compared to existing approaches from literature
and the newly introduced methods in this paper, the
MSA consistently achieves the lowest total cost values
for both test systems across all loading levels.

The paper is structured as follows: The MSA algorithm
is explained in section II. For the CHP economic dispatch
problem, a non-convex optimization model is formulated in
section III. A detailed analysis and discussion of the numeri-
cal results are included in Section IV. Final conclusions can
be found in chapter 5.

II. CHP ECONOMIC DISPATCH FORMULATION
The major goal of CHP Economic Dispatch is to meet
demand for both power and heat while simultaneously lower-
ing fuel costs for heat and power generators. In this way, the
issue is defined as an objective function that is bound by a
variety of constraints. Fig. 1 displays the schematic diagram
of economic CHP dispatch issue.

The Cost Target Function (CTF) is simply defined as the
whole cost of the power-heat combination, heat-only, and
power-only units because the goal of the task is to minimize
the total cost of production [36], [44]:

Min CTF =

Np∑
i=1

C1i(P
p
i ) +

Nh∑
j=1

C2j(Hh
j )

+

NC∑
k=1

C3k (PCk ,HC
K )($/h) (1)

where the term C1i(P
p
i ) illustrates the cost of i

th power only
units, whereas the termC2j(Hh

j ) signifies the j
th heat only and

the term C3k (Pck ,H
c
k ) establishes the k

th CHP. Moreover, the
symbols Np, Nh, and NC characterize power-only units, heat-
only units, and CHP units, respectively.

The three cost functions C1i(P
p
i ), C2j(H

h
j ), and

C3k (Pck ,H
c
k ) can be demonstrated mathematically as follows:

1) C1i of ith Power only units

C1i(P
p
i ) = δ1i(P

p
i )

2
+ δ2iP

p
i + δ3i

+
∣∣λi sin(ρi(Ppmin

i − Ppi ))
∣∣ ($/h) (2)

2) C2j of jth Heat only units

C2j(Hh
j ) = γ 1j(Hh

j )
2
+ γ 2jH

p
j + γ 3j($/h) (3)

3) C3k of k th CHP units

C3k (Pck ,H
c
k ) = α1k (Pck )

2
+ α2kP

p
k + α3k + α4k (H c

k )
2

+ α5kH c
k + α6kH c

kP
c
k ($/h) (4)

where the symbols (δ1i, δ2i, and δ3i) depict the ith power-only
plant, whilst the symbols (γ 1j, γ 2j, and γ 3j ) indicate the cost
coefficients of jth heat-only plant aibici. In addition to this, the
symbols (α1k , α2k , α3k , α4k , α5k and α6k ) refer to the cost
coefficients of k th CHP unit cost coefficients. The sinusoidal
term described in Eq. (4) illustrates the valve-point impacts
which determine the non-differentiability and non-convexity
of this problem [45], [46].

A. CONSTRAINTS
When minimizing the given objective function, the following
constraints are taken into consideration. Equation (7) can be
used to determine the balance among power demand and
generation:

1. Power balance constraint

Np∑
i=1

Ppi +

Nc∑
k=1

Pck = Pdemand (5)

where Pdemand illustrates the summation of power demand
2. Limits of power–only units’ capacity

Ppmin
i ≤ Ppi ≤ Ppmax

i i = 1, . . . ,Np, (6)
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3. Heat balance constraint
Nc∑
i=1

H c
i +

Nh∑
j=1

Hh
j = Hdemand , (7)

where Hdemand illustrates thermal demand for the whole sys-
tem.

4. Limits of heat-only units’ Generation

Hhmin
j ≤ Hh

j ≤ Hhmax
j j = 1, . . . ,Nh, (8)

5. Limits of CHP Capacity

Pcmin
i (H c

i ) ≤ Pci ≤ Pcmax
i (H c

i ) i = 1, . . . ,Nc, (9)

H cmin
i (Pci ) ≤ H c

i ≤ H cmax
i (Pci ) i = 1, . . . ,Nc, (10)

where ‘‘max’’ and ‘‘min’’ highlight the power and heat unit
limitations.

FIGURE 1. Schematic diagram of economic CHP dispatch.

III. MATHEMATICAL MODEL OF MANTIS SEARCH
OPTIMIZATION ALGORITHM (MSA)
By deciding among searching for prey and attacking the
prey in accordance with a predetermined probability value
(p), the mantis optimizer creates an appropriate equilibrium
among exploration and exploitation. The primary variables
that determine the time difficulty of the proposed optimizer
are N , D, and T , and the MSA time difficulty is O (N D T).
Finally, Figure 2 presents the MSA flowchart.

A. INITIAL POPULATION
Each mantis, in the proposed MSA, characterizes a candidate
solution for the CHPED. A matrix x with two-dimensional of
size N solutions × search space dimension (D) will be gen-
erated. Besides, a vector is manifested to show the location
of Mantis i at function t as depicted in Eq. (11). The vector is
utilized with a random starting within the optimization issue
boundaries:

−→x t
i =

−→x lb
∗ (1 −

−→rv ) +
−→rv ∗

−→x ub (11)

where, rv1, rv2, rv6, rv7, rv9, rv10, rv12, rv13 and r17 random
values obtained by means of uniform distribution among zero
and one. Moreover, −→x lb lower bound of the j-dimension
whilst −→x ub upper limit of the j-dimension

B. EXPLORATION STAGE
Levy flight and the normal distribution are combined in the
MSA to take into consideration for both small and large
step sizes. The solution is often moved to a remote area
by the normal distribution, which also excludes many other
prospective solutions. The opposite end of the spectrum,
the Levy flight produces small step sizes that necessitate
extensive function analyses in order to reach the desired
outcome; and consequently, it is rarely utilized exclusively.
The combination of both the normal distribution and Levy
flight has been conducted in order to provide a novel sequence
of numbers that may accommodate both tiny as well as large
numbers. This makes it possible to mimic the movements of
pursuers searching for their victim. This behaviour can be
scientifically stated in the following manner:

−→x t+1
i =


−→x t

i + (−→x t
i −

−→x t
a) ∗

−→τ1 + |τ2| ∗
−→
U

∗(−→x t
a −

−→x t
b), if rv1 ≤ rv2

−→
U ∗

−→x t
i + (−→x t

a +
−→rv3 ∗ (−→x t

b −
−→x t

c))

∗(1 −
−→
U ), otherwise

(12)

where, −→rv3,
−→rv4 ,

−→rv5,
−→rv 8,

−→rv 16 and −→rv 18 random vectors
obtained by means of the uniform distribution among zero
and one.

Moreover, −→τ1 represents a numerical vector created
according to the Levy flight approach, whilst |τ2| manifests
a random number according to the normal distribution with a
mean of zero and a standard deviation of one. Furthermore, l
represents a number which lessens and increases the striking
velocity magnitude. Besides, −→x t

i characterizes the position
of the ith solution at function evaluation t , whereas −→x t

a,
−→x t

b, and
−→x t

c random solutions extracted from the existing
population.

The first method in Eq. (12) uses hybrid-based motions to
extensively search the search area so as to pinpoint the most
probable areas that potentially have the nearly ideal solution.
Additionally, it is recommended to use the second method for
creating sudden orientation employing three options chosen
at random from the present population.

−→
U =

{
0 if −→rv4 < −→rv5
1 otherwise

(13)

The jth element of the
−→
U binary vector set to zero if the

preceding vector has a tiny value, else it set to one. Each jth
dimension of the two specified vectors is contrasted to one
another.

The creation of archives that contain the precise location
of several secret locations imitates the predators’ foraging
activities. The local best solutions for each mantis are stored
in an archive of size A, and when it fills up with the best
local solutions for every mantis, a randomly chosen solution
is taken from there and replaced with a new one. Mathemat-
ically, this behaviour can be estimated using the following
formula:

−→x t+1
i =

−→x t
i + α ∗ (−→x t

ar −
−→x t

a) (14)

VOLUME 12, 2024 2677



G. Moustafa et al.: Novel MSA for Economic Dispatch in Combined Heat and Power Systems

−→x t
ar characterizes solutions that are selected randomly

from the archive in order to designate the ith mantis location.
To let it to protect the ambuscade distance, the parameter (α)
is used to regulate the mantis’ head position.

The parameter (α) can be mathematically evaluated
according to Eq. (15):

α = µ ∗ cos (π ∗ rv6) (15)

A distance factor (µ) can be evaluated according to the next
equation:

µ = (
1 − t
Tm

) (16)

where, Tm represents maximum iteration.
The mantis may attack its prey because of its fast move-

ments as it scans its surroundings for nourishment. The
following equation can be used to evaluate how the prey is
moved to the ambuscade distance:

−→x t+1
i =

−→x t
ar + µ ∗ (2 ∗ rv7 − 1) ∗ (−→x l

+
−→rv8

× (−→x u
−

−→x l)) (17)

As observed in Eq. (17), the prey is far away from the invis-
ible sites at the beginning of the optimization process. The
prey is transferred around the way of the mantis; therefore,
this distance gradually gets smaller as the current iteration is
raised. The ambuscade behaviour of mantises and their prey
is described mathematically as depicted in Eq. (18):

−→x t+1
i


−→x t

i + α ∗ (−→x t
ar −

−→x t
a), if rv9 ≤ rv10

−→x t
ar + µ ∗ (2 ∗ rv7 − 1) ∗ (−→x l

+
−→rv8

×(−→x u
−

−→x l)), otherwise

(18)

where x ti,j manifests the current location for the jth dimension
of the ith mantis.

The patterns of behaviour of spearers and pursuers is
subsequently incorporated in the optimizer with use of the
recycling control factor, which splits up the optimization
process into segments and helps in assessing the probable
search space of an optimization issue. The following equation
provides a numerical representation of this factor:

F = 1 − t%(Tm/P)/(Tm/P) (19)

where the symbol (%) signifies the remainder operator. Addi-
tionally, Pmanifests the number of cycles, and it is employed
to generate an exchange among Eqs. (12) and (18).

C. ATTACKING THE PREY: EXPLOITATION STAGE
The computation of the striking distance and the strike veloc-
ity are two crucial pillars that support the effective execution
of the hunting process. The striking distance represents the
distance between the prey and predator. The mantis’ natural
hunting habit and efficient approaches of catching prey are
imitated by the numerical forms created to design the opti-
mization technique that was presented. As soon as it sees
its victim, the mantis begins using its excellent methods for
capturing and devouring it. These strategies entail figuring

out the velocity and range of the prey’s strike. Amathematical
formula to determine the striking velocity magnitude of a
mantis’ front legs’ vs towards its victim is given below:

vs = 1/(1 + el∗ρG) (20)

ρG represents the mantis’ strike gravitational acceleration
level.

When the mantis achieves a number of 0, mantis realizes
that it is not the correct time for assaulting the prey. However,
when it reaches a value of one, it moves quickly to assault the
intended prey and consumes it before escaping. The equation
that follows adjusts how each mantis behaves when snatching
its prey:

x t+1
i,j =

x ti,j + x∗
j

2
+ vs ∗ d tsi,j (21)

where x ti,j designates the position of the prey and it is used
to educe the distance among them and hasten the attacking
process. The praying mantis’s size determines the variation
in the strike distance. In simple terms, as the size of the
mantis increases, the strike distance increases. The following
equation is used in the MSA to determine d tsi,j:

d tsi,j = −(x ti,j − x∗
j ) (22)

where x∗
j illustrates the jth dimension of the prey

In accordance with Eq. (22), when x ti,j is far from the
prey, the strike distance is large. Sometimes, following a
missed blow, the mantis must change its course in order to
be successful. Consequently, using the equation in Eq. (23),
the mantis alters its orientation in response to the interchange
of dual mantises selected arbitrary from the entire population.

x t+1
i,j = rv12 ∗ (x ta,j − x tb,j) + x ti,j (23)

At function evaluation t +1, the term x t+1
i,j illustrates the

latest location for the mantis jth dimension of i, whilst x ta and
x tb two random mantises that are selected from the current
population.

If the mantis strike fails, the neighborhood optima has
already trapped the mantis. To get out of the local optima,
individuals are required to be skilled at exploration and
exploitation. In the next mathematical framework, the
algorithm is modified to avoid the mantises choosing new
areas where to attack their prey, preventing the algorithm
from reaching the local optima.

x t+1
i,j = x ti,j + e2l . cos(2lπ ).

∣∣∣x ti,j − −→x l
ar,j

∣∣∣
+ (2rv13 − 1).(xuj − x lj ) (24)

The recommended approach uses Eq. (24) with a failure
probability to accelerate convergence to the best solution and
to avoid stucking in local minima.

The probability in Eq. (25) is intended to gradually
decrease with collective current function assessment in order
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to slow down the exploration phase and eventually accelerate
convergence to the nearly optimum result.

Pf = a ∗ (
Tm − t
Tm

) (25)

A low value for the variable (a) results in more exploitation
at the expense of less exploration. Equation (24) is applied
after equation (21) to comply with the probability speci-
fied by equation (21) in MSA, whilst Equation (21) and
equation (23) are randomly exchanged. The three mathemati-
cal equations are included in the MSA to address the problem
of local minima and to match the capacity for exploration and
exploitation.

D. SEXUAL CANNIBALISM
In praying mantises, sexual cannibalism takes place when the
females eat themales immediately during or shortly afterward
intercourse. As the initial activity of this behaviour, female
mantises pull males to the observes according to the following
formula:

−→x t+1
i =

−→x t
i +

−→rv 16 ∗ (−→x t
i −

−→x t
a), (26)

where −→x t
i stands for the female praying mantis, whilst −→x t

a
represents a result that is randomly selected from the pop-
ulation to represent the male chosen to use the female for
reproduction and consumption.

Compared to virgin females, who are more likely to do so,
mated females seldom drew male attention. At the beginning
of the optimization process, mate attraction is likely to occur
in order to entice the male to the location of the female. This
probability, denoted Pt , is typically mathematically repre-
sented as follows:

Pt = rv17 ∗ µ (27)

where Pc sexual cannibalism percentage.
Then, the male and female mate using the standard

crossover operator of the genetic operators to create a new
child, which is represented by the formula as follows:
−→x t+1

i =
−→
U ∗

−→x t
i + (x t11 +

−→rv 18 ∗ (−→x t
i − x t11)) ∗ (1 −

−→
U ),

(28)

The female that consumes the male following or dur-
ing mating can be mathematically formulated as depicted
in Eq. (29):

−→x t+1
i =

−→x t
a.µ. cos(2π l), (29)

where −→x t
a stands for the male, µ is the portion of the male

that has been consumed, and the part (cos (2π l)) signifies the
female freedom to turn the male throughout the consuming
procedure.

The computational complexity of the employed methods
may be calculated through the multiplication of the number
of search agents, total amount of control variables, and the
maximum amount of iterations using the commonly used Big
O notation. In light of this, each case study’s computational
complexity is noted as O(N∗D∗Tm).

TABLE 1. 7-Unit test system considering loading levels.

IV. SIMULATION RESULTS
Two test systems, which are the 7-unit test systems and the
large 84-unit test system, are evaluated and assessed by the
novel MSA. To determine the effectiveness of the proposed
MSA, the attained results for the CHP Economic Dispatch
are compared with African Vultures Algorithm (AVO) [40],
Aquila Optimizer (AO) [41], and Coot Optimizer (CO) [43].
The demonstrated techniques are tested on 7-unit test systems
with three loading levels and the large 84-unit test system.
The power and heat loading’s peak, moderate, and low load-
ing fluctuations are represented by the three loading levels,
demonstrating the suggested technique’s superiority over the
others under all circumstances.

A. IMPLEMENTATION FOR 7-UNIT TEST SYSTEM
The test system under consideration comprises of four ther-
mal generation units, two CHP units, and a heat-only unit.
System statistics, including coefficients of losses, the cost
of fuel, and heat/power limits, can be obtained from Refer-
ence [36] and [47]. In the appendix, the details of the param-
eters of MSA for the CHP problem and the cost coefficient
of the participated units is the 7-unit system are tabulated.
The proposedMSA, African Vultures Algorithm (AVO) [40],
Aquila Optimizer (AO) [41], and Coot Optimizer (CO) [43]
are employed for solving the CHP economic dispatch to min-
imize targets of fuel costs for this test system. Tabel 1 depicts
the several power and heat requirements to be investigated.
According to Table 1, there are three different power and heat
loading levels that are taken into consideration.

The proposed MSA is employed on Case 1 of the 7-unit
system to show the superiority of the MSA. The demand
of heat and load, in this case, are 150 MWth and 600 MW,
respectively. Table 2 illustrates the operating points provided
by MSA, CO, AVO, and AO, where they provide a minimum
fuel cost of 10091.93 $/hr, 10092.95 $/hr, 10094.58 $/hr, and
10220.62 $/hr, respectively. It is worthy illustrated from the
table that all the operating points that extracted by MSA, CO,
AVO, and AO are inside their permissible limits without any
violation. The key benefit of the MSA optimizer’s output is
that it is able to identify feasible operating points in this large
system for each unit.

The convergence characteristics for theMSA are compared
with recently developed techniques (CO, AVO, and AO) as
manifested in Figure 3. It is worth noted that the proposed
MSA has evolution capability for improving the solution
quality with reaching the minimum value of 10091.93 $/hr
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FIGURE 2. Flowchart of MSA.
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FIGURE 3. Convergence rates for the proposed CO, AVO, AO, and MSA for the 7-unit system (Case 1).

TABLE 2. Results of CO, AVO, AO, and MSA for 7-unit system (Case 1).

in the 120 iterations compared to other technique which take
more iterations and could not find a solution less than the
MSA.

The statistical data, through thirty runs, for the proposed
MSA and other algorithms proves the effectiveness of the
proposed MSA to obtain the result as illustrated in Figure 4,
where the proposedMSAobtains theminimum values in each
run.

Additionally, to illustrate the superiority of the proposed
MSA, a comparative study is conducted between the pro-
posed MSA and other reported optimizers as manifested
in Table 3. The proposed MSA, in this table, is compared

with Differential Evolution (DE) [48], CPSO [49], Improved
Artificial Ecosystem Algorithm (IAEA) [50], time vary-
ing acceleration coefficients based PSO (TVAC-PSO) [17],
WVO-PSO [37], ECSA [25], CSO [51], improved Mühlen-
bein mutation based real coded genetic algorithm (RCGA-
IMM) [20], Manta Ray Foraging (MRF) optimizer [52],
CSO&PPS [53], teaching learning based optimization
(TLBO) [49], Bee Colony Optimization (BCO) [54],
LCA [55], AIS [56], IGA-NCM [21], and TVAC- particle
swarm optimization (PSO) [18]. The proposedMSA achieves
the highest performance by using the suggested technique
for this problem, as demonstrated in the table, and achieves
the lowest generation cost over different optimizers. The
comparison validates the suggested MSA approach’s effec-
tiveness and superiority. This table reveals that the suggested
MSA performs best when used for the CHP economic dis-
patch issue, obtaining the best generation cost across various
optimizers.

For the second loading level of the 7-unit system, the pro-
posed MSA is employed to show the superiority of the MSA.
The demand of heat and load, in this case, are 175 MWth
and 250 MW, respectively. Table 4 illustrates the operating
points provided by MSA, CO, AVO, and AO, where they
provide a minimum fuel cost of 9422.40 $/hr, 9428.92 $/hr,
9427.73 $/hr, and 9455.08 $/hr, respectively. It is worthy
illustrated that all the operating points that extracted byMSA,
CO, AVO, and AO are inside their permissible limits without
any violation. The key benefit of the MSA optimizer’s output
is that it is able to identify feasible operating points in this
large system for each unit.

The convergence characteristics for the MSA is compared
with recently developed techniques (CO, AVO, and AO) as
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FIGURE 4. Thirty runs of the proposed CO, AVO, AO, and MSA for 7-unit system (Case 1).

TABLE 3. Comparison of the proposed MSA with the reported optimizers
for 7-unit system (Case 1).

TABLE 4. Results of the proposed CO, AVO, AO, and MSA for 7-unit
system (Case 2).

manifested in Figure 5. It is worth noted that the proposed
MSA has evolution capability for improving the solution
quality with reaching the minimum value of 9422.40 $/hr in

the 180 iterations compared to other technique which take
more iterations and could not find a solution less than the
MSA.

The statistical data, through thirty runs, for the proposed
MSA and other algorithms proves the effectiveness of the
proposed MSA to obtain the result as illustrated in Figure 6,
where the proposedMSAobtains theminimum values in each
run.

For the third loading level of the 7-unit system, the pro-
posed MSA is employed to show the superiority of the MSA.
The demand of heat and load, in this case, are 220 MWth
and 160 MW, respectively. Table 5 illustrates the operating
points provided by MSA, CO, AVO, and AO, where they
provide a minimum fuel cost of 10190.13 $/hr, 10192.18 $/hr,
10202.71 $/hr, and 10226.55 $/hr, respectively. It is worthy
illustrated that all the operating points that extracted byMSA,
CO, AVO, and AO are inside their permissible limits without
any violation. The key benefit of the MSA optimizer’s output
is that it is able to identify feasible operating points in this
large system for each unit.

The convergence characteristics for the MSA is compared
with recently developed techniques (CO, AVO, and AO) as
manifested in Figure 7. It is worth noted that the proposed
MSA has evolution capability for improving the solution
quality with reaching the minimum value of 10190.13 $/hr
in the 170 iterations compared to other technique which take
more iterations and could not find a solution less than the
MSA.

The statistical data, through thirty runs, for the proposed
MSA and other algorithms proves the effectiveness of the
proposed MSA to obtain the result as illustrated in Figure 8,
where the proposedMSAobtains theminimum values in each
run.

B. THE 84-UNIT TEST SYSTEM
The proposed MSA is employed on the Large 84-unit system
to show the superiority of the MSA. The demand of heat
and load, in this system, are 5000 MWth and 12700 MW,
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FIGURE 5. Convergence rates of the proposed CO, AVO, AO, and MSA for 7-unit system (Case 2).

FIGURE 6. Thirty runs for the proposed CO, AVO, AO, and MSA for the 7-unit system (Case 2).

respectively. This system encompasses twenty-four CHP
units, twenty heat-only units, and forty conventional thermal
units and the unit data were derived from [36]. Table 6
illustrates the operating points provided by MSA, CO, AVO,
GBO, and AO, where they provide a minimum fuel cost of
289154.3 $/hr, 296414.4 $/hr, 294987.1 $/hr, 291515.7 $/hr,
and 289518.7 $/hr, respectively.

It is worthy illustrated that all the operating points that
extracted by MSA, CO, AVO, HBO, and AO are inside
their permissible limits without any violation. The key ben-
efit of the MSA optimizer’s output is that it is able to
identify feasible operating points in this large system for
each unit.

The results of the proposed MSA, when applied to get
the optimal generation cost forissue, are compared with
the recently and reported techniques in the literature which
are MSA, CO, AVO, HBO, AO, WOA [36], SDO [28],
IMPA [28], MRF [52], MPA [28], HT [28], JFSO [35], and
HHTJFSO [35] as illustrated in Table 7.

It can be characterized fromTable 7 that the proposedMSA
delivers the lowest minimum, average, worst of 289154.3
$/hr, 292113.3 $/hr, and 290746 $/hr, respectively, while it
provides a standard deviation of 705.9179 $/hr. Asmanifested
in this table, in accordancewith the obtained results of the fuel
costs, the suggested MSA outperforms the recently devel-
oped techniques and the reported techniques in the literature.
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FIGURE 7. Convergence rates of the proposed CO, AVO, AO and MSA for 7-unit system (Case 3).

FIGURE 8. Thirty runs of the proposed CO, AVO, AO, and MSA for 7-unit system (Case 3).

TABLE 5. Results of the proposed CO, AVO, AO, and MSA for 7-unit
system (Case 3).

Consequently, the MSA illustrates better practical ability,
greater inclusiveness comparing to the recent and reported

techniques. The convergence characteristics for the MSA is
compared with recently developed techniques (CO, AVO,
HBO, and AO) as manifested in Figure 9. It is worth noted
that the proposed MSA has evolution capability for improv-
ing the solution quality with reaching the minimum value
of 289154.3 $/hr in the 2300 iterations compared to other
technique which take more iterations and could not find a
solution less than theMSA. The statistical data, through thirty
runs, for the proposed MSA and other algorithms proves the
effectiveness of the proposed MSA to obtain the result as
illustrated in Figure 10, where the proposed MSA obtains the
minimum values in each run.

In order to conduct the statistical significance tests and the
results have been accurately implemented, the t-test is per-
formed for all cases studied and both systems. Table 8 records
the p-value regarding the t-test which is used to compare the
means of the AO, AVO and CO compared to the proposed
MSA across the multiple runs. To evaluate the significance
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TABLE 6. Results of the proposed CO, AVO, AO, GBO and MSA for 84-unit system.

of the results using these tests, the critical value or p-value
associated with a chosen significance level is considered to
be 0.01. As shown, all the p-values are below the significance
level. Thus, it indicates that the observed differences are
statistically significant.

V. CONCLUSION
A Mantis Search Algorithm (MSA) is proposed, in this
article, for decreasing the whole fuel cost of the CHP Eco-
nomic Dispatch. The Mantis Search Algorithm (MSA) has
three stages of optimization which are hunting, attacking,
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FIGURE 9. Convergence rates of the proposed CO, AVO, AO, GBO and MSA for 84-unit system.

FIGURE 10. Thirty runs of the proposed CO, AVO, AO, GBO and MSA for 84-unit system.

TABLE 7. Comparison of the proposed MSA with the reported optimizers
for 84-unit system.

and cannibalism. The proposed MSA is employed on the
7-unit test system with three load levels including varying
power and heat load and considering valve point effect.
Furthermore, the proposed MSA is employed on the Large

TABLE 8. P-value of the T-test of the compared algorithms.

84-unit system to show the superiority of the MSA. Myriads
of recent meta-heuristic optimizers are employed, for the first
time, on the CHP economic dispatch which are AVO, GBO,
AO, and CO. The statistical data, through thirty runs, for
the proposed MSA and other algorithms shows the effective-
ness of the proposed MSA to obtain the solution. Besides,
the proposed MSA gets a high reduction in the total fuel
cost considering the diverse loading levels. In accordance
with the obtained results of the fuel costs, the suggested
MSA outperforms the recently developed techniques and the
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TABLE 9. Parameters settings of MSA and cost coefficients of the 7 unit-system.

reported techniques in the literature. Moreover, the MSA
illustrates better practical ability, greater inclusiveness com-
pared to the recent and reported techniques.

APPENDIX
Table 9 provides the details of the parameters of MSA
for the CHP problem and also the complete data of the
cost coefficient of the participated units is the 7-unit
system [57].
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