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ABSTRACT Islanded hybrid ac/dc microgrids (IHMGs), in which ac and dc subgrids are interconnected via
interlinking converters (ICs), have emerged as a promising solution for efficient and zero-carbon power
grids. In an IHMG, primary objectives of the secondary control for distributed generators (DGs) are to
1) restore the frequency of the ac subgrid (f ) and common dc bus voltage of the dc subgrid (V dc) to
their nominal values; and 2) achieve global power sharing among all DGs throughout the entire IHMG.
For conventional secondary control methods of DGs, communication lines of DGs and inter-domain
communication lines between DGs and ICs are utilized to achieve the objectives, raising reliability and
cost issues. In this study, a novel decentralized secondary control method for DGs in an IHMG is proposed,
eliminating the need for communications of DGs and inter-domain communications. The effectiveness of
the proposed method was validated through dynamic simulations using Simulink/MATLAB. The obtained
results were compared with those of a conventional method.

INDEX TERMS Decentralized control, distributed generator, hybrid ac/dc microgrid, inter-domain commu-
nication, secondary control.

I. INTRODUCTION
An islanded hybrid ac/dc microgrid (IHMG) is a promising
solution in pursuit of efficient zero-carbon power grids [1],
[2], [3]. As shown in Fig. 1, an IHMG consists of an ac
subgrid and a dc subgrid interconnected through bidirectional
interlinking converters (ICs) [4], [5], [6]. The key benefits
of an IHMG are to improve the grid’s efficiency by inte-
grating ac-advantageous components into the ac subgrid and
dc-advantageous devices into the dc subgrid [7]. In an IHMG,
ac or dc distributed generators (ac or dc DGs) supply power to
the ac or dc loads in each subgrid. In case of power mismatch
in a subgrid, ICs act as bridges by transmitting power between
the ac and dc subgrids [6].
For reliable operation of the IHMG, the key issues are to

1) implement global power sharing (GPS) of all DGs
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regardless of ac and dc DGs [8], [9], and 2) maintain fre-
quency (f ) in the ac subgrid and common dc bus voltage
(V dc) in the dc subgrid near their nominal values [10]. To real-
ize these objectives without communication, local control
methods for ac DGs, dc DGs, and ICs have been proposed
in [6], [11], [12], and [13]. For power sharing among ac or
dc DGs in each subgrid, typical droop control methods have
been exploited. Meanwhile, for GPS among all ac and dc
DGs as desired, the concepts of the normalized frequency
(fpu) for the ac subgrid and normalized common dc bus
voltage (V dc

pu ) for the dc subgrid were proposed, and GPS
was achieved by equalizing these normalized frequency and
voltage. A normalized droop control method for ICs was
proposed to implement GPS in a decentralized manner, i.e.,
the output of an IC is determined by the droop constant and
mismatch between fpu and V dc

pu [6]. However, the steady-state
control errors can occur because of inherent characteristics of
the droop control method. In particular, an error between fpu
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FIGURE 1. Typical structure of an IHMG system.

and V dc
pu with the normalized droop control of ICs can occur,

degrading the GPS accuracy; this error is denoted as the GPS
error hereafter. Concurrently, a steady-state error of f and Vdc

from the nominal values can also occur owing to the droop
control of DGs, referred to as the f andV dc error, in this study.

To eliminate the GPS, and f and V dc errors, a hierarchi-
cal control strategy can be generally exploited [14]. In this
strategy, decentralized local control methods, such as droop
control methods, are typically used as primary control. For
secondary control, communication-based control has been
utilized to eliminate the GPS, and f and Vdc errors caused
by primary control. By using a central control unit and com-
munications, centralized secondary control methods have
been proposed for IHMGs [8], [15], [16], [17], [18], [19],
[20]. Even though errors can be eliminated, the reliability is
degraded owing to the single-point failure risk of a central
control unit [21]. To overcome these issues, the distributed
secondary control methods of ICs have been proposed in [22],
[23], [24], [25], and [26].

The application of distributed communications among ICs
and control methods presented in [22] and [23] can eliminate
the GPS error. However, the second goal of IHMG control,
that is, restoring f and V dc near their nominal values, cannot
still be achieved. Therefore, new secondary control methods
of DGs are proposed in [24] and [25] which can eliminate
both the GPS, and f and V dc errors, utilizing numerous com-
munication lines among ac DGs, dc DGs, and ICs, as shown
in Fig. 2(a). These methods can increase the construction and
operating costs, and degrade reliability because the connec-
tivity of communication lines among all DGs and ICs must
be maintained. To reduce the use of communication lines,
a method based on the concept of the head ac and dc DGs was
proposed in [26]; as shown in Fig. 2(b), only inter-domain
communication between the ac and dc head DGs and ICs
is required. Even though many inter-domain communication
lines are reduced, some inter-domain lines between head DGs
and ICs, and the lines among ac DGs in an ac subgrid and
dc DGs in a dc subgrid (i.e., intra-domain communication
in each subgrid), are still required. As DGs may be sparsely
scattered throughout an IHMG, eliminating communication
between DGs and inter-domain communication can signifi-
cantly improve the system efficiency and reliability.

FIGURE 2. Secondary control methods with (a) numerous communication
lines for inter-domain and DGs ([24] and [25]), (b) reduced inter-domain
lines ([26]), and (c) no lines for DGs and inter-domain (the proposed
method).

Therefore, in this study, a new decentralized secondary
control method for DGs is proposed to implement 1) accu-
rate GPS and 2) restore f and V dc to their nominal values
without any communication lines for DGs and inter-domain
communication lines, as shown in Fig. 2(c). The primary
contributions of the proposed method are as:

• To implement the decentralized secondary control of
DGs, the required power setpoint for each DG, which
guarantees successful secondary control without com-
munication, is derived using a theoretical analysis under
steady-state conditions.

• To implement local secondary control by updating the
formulated power setpoint of a DG, each DG should be
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FIGURE 3. Coordinated mechanism of DGs and ICs in an IHMG; (a) primary control of DGs (power sharing of DGs in each subgrid), (b) distributed
control of ICs (GPS among all ac and dc DGs), and (c) secondary control of DGs (restoring f and V dc and maintaining GPS).

able to identify the steady state of the IHMG. Therefore,
a method for the local detection of the steady state of
the IHMG is proposed, enabling each DG to identify the
steady state using only local measurements.

• To apply the derived power setpoints to multiple DGs,
the values for all DGs must be calculated in the same
steady-state condition followed by updating the power
setpoints. To implement these requirements locally,
a two-step triggering mechanism for updating the set-
point is proposed, which utilizes subsystems with on-
delay, rising-edge, and falling-edge triggers.

II. COORDINATION MECHANISM OF IHMG CONTROL
In an IHMG, the coordinated control of DGs and ICs is
required to supply power to ac and dc loads while achieving
GPS among ac and dc DGs and maintaining f and V dc near
nominal values. This section explains how to coordinate the
control of DGs and ICs using an analogy illustrated by the
water pump system, as shown in Fig. 3. In Fig. 3, the ac and dc
subgrids correspond to the red and blue tanks; f and V dc are
equivalent to the water levels in the red and blue tanks; and
DGs, loads, and ICs correspond to water taps, waterspouts,
and valves, respectively. For coordinated control of the water
pump system, thewater taps first exploit local primary control
to guarantee water-supply sharing of water taps in each red
and blue tank, as shown in Fig. 3(a). Second, to guarantee a
global water supply balance among all taps in the red and blue
tanks, valves transmit water between the tanks. In particular,
the distributed control of valves with communication lines
among valves is exploited to equalize the normalized water
levels in the red and blue tanks, as illustrated in Fig. 3(b);
However, water levels in each tank may deviate from the
nominal values owing to the valve control. Thus, to restore
the water levels in each tank to nominal values, secondary
control of water taps is proposed without communication of
taps, as shown in Fig. 3(c).
From this analogy, the coordination mechanism of the

IHMG control follows three steps: 1) primary control of
DGs for power sharing in each subgrid, 2) distributed con-
trol of ICs for GPS, and 3) decentralized secondary control
of DGs to restore f and V dc to their nominal values.

The mechanism is explained in detail in the following
sections.

A. PRIMARY CONTROL OF DGS: LOCAL POWER SHARING
In IHMGs, the conventional droop control method, as shown
in Fig. 4, is used as the primary control of DGs. Using this
method, autonomous power sharing between the DGs in each
subgrid can be implemented. Fig. 5 shows the power-sharing
mechanism of the droop control method; the power setpoints
are assumed to be zero.

In an ac subgrid, the ac DG employs active power–
frequency droop (P–f ) control, as shown in Fig. 4(a). This
control mechanism governs the output frequency of the ith
DG, fi, as follows:

fi = fNL + mi(Pac∗i − Paci ), (1)

where fNL represents the desired frequency in no-load con-
ditions; mi denotes the P–f droop constant; and Pac∗i and
Paci correspond to the power setpoint obtained by the sec-
ondary control and measured active power output of the
DG, respectively. To implement autonomous power sharing
among ac DGs in proportion to their rated active powers, mi
is determined as follows [6]:

mi = (fNL − fFL)/Pacrate,i, (2)

where fFL designates the desired frequency at full load
and Pacrate,i denotes the rated active power of the DG. The
steady-state characteristics of multiple DGs are shown in
Fig. 5(a). Because the ac subgrid operates at a synchronized
frequency, an intriguing relationship between the overall fre-
quency of the ac subgrid, f , and Paci emerges, as follows:

f = fNL + mi(Pac∗i − Paci ). (3)

In the dc subgrid, the common dc bus-based topology,
in which all dc DGs are interconnected to a common dc bus,
as illustrated in Fig. 1, is adopted because this configuration
has gained widespread adoption owing to practical consid-
erations, such as protection and cost factors [27]. An active
power–dc bus voltage (P–V dc) droop control is used to
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FIGURE 4. Conventional droop control of (a) ac DGs and (b) dc DGs.

achieve power sharing of dc DGs. The output voltage of the
jth dc DG, V dc

j , can be expressed as

V dc
j = V dc

NL + nj(Pdc∗j − Pdcj ), (4)

where V dc
NL signifies the desired common dc bus volt-

age under no-load conditions; and nj and Pdc∗j represent
the P − V dc droop constant and power setpoint obtained
by the secondary control associated with the jth dc DG,
respectively. The calculation of nj is elaborated in [6], as
follows:

nj = (V dc
NL − V dc

FL)/P
dc
rate,j, (5)

where V dc
FL denotes the desired common dc bus voltage under

full-load conditions and Pdcrate,j corresponds to the rated active
power of the jth dc DG. However, in a practical system,
where a line resistance between the dc DG and common
dc bus exists, the actual output voltage of the dc DG may
deviate from the common dc bus voltage. Consequently, the
power-sharing accuracy among dc DGs may not align with
the predefined design criteria, as shown in the upper-left side
of Fig. 5(b). To mitigate this challenge, a novel approach
has been proposed in [28], introducing a method for esti-
mating the common dc bus voltage locally. In this method,
DGs can adjust their power outputs based on the estimated
value of the common dc bus voltage, resulting in accurate
power sharing, as shown on the right side of Fig. 5(b). The
steady-state relationship between the common dc bus voltage
V dc and active power output of the jth DG is expressed as
follows:

V dc
= V dc

NL + nj(Pdc∗j − Pdcj ). (6)

FIGURE 5. Droop characteristics of (a) ac DGs and (b) dc DGs.

B. DISTRIBUTED CONTROL OF ICS: GLOBAL POWER
SHARING
The distributed control method presented in [22] is used for
ICs, enabling GPS with less communication; only sparse
communication lines between the ICs are used. The main
objectives of the method are 1) to implement power sharing
among multiple ICs in proportion to their respective ratings
and 2) achieve GPS by equalizing fpu and V dc

pu . fpu and V dc
pu

are calculated as follows [6]:

fpu =
f − 0.5(fNL + fFL)
0.5(fNL − fFL)

, (7)

V dc
pu =

V dc
− 0.5(V dc

NL + V dc
FL)

0.5(V dc
NL − V dc

FL)
. (8)

To guarantee power sharing among ICs, the active power
references for individual ICs, PIC,k,ref , should be determined
in proportion to their ratings, PIC,k,rate, as follows:

PIC,1,ref

PIC,1,rate
=

PIC,2,ref

PIC,2,rate
= · · · =

PIC,k,ref

PIC,k,rate

= · · · =
PIC,N ,ref

PIC,N ,rate
. (9)

Therefore, GPS and power sharing of ICs can be achieved
when the following errors are zero:

ek,1 = fpu − V dc
pu , (10)

ek,2 =

∑
l

(
PIC,l,ref

PIC,l,rate
−

PIC,k,ref

PIC,k,rate
), (11)

where ek,1 and ek,2 denote the power-sharing errors of the
GPS and ICs, respectively. If all ICs adjust their outputs to
eliminate the GPS error, that is, (10), using PI controllers,
power-sharing errors and hunting issues arise. To address
this issue, only one IC is designated as the virtual leader to
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FIGURE 6. Distributed control method of ICs for GPS in [22].

reduce the GPS error, whereas other ICs operate as followers.
Concurrently, to achieve power sharing among ICs, all ICs
operate to eliminate the power-sharing error, that is, (11),
using additional PI controllers. Considering this, the active
power reference for the IC is determined as follows:

PIC,k,ref = kkpek + kki

∫
ekdt, (12)

where kkp and kki are the gains of additional PI controllers of
the kth IC, and ek is the total error of the kth IC. The total
error is expressed as:

ek = bkβkek,1 + αkek,2, (13)

where αk and βk are the proportional gains for ek,1 and ek,2,
respectively; and bk is the pinning control gain, i.e., one for
the virtual leader IC and zeros for the follower ICs [22].
This control strategy is implemented in a distributed manner,
wherein the leader IC is randomly reselected in the case of
failure. The comprehensive implementation method, includ-
ing the determination of parameters αk and βk , as well as
the process for reselecting the leader, is described in detailed
in [22]. The overall controller for the ICs is illustrated in
Fig. 6. By adopting this distributed control approach for
ICs, GPS can be effectively realized throughout the IHMG,
thereby guaranteeing a reliable operation.

C. DECENTRALIZED SECONDARY CONTROL OF DGS:
RECOVERING f AND Vdc

GPS can be implemented with the primary control of DGs
and distributed control of ICs. However, the second objective
of the IHMG control, restoring f and V dc to their nominal
values, has not yet been achieved. Distributed secondary
control methods for DGs have been proposed in [24], [25],
and [26]. However, as explained in Section I, the conventional
secondary control of DGs requires communication between
DGs and inter-domains, which causes system reliability and
cost issues. Thus, we propose a new decentralized secondary
controlmethod for DGs that does not require any communica-
tion of DGs and inter-domain communications. The proposed
secondary control method for DGs is described in detail in the
following section.

III. PROPOSED DECENTRALIZED SECONDARY CONTROL
OF DGS
To restore f and V dc to their nominal values, a new sec-
ondary control method for DGs is proposed, which does not
require any communication between DGs and inter-domain
communications. In hierarchical control, the primary control
is responsible for controlling the transient response, and the
secondary control is responsible for recovery in the quasi-
steady state. Thus, first, the steady-state characteristics of
the primary control of DGs and distributed control of ICs
are theoretically analyzed. Subsequently, the formula of the
active power setpoint for a DG, as a function of local mea-
surements in the steady-state condition, is derived, enabling
local restoration of f and V dc, and implementation of GPS.
Because the formula is determined from the steady-state con-
dition, the setpoint for each DGmust be determined when the
IHMG reaches at least a quasi-steady state and is applied to
all DGs simultaneously. Thus, an additional loop to detect the
steady state and to manage activation process of the setpoint
is also presented.

A. LOCAL POWER SETPOINT CALCULATOR FOR DG
At steady-state points with the primary control of DGs and
distributed control of ICs, f for the ith ac DG and V dc for the
jth dc DG can be derived as follows:

f = fNL + mi(Pac∗i − Pac,ssi ), (14)

V dc
= V dc

NL + nj(Pdc∗j − Pdc,ssj ), (15)

where Pac,ssi and Pdc,ssj denote the active power outputs of the
ac and dc DGs at a steady state, respectively. To restore f and
V dc while guaranteeing power sharing in each subgrid and
GPS, the following conditions must be satisfied:

1) CONDITIONS OF RESTROATION
According to (14) and (15), the following conditions for the
outputs of DGs to restore f and V dc can be derived.

f = fNL + m(
∑

Pac∗i −

∑
Pac,ssi ), (16)

V dc
= V dc

NL + n(
∑

Pdc∗j −

∑
Pdc,ssj ), (17)

where m and n are the equivalent droop constants for the ac
and dc subgrids, respectively; they can be expressed as [23]

m = 1/(
∑
i=1

1
mi

) = (fNL − fFL) · (
∑ 1

Pacrate,i
), (18)

n = 1/(
∑
j=1

1
nj
) = (V dc

NL − V dc
FL) · (

∑ 1

Pdcrate,j
). (19)

Because the nominal values of f and V dc, f0 and V dc
0 , are

typically determined as the mean of their minimum and max-
imum values [6], f0 and V dc

0 can be expressed as

f0 = (fNL + fFL)/2, (20)

V dc
0 = (V dc

NL + V dc
FL)/2. (21)
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Finally, by substituting (18) and (20) into (16), and (19)
and (21) into (17), the total required power setpoints of the
ac and dc DGs for restoration can be determined as

Pac∗total = −
1
2

·

∑
Pacrate,i +

∑
Pac,ssi , (22)

Pdc∗total = −
1
2

·

∑
Pdcrate,j +

∑
Pdc,ssj , (23)

where
∑
Pac∗i = Pac∗total and

∑
Pdc∗j = Pdc∗total , respectively.

2) CONDITIONS FOR POWER SHARING IN EACH SUBGRID
For power sharing among DGs, (14) and (15) must be satis-
fied for all i and j, resulting in the following conditions:

f − fNL = m1(Pac∗1 − Pac,ss1 )

= . . . = mi(Pac∗i − Pac,ssi ) = . . . , (24)

V dc
− V dc

NL = n1(Pdc∗1 − Pdc,ss1 )

= . . . = nj(Pdc∗j − Pdc,ssj ) = . . . . (25)

At the steady state, the power-sharing ratios of ac DGs and
dc DGs are determined by the droop constants of the primary
controller, as shown in Fig. 5. Therefore, Pac,ssi and Pdc,ssj
must satisfy the following conditions:

m1P
ac,ss
1 = . . . = miP

ac,ss
i = . . . , (26)

n1P
dc,ss
1 = . . . = njP

dc,ss
j = . . . . (27)

Eventually, by substituting (26) and (27) into (24) and (25),
the conditions for Pac∗i and Pdc∗j to guarantee accurate power
sharing in each subgrid are determined as follows:

m1Pac∗1 = . . . = miPac∗i = . . . , (28)

n1Pdc∗1 = . . . = njPdc∗j = . . . . (29)

3) GPS CONDITIONS
At the steady state, GPS can be achieved by equalizing fpu
and V dc

pu . By substituting (16) and (18) into (7), fpu can be
expressed as follows:

fpu = 1 + 2

∑
Pac∗i∑
Paci,rate

− 2

∑
Pac,ssi∑
Paci,rate

. (30)

Similarly, by substituting (17) and (19) into (8), V dc
pu can be

represented as

V dc
pu = 1 + 2

∑
Pdc∗j∑
Pdcj,rate

− 2

∑
Pdc,ssj∑
Pdcj,rate

. (31)

According to (30) and (31), the condition for GPS, fpu = V dc
pu ,

can be validated if the following relationship is satisfied:∑
Pdc,ssj∑
Pdcj,rate

+

∑
Pac∗i∑
Pacj,rate

=

∑
Pac,ssi∑
Paci,rate

+

∑
Pdc∗j∑
Pdcj,rate

. (32)

If GPS is realized, the ratio of the total power output to
the total rated power for each ac and dc subgrid should be
consistent, as follows:∑

Pdc,ssj∑
Pdcj,rate

=

∑
Pac,ssi∑
Paci,rate

. (33)

By substituting (33) into (32), the condition for GPS can be
expressed as ∑

Pac∗i∑
Pacj,rate

=

∑
Pdc∗j∑
Pdcj,rate

. (34)

4) POWER SETPOINTS
Finally, Pac∗i and Pdc∗j that satisfy the restoration condi-
tions (22) and (23), power-sharing conditions (28) and (29),
and GPS condition (34) can be found as follows:

Pac∗i = −
1
2

· Pacrate,i + Pac,ssi , (35)

Pdc∗j = −
1
2

· Pdcrate,j + Pdc,ssj . (36)

Equations (35) and (36) reveal that the power setpoints of
ac and dc DGs for the secondary control can be determined
locally. Theoretically, if the setpoints are simultaneously
applied to DGs in a steady-state condition, secondary control
can be implemented locally, that is, without communication.

B. ACTIVATION METHOD WITHOUT COMMUNICATION
To implement a secondary control using (35) and (36) without
communication, a steady state must be detected by each DG,
and the power setpoints, (35) and (36), must be updated
simultaneously and locally at a steady state. Thus, local meth-
ods to fulfil the requirements (1. local steady-state detection
and 2. simultaneous update of the power setpoints) are pro-
posed, as shown in Figs. 7 and 8.

1) LOCAL STEADY-STATE DETECTORS
When an IHMG reaches a steady state, variations in fpu
and V dc

pu are zero. In practice, owing to the fast-switching
operation of converters, it is impossible for an IHMG to
reach an ideal steady state; however, it can reach a quasi-
steady state. In the quasi-steady state, variations in fpu and

FIGURE 7. Proposed secondary control method of ac DGs.
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FIGURE 8. Proposed secondary control method of dc DGs.

V dc
pu are sufficiently small. Hence, individual ac and dc DGs

can locally detect a quasi-steady state. For accurate detec-
tion, short- and long-term variations are examined using the
proposed method. The thresholds for examining short- and
long-term variations are as follows:

|γpu(t) − γpu(t − ts)| < εs, (37)

|γpu(t) − γpu(t − tl)| < εl, (38)

where γpu denotes fpu for an ac DG and V dc
pu for a dc DG;

t , ts, and tl denote current time, short-term time gap, and
long-term time gap, respectively; and εs and εl express thresh-
olds for the short- and long-term detections, respectively.
Considering system dynamics, ts is preferred to be designed
larger than the time constant of the IC’s outer control loop,
i.e., power controllers, and tl must be designed larger than ts.
As (37) and (38) can be satisfied coincidentally, a detection
timer is introduced for robust detection in DGs. Each DG
determines a quasi-steady state when (37) and (38) are main-
tained over threshold time td . For simplicity, the detection
method is referred to as a steady-state detector although it
detects a quasi-steady state. Finally, a local steady-state detec-
tor is developed, as shown in the upper sections of Figs. 7
and 8 indicated by the blue background.

2) LOCAL TRIGGERING METHOD
Although a steady state can be detected in each DG, the
time points of the detectors may differ with a slight mis-
match. Consequently, some DGs that detect a steady state
prior to other DGs can adjust their power setpoints Pac∗i
and Pdc∗j according to the determined setpoints expressed
by (35) and (36). In this case, the system deviates from a
steady state owing to the adjustment of power outputs by
the DGs detected first; thus, other DGs cannot detect the

FIGURE 9. Example of on-delay characteristics; (a) on-delay input
maintains on (one) over specified time delay and (b) less than specified
time delay.

steady state and update the power setpoints, as expressed
in (35) and (36). Thus, to simultaneously update the power
setpoints in all DGs, a local triggering method is proposed,
as shown in the middle sections of Figs. 7 and 8 indicated
by the green background. The triggering method consists
of two steps. Step #1 is a rising-edge-triggered subsystem,
whose triggering signal is the output of the local steady-state
detector. Step #2 is a subsystem with falling- and rising-
edge triggers, whose triggering signals are the output of the
detector for the falling-edge trigger and output of the on-delay
block for the rising-edge trigger. Fig. 9 presents the on-
delay characteristics. When the input is on, that is, one, the
output of the on-delay becomes one after the specified time
delay, as long as the input is still on, as shown in Fig. 9(a).
However, if the input becomes off, that is, zero, before the
time delay expires, as shown in Fig. 9(b), the output remains
zero. With the proposed method, Step #1 holds the power
setpoint calculated in the steady state and Step #2 updates
the power setpoint simultaneously for the secondary control
to the value held by Step #1.

The detailed process of the triggering method is explained
along with an example in Fig. 10, which expresses fpu and
V dc
pu in each subgrid (Fig. 10(a)), local steady-state detector

outputs (Fig. 10(b)), trigger outputs of Step #1 (Fig. 10(c)),
on-delay outputs (Fig. 10(d)), and trigger outputs of Step #2
(Fig. 10(e)) with ac DG1 and dc DG2. As shown in Fig. 10(a),
it is assumed that ac DG1 detects a steady state at t = t1,
whereas dc DG2 detects a steady state at a later time t =

t2. Thus, as shown in Fig. 10(b), the detector outputs of ac
DG1 and dc DG2 become one at t= t1 and t= t2, respectively.
Because the rising edges of the detector outputs become
triggers of Step #1 as shown in Fig. 9(c), the outputs of Step
#1 become as follows:

Pac1,.ref = −
1
2

· Pacrate,1 + Pac,ss1 at t = t1, (39)

Pdc2,ref = −
1
2

· Pdcrate,2 + Pdc,ss2 at t = t2, (40)

where Pac1,ref and P
dc
2,ref are the outputs of Step #1, and (39)

and (40) become the outputs of the setpoint calculators. How-
ever, the outputs of Step #1 do not immediately update the
power setpoints as secondary control, because Step #2 is not
triggered. Step #2 is only triggered by the rising edge via
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FIGURE 10. Example for explanation of the local triggering method with
ac DG1 and dc DG2; (a) normalized frequency and common dc bus
voltage, (b) local detector outputs, (c) triggering Step #1 outputs,
(d) on-delay output, and (e) triggering Step #2 outputs.

the on-delay or falling edge of detector outputs. As shown in
Fig. 10(e), the setpoint of ac DG1 (Pac∗1 ) remains unchanged
after t = t1 and a steady state continues, enabling dc DG2
to detect a steady state at t = t2. After a while in a steady
state, as depicted in Fig. 10(d), the on-delay output for ac DG1

becomes one at t= t3. According to this change in the output
of the on-delay block, it becomes the rising edge and thus Step
#2 of ac DG1 is triggered at t= t3. Consequently, as shown in
Fig. 10(e), the power setpoint is updated as Pac∗1 = Pac1,.ref ,
and the output of ac DG1 changes sequentially. However,
owing to the variation in the output of ac DG1, the IHMG
deviates from the steady state after t = t3, as shown in
Fig. 10(a), resulting in the detector output of dcDG2 changing
to zero, as illustrated in Fig. 10(b). Although the output of the
on-delay block in dc DG2 cannot be switched to one owing
to the deviation before the time delay threshold of the on-
delay block, Step #2 is triggered by the falling edge of the
detector output, as shown in Fig. 10(b). Finally, the power
setpoints of individual DGs for secondary control can be
updated and activated almost simultaneously at t = t3 with
those calculated during a steady state between t = t1 and
t = t2 without any central or communication-based clocking
system.

IV. CASE STUDIES
For the case study, tests were conducted on a 10-bus IHMG
system, as illustrated in Fig. 11, using the parameters listed
in Table 1. The IHMG system, based on the test system
introduced in [23], was slightly modified to demonstrate
the efficacy of the proposed control method. In the test
IHMG system, three ac DGs (10 kW × 3) and three dc DGs
(20 kW × 3) were integrated into the ac and dc subgrids,
respectively. The test IHMG comprised 10-bus, with a 4-bus
dc subgrid featuring a common dc bus and a 6-bus ac subgrid.
These subgrids were interconnected via three ICs.

To validate the effectiveness of the proposed method, ICs
were connected by communication lines with each other
(IC1 ↔ IC2 and IC2 ↔ IC3). However, as shown in Fig. 11,
because the conventional method requires head DGs and
additional communication, the head DGs (ac DG1 and dc
DG1), communication among DGs (ac DG1 ↔ ac DG2
and ac DG2 ↔ ac DG3 in the ac subgrid and dc DG1 ↔

dc DG2 and dc DG2 ↔ dc DG3 in the DC subgrid), and
inter-communication lines between head DGs and an IC
(IC3 ↔ ac DG1 and IC3 ↔ dc DG1) were utilized in the
case studies to evaluate the performance of the conventional
method (Cases II, IV, and V).

FIGURE 11. 10-bus IHMG system for case study.
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TABLE 1. Parameters of the test system.

For more robust control, moving-average filters with an
interval of 50 ms was used for measurement of the secondary
control loop (i.e., Pdcj , Paci , f , and V dc). The ac and dc DGs
were interfaced using two-level half-bridge converters and
bidirectional boost converters, respectively. The ICs adopted
a two-level half-bridge converter topology. The converters
were operated at a switching frequency of 20 kHz. For the
inner control loops of the converters, such as the power,
current, and voltage controllers, we exploited the methods
described in [28]. All converters were simulated using switch-
ing models rather than average models. Dynamic simulations
were conducted by Simulink/MATLAB. In the case study, the
load variation scenario was used for verification, as shown in
Fig. 12. Moreover, all primary and secondary controls of DGs
and distributed control of ICs were designed to guarantee
power-sharing ratios as their rating values.

A. CASE I – WITHOUT SECONDARY CONTAROL OF DGS
In this case, as described in [22], DGs were controlled by
the primary droop control, and ICs were controlled by the

FIGURE 12. Load variation scenario for case study.

FIGURE 13. Results of Case I: frequency in ac subgrid and common dc
bus voltage in dc subgrid.

FIGURE 14. Results of Case I: (a) normalized frequency and common dc
bus voltage, (b) active power of ICs, and (c) active power of DGs.

distributed control method using sparse communication lines
only among the ICs. This case demonstrates the necessity of
secondary control of DGs.

Figs. 13 and 14 show the obtained results for Case I. The
frequency and common dc bus voltage can be maintained
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FIGURE 15. Results of Case II: frequency in ac subgrid and common dc
bus voltage in dc subgrid.

within allowable ranges using the primary droop control of
DGs even with severe load changes. As shown in Fig. 14(c),
owing to the droop control, power sharing of the DGs in
each subgrid can be achieved (ac DG1: ac DG2: ac DG3 =

1:1:1 and dc DG1: dc DG2: dc DG3 = 1:1:1). As shown in
Figs. 14(a) and (b), the normalized frequency and common dc
bus voltage became equal and power sharing of the ICs (IC1:
IC2: IC3 = 1:2:3) was achieved by controlling the ICs, even
at severe load variations. This implies that GPS of the DGs
can be achieved, as shown in Fig. 14(c) (ac DG1: ac DG2: ac
DG3: dc DG1: dc DG2: dc DG3 = 1:1:1:2:2:2).
However, although GPS can be achieved, the frequency

and common dc bus voltage deviated from the nominal values
owing to the absence of secondary control, as depicted in
Fig. 13. As shown in Case I, secondary control is required
to restore the frequency and common dc bus voltage to their
nominal values.

B. CASE II – CONVENTIONAL METHOD
In Case II, the conventional secondary control proposed
in [26] was implemented. Secondary control loops were acti-
vated at t = 5.5 s.

Figs. 15 and 16 show the results obtained for Case II.
As shown in Fig. 15, the frequency and common dc bus
voltage were restored to their nominal values using secondary
control of DGs. As shown in Figs. 16(a) and (b), the normal-
ized frequency and common dc bus voltage became equal to
zero by controlling the ICs, even at severe load variations and
accurate power sharing of the ICs (IC1: IC2: IC3 = 1:2:3)
was achieved. Furthermore, as shown in Fig. 16(c), GPS of
the DGs can be achieved as rating ratios, i.e., desired ratio
(ac DG1: ac DG2: ac DG3: dc DG1: dc DG2: dc DG3 =

1:1:1:2:2:2). With the communication lines of DGs and the
inter-domain line between head DGs and IC3, the conven-
tional method can implement all objectives of the IHMG
control in real time, that is, GPS and restoration of f and V dc.
However, cost and reliability issues owing to the required
communication lines for DGs and inter-domain communica-
tions can emerge.

C. CASE III – PROPOSED METHOD
In Case III, the proposed secondary control of DGs was
implemented based on Case I. Similar to Case II, secondary
control loops were activated at t = 5.5 s. Figs. 17–19 show
the results for Case III. As shown in Fig. 17, the frequency

FIGURE 16. Results of Case II: (a) normalized frequency and common dc
bus voltage, (b) active power of ICs, and (c) active power of DGs.

FIGURE 17. Results of Case III: frequency in ac subgrid and common dc
bus voltage in dc subgrid.

and common dc bus voltage can be restored to their nominal
values using the proposed secondary control of DGs, even
with no need for communication lines for the DGs and inter-
domain communications. As shown in Figs. 18(a) and (b),
by controlling the ICs, the normalized frequency and com-
mon dc bus voltage became equal to zero and achieve accurate
power sharing of the ICs (IC1: IC2: IC3 = 1:2:3), even at
severe load variations.

Not only frequency and common dc bus voltage were
restored as the nominal values, but also GPS of the DGs was
achieved. As shown in Fig. 18(c), even in the absence of
communication lines of the DGs and inter-domain commu-
nications, power sharing between the ac and dc DGs can be
satisfactorily achieved (ac DG1: ac DG2: ac DG3: dc DG1: dc
DG2: dc DG3 = 1:1:1:2:2:2).
As explained through Figs. 7 and 8, preparation process

for simultaneous updating the power setpoints is required to
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FIGURE 18. Results of Case III: (a) normalized frequency and common dc
bus voltage, (b) active power of ICs, and (c) active power of DGs.

FIGURE 19. Results of Case III: (a) local steady-state detector output and
(b) power setpoint for secondary control of each DG.

apply the proposed method; thus, secondary control loops
were activated approximately 1–2 s after load changes. This
feature is a disadvantage of the proposed method compared
to the conventional method, whose secondary control loop
operated in real time, as described in Case II. However, the
preparation time for the activation of secondary control is

FIGURE 20. Communication failure scenario for Cases III and IV:
(a) inter-domain communication failure (Case IV) and (b) DGs’
communication failure (Case V).

FIGURE 21. Results of Case IV: frequency in ac subgrid and common dc
bus voltage in dc subgrid.

acceptable as secondary control in general power systems,
such as automatic generation control and load frequency
control, generally operates at intervals of 4 s.

For a more detailed analysis, Figs. 19(a) and (b) show
the local steady-state detector outputs of the DGs and power
setpoints updated by the proposed secondary control loop
in individual DGs, respectively. As shown in Fig. 19(a),
each DG can detect a steady state, however, there were
mismatches for the steady-state detection times of individual
DGs as explained in Chapter III-B. Fortunately, by the pro-
posed triggeringmethod, evenwith unsynchronized detection
in Fig. 19(a), power setpoints from the secondary control
can be updated almost simultaneously without any central
or communication-based clocking system as illustrated in
Fig. 19(b).
In summary, even without communication lines for DGs

and inter-domain communications, the proposed method can
restore the frequency and common dc bus voltage and achieve
accurate GPS among all DGs throughout the entire IHMG.
Asmuch less communications are required, the reliability and
cost issues of IHMG can be overcome.

D. CASE IV – PROPOSED VS. CONVENTIONAL METHODS
UNDER INTER-COMMUNICATION FAILURE
In this case, the inter-domain communication failure scenario
was tested with load variations, as shown in Fig. 20(a).
Fig. 20(a) shows that the communications between dc DG1
and IC3 and between ac DG1 and IC3 were disconnected
at t = 12 and 23 s, respectively. Because the proposed
method does not use any inter-domain communication, the
results were the same as those in Case III presented in
Figs. 17 and 18. Figs. 21 and 22 show the obtained results
using the conventional method.
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FIGURE 22. Results of Case IV: (a) normalized frequency and common dc
bus voltage, (b) active power of ICs, and (c) active power of DGs.

As shown in Figs. 17 and 21, both methods can restore
f and V dc to their nominal values. However, as shown
in Figs. 18(c) and 22(c), although the proposed method
implemented accurate GPS among the DGs, the conven-
tional method failed to achieve GPS after 12 s when one
of the inter-domain communication lines was disconnected.
Although power-sharing was implemented in each subgrid,
power-sharing between an ac DG and a dc DG could not be
satisfactorily maintained (ac DG: dc DG ̸= 1:2). In Sectors IV
and V (20–30 s), the power-sharing ratio between the ac DG
and dc DG was 1:0.24 and 1:4.26, respectively. Especially in
Sector IV (20–25 s), even though the rating capacity of the dc
DG was twice as large as that of the ac DG, the power output
of the ac DG was considerably larger than that of the dc DG;
which might reduce the system reliability and efficiency.

Consequently, the minor absence of inter-domain commu-
nication between DGs and ICs causes severe power sharing
errors between an ac DG and a dc DG. However, the pro-
posedmethod can achieve the control objectives of the IHMG
without inter-domain communication issues. Thus, the results
imply that system reliability and efficiency can be greatly
improved with the proposed method.

E. CASE V – PROPOSED VS CONVENTIONAL METHODS
UNDER COMMUNICATION FAILURE AMONG DGS
In this case, the scenario of communication failure between
the DGs in individual ac and dc subgrids was explored with

FIGURE 23. Results of Case V: frequency in ac subgrid and common dc
bus voltage in dc subgrid.

FIGURE 24. Results of Case V: (a) normalized frequency and common dc
bus voltage, (b) active power of ICs, and (c) active power of DGs.

FIGURE 25. Results of Case VI: frequency in ac subgrid and common dc
bus voltage in dc subgrid.

the load variations. Fig. 20(b) shows the failure scenario that
communications between dc DG1 and dc DG2 and between
ac DG1 and ac DG2 were disconnected at t = 12 and 23 s,
respectively. As the proposed method does not use any com-
munication between the DGs, the results were the same as
those in Case III (Figs. 17 and 18). Figs. 23 and 24 show the
results of the conventional method.
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FIGURE 26. Results of Case VI: (a) normalized frequency and common dc
bus voltage, (b) active power of ICs, and (c) active power of DGs.

As shown in Figs. 17 and 23, both methods can restore
f and V dc to their nominal values. However, as shown in
Figs. 18(c) and 24(c), although the proposed method imple-
mented accurate GPS between DGs, the conventional method
failed to achieve GPS after 12 s because communication con-
nectivity between the DGs was not maintained. In Sector IV
(20–25s), as communication connectivity between dc DGs
was not maintained, power sharing between dc DGs was
not satisfactorily achieved. In particular, the active power
outputs of dc DG2 and dc DG3 became negative, implying
that the circulating current can flow between the dc DGs.
Meantime, as the communication connectivity between the ac
DGs was maintained, power sharing between the ac DGs was
satisfactorily achieved. However, in Sector V (25–30 s), as the
communication connectivity between the ac DGs was not
maintained after 22 s, not only power sharing between the dc
DGs but also between the ac DGswas not achieved as desired.
As inter-domain communication for head DGs, i.e., ac DG3
and dc DG3, was indirectly connected, the power sharing of
ac DG3 and dc DG3 can only be achieved satisfactorily (ac
DG3: dc DG3 = 1:2).

Consequently, the conventional method can provide accu-
rate power sharing between head DGs because communica-
tion between the head DGs was connected via IC3. However,
the loss of communication connectivity between DGs in each
subgrid hurdles power sharing of DGs. In some cases, such
as Sector IV (20–25 s), severe circulating currents can occur
between the DGs. Thus, unlike the proposed method, the

conventional method can severely reduce system reliability
and efficiency with minor communication failures.

F. CASE VI – VARIOUS DGS’ RATINGS AND DG FAILURE
In Case VI, DGs had various ratings: ac DG1(5 kW),
dc DG1(10 kW), ac DG2(15 kW), dc DG2(20 kW),
ac DG3(25 kW), and dc DG3(30 kW). Furthermore, a fail-
ure of ac DG3 (25 kW) occurred at t = 21 s, while
the proposed method had been activated at 5 s (results
presented in Figs. 25 and 26), the simulation results
before the failure achieved the objectives of the proposed
method. In other words, the frequency and common dc
bus voltage were restored to their nominal values and
the power sharing ratio of the ICs was maintained as
desired, i.e., IC1: IC2: IC3 = 1:2:3. Additionally, DGs also
achieved power sharing according to their individual rating
ratios (ac DG1: dc DG1: ac DG2: dc DG2: ac DG3: dc
DG3 = 1:2:3:4:5:6).
Moreover, even after the failure of the DG (t > 21 s), the

frequency and common dc bus voltage can still be restored
to their nominal values using the proposed secondary control
of DGs, while ICs achieved accurate power sharing among
themselves. Especially, power sharing between the ac and
dc DGs was satisfactorily achieved except the tripped DG,
ac DG3 (ac DG1: dc DG1: ac DG2: dc DG2: ac DG3: dc
DG3 = 1:2:3:4:0:6). Thus, regardless of various ratings for
DGs and large disturbance of the grid, e.g., failure of DGs, the
proposed method can achieve its control objective robustly.

V. CONCLUSION
A decentralized secondary control method for DGs in an
IHMGs was proposed that does not require communication
between DGs and inter-domain communications. By coor-
dinating the conventional primary control of DGs and
distributed control of ICs, the proposed method could restore
the frequency and common dc bus voltage to their nominal
values, and implement accurate GPS simultaneously. Based
on theoretical analysis, power setpoints for secondary con-
trol were calculated. To activate secondary control, local
steady-state detector and triggering method consisting of two
parts were proposed. By the proposed method, control objec-
tives of IHMG, i.e., GPS and restoring f and V dc, can be
achieved without communication for DGs and inter-domain.
Specifically, for the test system used in the case study, while
the conventional method required at least eight communi-
cation lines for ICs, DGs, and inter-domain, the proposed
method required only two communication lines among ICs,
achieving a 75% reduction in the number of communication
lines. The proposedmethodwill contribute greatly to improve
the reliability and reduce the costs. Our future work aims to
implement the proposed method in real-world scenarios and
hardware. Additionally, we plan to achieve a fully decentral-
ized system for an IHMG.
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