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ABSTRACT The field environment is complex and variable, and multiple factors constrain the effectiveness
of UAV applications, and a single flow applications may result in over- or under-use of pesticides in plots
with different requirements. Therefore, it is crucial to study a decision-making model of flow rate for plant
protection UAVs under multi-factor interaction. In this paper, based on a large amount of experimental data,
combined with Pearson correlation analysis and random forest variable importance score ranking, screening
the features obtained from the experiment increases the correlation between input and output, making the
output results more reliable. The model evaluation results showed that the GA-BP neural network model has
a correlation coefficient of 0.99 between the true value, predicted value, and a coefficient of determination
of 0.98, which is better than the general regression model. A validation test was conducted to test the
effectiveness of the model for new data. The final result yields an error value within ±20% for the GA-BP
model to predict the flow rate. At the same time, the BP neural network fluctuated more for some of the
predicted values, which caused a 50% error in fitting results. It proves the feasibility of the BP neural network
optimized based on feature screening and genetic algorithm in plant protection UAV flow rate decision-
making, which can provide a reference basis and scientific guidance for precise variable spraying operation
of plant protection UAVs.

INDEX TERMS Plant protection drone, BP neural network, genetic algorithm, variable spraying, decision
model, spraying flow rate.

I. INTRODUCTION
Pests, diseases, and weeds pose a significant challenge to cul-
tivating high-quality and high-yielding crops worldwide and
are often accompanied by outbreaks of severe and frequent
nature [1]. Although chemical control is currently the primary
means of weed control, disease prevention, and pest manage-
ment, the improper use of pesticides can result in issues like
environmental pollution and low pesticide efficiency. Exist-
ing technology allows for real-time adjustment of spraying
parameters based on the canopy characteristics of crops and
weeds, as crops and weeds, and the operating parameters
of plant protection drones. This effectively reduces pesticide
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residues, increases pesticide utilization, improves control
effects, and is expected to become a significant method
for achieving pesticide efficiency and reducing usage in the
future [2], [3], [4]. Research manuscripts reporting large
datasets that are deposited in a publicly available database
should specify where the data have been deposited and pro-
vide the relevant accession numbers. At present, there has
been a lot of research on plant protection UAV variable spray-
ing technology, such as variable spraying technology based
on prescription maps, according to crop growth, soil fertility,
or the severity of pests and weeds and other information
to create prescription maps to realize variable spraying [5],
[6], [7] ultimately. Through the network RTK Positioning and
PWM technology to adjust the duty cycle, the UAV variable
spray can be realized, or the flow of UAV can be through the
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flight altitude, speed, wind speed, and other factors to learn
the function of UAV variable spraying and achieve the desired
effect [8], [9]. However, most of the existing studies are based
on the linear model between these factors and flow value to
achieve variable spraying, which is challenging to achieve the
desired effect. In practical applications, many factors affect
droplet deposition and drift, and the interaction between these
factors will lead to the difference between the expected value
and the actual value of droplet deposition. Therefore, it is
necessary to study a dynamic decision-makingmodel of plant
protection UAV flow based on multiple factors.

The BP neural network proposed by D.E. Rumelhart in
the 1980s is a parallel nonlinear extensive dynamic system,
which can solve the learning problem of multi-layer neural
networks by establishing complex nonlinear mapping and
building relational models based on pre-provided input and
output data sets. It has been widely used in agriculture [10],
[11], [12], [13]. Established the neural network decision
model of plant protection UAV using neural network technol-
ogy and image processing technology. Azizpanah et al. Used
neural network technology and image processing technology
to establish the prediction model between spray drift and
input parameters in the wind tunnel, and the prediction accu-
racy was higher than 0.96. Lazarovitch used the BP neural
network model to predict soil hydraulic properties, obtained
the relationship model between input and output through
training, and used the actual test parameters to obtain the
output value to evaluate soil water capacity, which achieved
the expected effect [14]. Through the above research, the BP
neural network can perform nonlinear fitting on multi-source
data, exert self-learning and self-adaptive ability, adjust the
connection relationship between internal nodes of factors,
and finally establish a high-precision model. However, due to
the randomness of model weights and threshold initialization,
BP neural network training results are prone to instability
and overfitting, and the optimal network model cannot be
obtained. Therefore, it is necessary to find an optimization
method to improve the stability and prediction accuracy of
neural network.

As one of the most widely used optimization algorithms,
genetic algorithm (GA) is a mathematical model established
by simulating the biological evolution principle of ‘‘natural
selection and survival of the fittest’’ in nature. It can compare
and screen the parameters of the original model and finally
select the optimal parameters of the model through continu-
ous iterative adjustment [10], [15]. Yajie Shi used BP neural
network optimized based on a genetic algorithm (GA-BP)
to input geographical environment and terrain elements into
the model to obtain the soil moisture prediction model. The
cross-validation r value of the model was 0.86, and the
ubrmse was 0.03 [16]. Jian Gu used GA-BP neural network
to establish the irrigation water model of corn yield under
different irrigation regimes under subsurface drip irrigation.
The model’s average error was only 0.71%. The model
accelerates the convergence speed of the network, improves
prediction accuracy, and more accurately describes the rela-

tionship between yield and irrigation water under subsurface
drip irrigation [17]. Hu Jin constructed a prediction model of
photosynthetic rate based on the GA-BP neural network. The
correlation coefficient between the predicted and measured
values was 0.98, and the absolute error of photosynthetic rate
was less than± 0.5µmol/m2/s. Themodel predicted the yield
and irrigation water under different irrigation systems under
subsurface drip irrigation conditions. The performance and
accuracy of the model was significantly better than that of
the single neural network prediction model [18].
Most of the current studies only focus on single-factor

variable spraying, and model training mostly relies on the
empirical method or trial and error method to select network
features and parameters, which easily leads to the neglect
of essential features, reduces the accuracy of the network,
and leads to the occurrence of over-fitting or under-fitting.
To solve these problems, this paper combines a variety
of parameters obtained from deposition and field experi-
ments and increases data relevance by analysing correlations
between parameters as well as filtering features and increas-
ing data relevance by ranking the importance of Random
Forest features and conducting ablation experiments. At the
same time, the GA-BP neural network is constructed to
improve the instability of network training caused by random
parameters in BP neural network. The final expected droplet
deposition can improve the spraying quality and reduce the
use of chemical pesticides, thus reducing environmental pol-
lution and improving crop quality. Materials and Methods.

II. MATERIALS AND METHODS
A. DATA COLLECTION
The field test of this model was conducted in Linzi District,
Zibo City, Shandong Province (E118◦12′50′′; N36◦57′47′′)
at the ecological unmanned farm base of the Shandong Uni-
versity of Technology, and the model training was carried out
through the data obtained from the experiment.

According to the spraying width of the aircraft, the field
test size is set as 9m∗24m, and the sampling point interval is
1m, as shown in figure 1. DJ T20 andXAGXP2020 plant pro-

FIGURE 1. Layout of experimental site.
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tection UAVs were selected as the spraying platform to spray
5g/L Allura red solution, record the flow rate, UAV param-
eters, and other data, and obtain the temperature, humidity,
wind speed, wind direction, and other meteorological data by
setting a Kestrel portable weather station 2m away from the
test point during the test. Finally, at the end of the experiment,
the deposition amount was obtained by using ImageJ software
to scan the copper plate card [19]. Finally, we get Deposi-
tion quantity (X1), Application amount (X2), angle between
wind direction and flight direction (Afterwards, it was called
direction)(X3) [20], [21], rote (X4), nozzle type (X5) [21],
[22], flight height (X6), wind speed (X7), flight speed (X8),
number of nozzles (X9), temp (X10), wheelbase (X11), num-
ber of rotor (X12) [23], humidity (X13), flow rate (X14) for
a total of 14 types of parameters.

B. FEATURE SELECTION
The data obtained from the experiment contains a large num-
ber of different data, which will lead to the model being too
complicated, so the data should be filtered for features before
being input into the model.

1) PEARSON CORRELATION ANALYSIS
In the natural sciences, Pearson’s correlation coefficient is
widely used to measure the degree of correlation between two
variables, with a value between −1 and 1.

The formula for calculating Pearson’s correlation coeffi-
cient is as follows [24], [25]:

Cov(X ,Y ) =

∑n
i=1 (xi − E (X)) (yi − E(Y ))

n
(1)

ρX ,Y =
Cov(X ,Y )
ρX ∗ ρY

=

∑n
i=1 (xi − E (X)) (yi − E(Y ))√∑n

i=1 (xi − E (X))2 ∗

√∑n
i=1 (yi − E (Y ))2

(2)

Cov (X ,Y ) is the covariance, ρX ,Y is the Pearson’s coeffi-
cient, x, y are the bivariate data, E(X), E(Y) is the expectation
of the bivariate data. ρX , ρY are the standard deviation of the
bivariate data.

After integrating the obtained experimental data, Pearson
correlation analysis and statistical analysis were performed
on the filtered data using SPSS software to get the cor-
relation heat map of the factors affecting the deposition
amount (Fig. 2) and the statistical data of spraying parameters
(Table 1), to eliminate redundant features, further improve the
prediction accuracy of the model and avoid overfitting of the
model. Combining the correlation heat map with the existing
literature analysis ten categories of features X1, X3, X4,
X5, X6, X7, X8, X9, X10, X12 are selected. Thus, after the

FIGURE 2. Correlation thermogram of influencing factors.
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TABLE 1. Field spraying parameters of plant protection UAV.

feature selection process, new input features will be obtained
as follows:

xt = (X1,X3,X4,X5,X6,X7,X8,X9,X10,X12) (3)

2) RANDOM FOREST VARIABLE IMPORTANCE SCORE
In order to observe the importance of features on decision
flow this paper uses random forests for variable importance
scoring. Random Forest is an efficient integrated learning
algorithm that cleverly incorporates decision trees and boot-
strap resampling techniques. In the process of constructing a
random forest, each feature is assigned an importance score
that reflects the extent of the feature’s contribution in con-
structing all the decision trees. The importance score of a
feature in a random forest is calculated based on the number
of times it participates in leaf node splitting in all decision
trees. The more times a feature participates in splitting, the
more useful it is in constructing the decision tree, and there-
fore the higher its score. In order to assess the importance of
each feature, the random forest algorithm calculates the aver-
age of each feature’s contribution over all the decision trees
and selects features by comparing the size of the contribution
between different features. In this paper, the Gini index (GI) is
used as a criterion for calculating the contribution of features,
and its calculation formula is as follows [26], [27], [28]:

GIC = 1 −

∑|k|

k=1
p2Ck (4)

k denotes the number of features and pck denotes the
proportion of category k in node C.

The importance of feature XJ at node q of the ith tree,
i.e., the amount of change in the Gini index before and after
branching of node q is:

VIM (Gini)(i)
jq = GI (i)q − GI (i)l − GI (i)r (5)

where GI (i)q and GI (i)l denote the Gini indices of the two new
nodes after branching, respectively.

If, feature XJ appears in decision tree iin the set of nodes Q,
then the importance of XJ in the ith tree is::

VIM (Gini)(i)
j =

∑
q∈Q

VIM (Gini)(i)
jq (6)

Suppose there are I trees in the random forest

VIM (Gini)
j =

∑I

i=1
VIM (Gini)(i)

j (7)

Finally, all the obtained importance scores were nor-
malised.

VIM (Gini)
j =

VIM (Gini)
j∑J

j′=1 VIM
(Gini)(i)
j′

(8)

The features screened by Pearson’s correlation were
subjected to Random Forest Variable Importance Scoring
to finally get the importance ranking of the features as:
X10(0.242), X7(0.164), X3(0.15), X1(0.146), X8(0.092),
X5(0.088), X2(0.041), X6(0.039), X9(0.024), X4(0.013).

C. NEURAL NETWORK CONSTRUCTION
In this paper, a BP neural network structure model was built
based on Python, as shown in Fig 3. The training data are
160 groups, divided into the training set and test set according
to the ratio of 8:2.The BP neural network consists of two
processes: forward propagation of input signal and backprop-
agation of error, the core of which is to compare the desired
output with the operational output, and iteratively update
the network by backpropagation of error according to the
gradient descent algorithm so that the final error meets the
requirements [29].

The genetic algorithm optimizes the weights and thresh-
olds of the BP neural network by selecting individuals with
higher fitness to obtain the optimal parameters as the initial
thresholds andweights of the BP neural network. The specific
operation process of the GA-BP neural network is shown
in Fig 4.

(i) Data pre-processing: This study on the data set within
the text-type data to take the unique thermal encoding
and data standardization way to process the data stan-
dardization processing formula as shown in (9).

x =
X − mean.X

std .X
(9)

where X is the original data, mean. X is the mean, and
std.X is the standard deviation.
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FIGURE 3. BP neural network structure diagram.

(ii) Confirmation of BP neural network topology: The
model adopts a single hidden layer structure, in which
the number of neurons in the input layer is 15, and to
prevent the occurrence of underfitting, which may be
caused by the amount of data as well as the number
of features, the number of neurons in the hidden layer
is first set to 14 by the empirical formula (10), and is
set to 20 by the neural network parameter test, and
the number of neurons in the output neural network
is 1.

h =
√
i+ k + a (10)

where h is the number of neurons, i is the number of
neurons in the input layer, k is the number of neurons in
the output layer, and a is any number between 2 and 10.

(iii) Initialising the population: setting the population size
and the number of iterations and randomly generating
a population where the individuals are an array of
weights and thresholds of the neural network.

(iv) Setting the Fitness Function: The sum of the absolute
value of the error between the true value and the pre-
dicted value is set as the fitness function, as shown in
equation(11).

fit =
1
n

∑k

i=0

(
yi − y_hat i

)2 (11)

where fit is the fitness, k is the size of the data set, y and
y_hati are the actual and predicted values, respectively,
and n is the size of the data set.

(v) Selection: This study uses a tournament algorithm to
randomly select individuals in the population while

using an elite retention strategy to ensure that better
individuals can be selected to form a new population.

(vi) Crossover and variation: Two individuals in the pop-
ulation are randomly selected to form new indi-
viduals based on a uniform crossover operator for
crossover operation and Gaussian variation. In this
paper, we adopt the method of adaptive crossover
probability and mutation probability so that the neural
network can jump out of the local minimum and find
the optimal solution.

P =

 Pmax fave > fbest_ave

Pmax −
i
n

(Pmax − Pmin) fave ≤ fbest_ave

(12)

fave is the average fitness to carry out the current
generation, fbest_ave is the optimal average fitness in
the iterative process, n is the total number of iterations,
i is the f_ave is the average fitness to carry out the
current generation, Pmax , Pmin, is the maximum and
minimum value of crossover probability and variation
probability.

(vii) Calculate the fitness: Calculate the fitness of the indi-
viduals in the population after selection, crossover and
mutation, get the individual corresponding to the opti-
mal fitness, and iterate until the optimal solution is
gradually approached.

(viii) Input the optimal weights and thresholds into the
GA-BP neural network for training.
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FIGURE 4. Flow chart of BP neural network optimized by genetic algorithm.

D. MODEL EVALUATION METHOD
The error analysis of the model prediction results uses MSE
(Mean Square Error), RMSE (Root Mean Square Error),
MAE (Mean Absolute Error), MAPE (Mean Absolute Per-
centage Error) with R2 (Coefficient of Determination) as
the evaluation criterion to observe the difference between
the two models. The specific calculation formula is as
follows:

MSE =
1
n

∑k

i=1

(
yi − y_hat i

)2 (13)

RMSE =

√
1
n

∑k

i=1

(
yi − y_hat i

)2 (14)

MAE =
1
n

∑k

i=1

∣∣yi − y_hat i
∣∣ (15)

MAPE =
100%
n

∑k

i=1

∣∣∣∣yi − y_hat i
yi

∣∣∣∣ (16)

R2 = 1 −

1
n

∑k
i=1

(
yi − y_hat i

)2
1
n

∑k
i=1 (yi − ȳ)2

(17)

where k is the dataset size, y and y_hati are the actual
and predicted values, respectively, and n is the dataset
size.

III. RESULTS AND DISCUSSION
A. SELECTION OF MODEL HYPERPARAMETERS
To avoid overfitting or underfitting due to the inappropriate
selection of model hyperparameters, this paper adopts the
tenfold cross-validation method to select hyperparameters
for the model. The method of tenfold cross-validation is to
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TABLE 2. Model training effect based on feature selection.

divide the training set into 10 equal parts, select one part as
the validation set in turn, set the remaining 9 training sets
for network training, and obtain the average value and loss
curve of the loss of the training set and the validation set
after the completion of 10 times of training, which is used
as a judgment criterion to determine whether the model is
overfitting or underfitting [30], [31]. Finally, after various
parameter combinations, the parameters of the BP neural
network are as follows: weight decay of 3e-2, the learning rate
of 0.0001, the number of training times is 1000. A small-batch
stochastic gradient descent algorithm is used, and training is
terminated when the number of training times is satisfied.

The individual coding of the genetic algorithm part takes
the floating-point coding, and the optimization parameters
are 381, including 360 weights and 21 thresholds. Other
parameters in the genetic algorithm part of this paper are set:
the maximum number of evolutionary generations is 100, the
initial population size is 40, the maximum value of crossover
probability is 0.7, the minimum value is 0.1, the maximum
value of variation probability is 0.1, the minimum value
is 0.01, and the number of comparison individuals in the
tournament algorithm is 2.

When determining the model parameters, the loss curves
of the two models’ training set and validation set (Fig. 5)
are used to determine whether the model is overfitting
or underfitting. Finally, after the parameter adjustment,
the model loss gradually decreases, and the overfitting is
alleviated.

FIGURE 5. Loss of cross-validation of the GA-BP neural networks.

B. FEATURE VARIABLE SELECTION FOR MODELS
BASED ON FEATURE SELECTION
To verify the effect of feature selection on model effective-
ness, this paper ranks the feature variables after the impor-
tance score of random forest variables, selects the top five
features to input into the network, and increases the feature
variables to compare the model performance under different
numbers of features, as shown in Table 2. With the increase
of the number of feature variables, the model’s indexes have
different degrees of improvement, reaching the optimum at
9 feature variables. To exclude the enhancement of the model
by the number of features, the performance of the network
with all 13 feature inputs is compared with that of the network
with 9 features, and it can be obtained that the indexes under
all features are lower than that of the network with 9 features
after feature selection. It can be proved that the effectiveness
of feature selection on model performance enhancement.

C. ANALYSIS OF THE NEURAL NETWORK MODEL
The iterative evolution curve of the population-optimal aver-
age fitness of the GA-BP neural network model is shown
in Fig 6. From the figure, It can be seen from the figure
that the individual fitness value of the GA-BP neural network
is large at the initial stage. The individual fitness in the
population is continuously reduced by the selection of genetic
algorithm and adaptive crossover mutation, and the model
training error is gradually reduced. With the increase of evo-
lution algebra, the new individuals generated by the genetic
algorithm are always close to the global optimal solution,
and the optimal average moderate value of the population
gradually decreases and tends to be stable. After several
times of moderate constancy, stop training and finally get
the best individual moderation. This shows that the param-
eter settings of the genetic algorithm are reasonable and
have good convergence. The weights and thresholds of the
optimal fitting individuals of the GA-BP neural network are
entered into the model for training to obtain two model train-
ing losses, as shown in Fig. 7. The final training losses of
the BP neural network and the GA-BP neural network are
0.066 and 0.053 respectively. After the optimization of the
genetic algorithm, the loss of the model is reduced by 5.08%,
which shows that the random determination of weights and
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TABLE 3. Error analysis of BP neural network and GA-BP neural network.

thresholds will lead to the BP neural network easily falling
into the local optimal solution or a wide range of flat areas,
resulting in a large loss of BP neural network training. Ulti-
mately, the model can not achieve high-precision prediction
of new data, affecting the model’s prediction accuracy and
generalization ability. Comparing the loss curves of the two
models in the figure, it can be seen that the training effect of
the GA-BP neural network and the convergence speed of the
model have been significantly improved, which is substan-
tially better than the neural networkwithout genetic algorithm
optimization therefore, the phytosanitary UAVflow rate deci-
sion model constructed with the neural network optimized
by genetic algorithm effectively improves the model training
performance and is suitable for this type of problem.

FIGURE 6. Iterative diagram of average fitness of GA-BP neural network.

FIGURE 7. Train curve based on neural network model.

D. MODEL EVALUATION
In order to observe the performance of the model in this paper
more intuitively, the test set prediction results of the model
in this paper and several existing regression models were
compared with the true values to derive the MSE, RMSE,
MAE and MAPE of the prediction results of several models
as well as the model comparison graphs as shown in Table 3,
the RMSE and MAPE of the GA-BP neural network model
are reduced to a certain extent compared to the several
regression models. The generalization ability of the model is
improved. From the test set, the determination coefficient R2
is increased by 0.119, and the model’s generalization ability
is improved. It shows that the weights and thresholds obtained
by the global search of the genetic algorithm can prevent the
neural network from falling into a wide range of flat areas
and local minimum areas, which makes the GA-BP neural
network optimized by genetic algorithm better predict the
flow of plant protection UAV than several regression models,
and improves the prediction accuracy of the model.

To further analyze the model in this paper, the performance
of the model is compared with that of a BP neural network,
which is also a type of neural network. this paper compares
the prediction results of the test set with the actual values.
It obtains the prediction regression curves of the two models,
as shown in Figure 8. From the data in Figure 8(a), it can
be seen that the correlation coefficient r of the BP neural
network model prediction data is 0.931, and the coefficient
of determination R2 is 0.862, while from Figure 8(b), it can
be seen that the correlation coefficient r of the GA-BP neural
network prediction data is increased to 0.993. The coefficient
of determination R2 is increased to 0.986. By comparing
the regression curves of the prediction results of the two
models, it can be seen that the BP neural network has the
same performance as the test set due to the randomness of the
weights and thresholds. While the optimized GA-BP neural
network model predicts stable results, the fitting curve of
the test set has a high degree of overlap with y=x with a
slope of 1. It has a high degree of linearity and goodness of
fit and can make accurate decisions about the flow of crop
protection UAVs.

E. MODEL VALIDATION
In order to test the effectiveness of the model for new data,
the model performance was verified using field experiments
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FIGURE 8. Regression curve of GA-BP neural network prediction value.

FIGURE 9. Model comparison diagram.

with a DJI T20 plant protection UAV at Shandong Univer-
sity of Technology, Zhangdian District, Zibo City, Shandong
Province. The model validation results are shown in Table 4.
The data in the table indicates that the bias of the BP neural
network model for the flow rate is relatively large, The results
show that the error between the real flow rate and the flow
rate predicted by the GA-BP model in the new data obtained
is within ±20%. However, the BP neural network has a
relatively large fluctuation in predicting some values, and the
error in some fitting results exceeds 50 %, indicating that
the model has good performance for new data and can be
used to determine the required flow rate based on changes in
factors such as wind speed and acreage usage. By comparing
the two models, it is proved that the improved flow decision
model meets the expected requirements when the expected
deposition amount and other parameters are specified.

IV. DISCUSSION
Precision agriculture aviation technology allows for precise
application of pesticides according to demand, while the

complexity of the farmland environment, the different needs
of the plots and various factors can easily lead to a reduction
in the efficiency of pesticide use. Therefore, this paper aims
to study the factors affecting the deposition of droplets and
establish a decision-making model with the flow rate.Many
researchers have conducted research on this aspect in the
past [32]. In the spray experiment conducted by Lan Yubin’s
team at the South China Agricultural University with a
multi-rotor drone and different orifice-size nozzles, it was
found that with the increase in droplet size, droplet deposition
rate and droplet penetration rate also increased [33]. Zhan
et al. found that changes in UAV flight parameters can alter
downwash airflow distribution in various directions, particu-
larly when it impacts spray distribution under the UAV from
the vertical direction [34], [35]. In addition, environmental
factors are also important factors affecting the deposition
effect of droplets [36], [37], [38]. Wang Juan conducted spray
drift and deposition tests under various meteorological condi-
tions. The experimental results showed that with the change
in UAV operating altitude and wind speed, the maximum
offset of the starting position of the droplet deposition zone
in the extreme case was 4 m, and the percentage of total
spray drift increased from 15.42% to 55.76% [39]. But the
interaction between multiple factors leads to deviation from
the expected deposition at a fixed flow rate, and the various
types of features acquired and input into the model produce
different effects. In this paper, the deposition volume is added
to the dataset as a feature, and the feature selection method
using the correlation and feature importance scores of random
forests is used to select features for the collected data, and the
feature-selected model is evaluated. In most of the existing
variable spraying studies the flow decision component is
based on prescription maps produced from remotely sensed
imagery or visual recognition based flow decision making or
spraying for ground application. In most of the existing vari-
able spraying studies the flow decision component is based on
prescription maps produced from remotely sensed imagery or

VOLUME 12, 2024 13707



M. Wang et al.: Research on Flow Decision-Making Model of Plant Protection UAV

TABLE 4. Validation of droplet deposition based on the flow results of two decision models.

visual recognition based flow decisionmaking or spraying for
ground application. Hao, Z developed an Adaptive Spraying
Decision System (ASDS) that recommended the minimum
drone spraying volume and reasonable drone spraying speed,
drone spraying height, and initial droplet size based on crop
and environmental information, which minimised pesticide
use by reducing the amount of spraying by 14% compared to
using traditional parameters [40]. The study in this paper is
similar to such studies, but takes into account the influence of
environmental parameters during application, which are used
as features combined with an improved neural networkmodel
to make decisions on the flow rate of plant protection UAVs,
in anticipation of further reducing the error in the spraying
process.

V. CONCLUSION
This paper proposes a method to establish a multi-factor
fusion flow decision-making model based on the feature
selection of theGA-BP neural network. By conducting a large
number of crop protection UAV spraying droplet deposition
experiments, obtaining the droplet deposition data under dif-
ferent parameters, and after statistical analysis of the data
and Pearson correlation analysis of the initial screening of
the features of the Random Forest Importance Score finally
identified nine types of feature variables.The correlation
coefficient between the actual and predicted values of the
test set after training of the established and improved GA-BP
neural network model reaches 0.993, and the coefficient of
determination reaches 0.986, which is significantly better
than the existing prediction model in all aspects, with lower
final loss and faster loss reduction, and the validation exper-
iments prove the spraying accuracy of the GA-BP model.
The results show that the error value between the actual
flow rate and the predicted flow rate of the GA-BP model

is within 20%. In contrast, some of the expected values
of the BP neural network fluctuated greatly. The error of
some fitting results was more than 50%, and the valida-
tion results proved the feasibility and effectiveness of the
BP neural network optimised by genetic algorithm in plant
protection UAV flow decision-making. It can provide a ref-
erence for the research of precise variable spraying of plant
protection UAV.
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